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Abstract

This work presents the results of the research activity performed during

the XXIX-th cycle of the Ph.D. school in Engineering Science of Univer-

sità degli Studi di Ferrara. In particular the thesis focuses on the electrical

characterization, physics, modeling and reliability of innovative non-volatile

memories, addressing three of the most promising candidates for the floating-

gate based memories replacement which are currently facing a technology

dead end. The manuscript is organized as follows.

In Chapter 1 planar CT-NAND memory arrays are considered, show-

ing that the main reliability issues affecting such technology are endurance

and retention. Enhanced program and read algorithm able to reduce such

limitations will be presented and characterized, highlighting the advantages

obtained in terms of reliability. After that, the performances of Solid State

Drives (SSD) integrating CT-based memories and using the proposed algo-

rithms will be simulated and evaluated.

In Chapter 2 the results obtained on RRAM will be presented and dis-

cussed focusing on the variability, which is the main reliability issue of these

nonvolatile memories. The impact of Forming, Set and Reset operations on

variability will be evaluated, starting from single pulse operations up to pro-

gram and verify algorithms. The quantum point contact model will be used

to give a physical explanation of the results obtained in characterization.

After that, the process parameters impact on variability and reliability will

be discussed. Finally, the fundamental variability limits of such technologies

will be defined through an extensive array characterization and radiation
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hard application perspectives will be provided.

In Chapter 3, the results obtained on TAS-MRAM technology will be

reported. The reliability and the cell-to-cell variability will be evaluated

during endurance tests by extracting a set of characteristic parameters from

measurements performed on 1kbits arrays. After a preliminary optimization

of the writing parameters on fresh devices, the effectiveness of the optimized

parameters will be verified during cycling by evaluating their advantages in

terms of cell-to-cell variability and breakdown reduction. After that, a novel

TAS-MRAM array with optimized read procedure (Self Referenced) will be

tested and compared with the previous one to highlight its advantages in

terms of reliability.

The conclusions of this work will be reported at the end of the manuscript

outlining what has been accomplished, proposing possible applications for the

technologies studied in this thesis and suggesting future works that could ex-

tend and improve the understanding of the reliability issues on such memory

technologies.
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Chapter 1

Introduction

Memory devices are nowadays one of the most important electronic com-

ponent in the semiconductor industry. In modern day life, more and more

information is being stored on computers, laptops, tablets, smartphones and

more. Today this information is usually stored on Flash memory, which

conquered the market in the last decade through applications like digital

cameras, SD cards and USB drives and is still the mostly used nonvolatile

memory technology. A growth of the memory devices storage capacity with-

out increasing the area occupation is constantly requested by the market: in

order to satisfy such requirements, an increase of the memory density and of

cell shrinking is mandatory.

Flash technology approached its scaling limits making a significant capac-

ity increase very challenging: to overcome this limitation, the transition from

planar to three-dimensional architectures appears today as one of the most

viable solution for the integration of non-volatile memory cells in Tera-bit

arrays. In this framework, Charge Trap (CT) NAND memory cells are con-

sidered as one of the most promising technology for 3D integration because

of a better scalability than Floating Gate (FG) NAND [1]. However, the

3D-NAND solution for increased capacity is demonstrating manufacturing

difficulties and does not provide any speed, energy efficiency and reliability

improvement.

1
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For this reason, several disruptive technologies have been blossoming in

the last decades for non-volatile memory applications [2]: an overview of the

actual memory technology scenario is provided in Fig. 1.1. The most promi-

nent ones are Phase-Change Memories (PCM), 3D-Xpoint, Resistive RAM

(RRAM) which can be divided in Oxide-based Resistive RAM (OxRAM)

and Conducting-Bridge RAM (CBRAM), and Magnetic Memories (MRAM)

in several fashion such as Toggle, Thermally-Assisted (TAS), Spin-Transfer

Torque (STT), and perpendicular Spin-Transfer Torque (p-STT). The stor-

age capabilities of such technologies increased rapidly in the last few years,

and it is expected to be able to compete soon with NAND Flash as depicted

in Fig. 1.2.

Figure 1.1: Overview of the actual memory technology scenario.

However, even if such emerging technologies offer high scalability, speed

and endurance capabilities, several reliability issues still prevent them from

reaching a maturity level. Reliability represents one of the major antagonist

towards the unstoppable technological evolution of hyperscaled memories,

since the correct operations must be assured throughout the entire lifetime.

In particular, the ability of keeping unaltered the stored information even
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after a consistent number of write operations and for long times must be

guaranteed.

Figure 1.2: Emerging memory technologies storage capacity trend in the last

years.

In this thesis, the reliability issues affecting CT NAND, RRAM and TAS-

MRAM nonvolatile memory technologies will be explored and discussed in

order to understand:

• The physical mechanisms affecting the reliability

• The optimal working conditions

• The maximum performance and reliability achievable when the opti-

mal working conditions are used (write/erase/read speed, endurance,

retention, read disturb immunity, etc..)

• The expected system-level performances on different applications such

as consumer/enterprise SSD, automotive, space applications.

In order to do that, results obtained trough electrical characterization of

memory cells and arrays as well as physical, statistical and system modeling
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results will be provided and explained. Several techniques able to coun-

teract the reliability issues will be discussed such as process optimization,

read/write parameters and algorithms optimizations. Physical models will

be used as a tool to correlate the experimental results with the physical

phenomena causing the observed behavior of the devices, while system level

models will be used to evaluate the expected system level performances in

SSD applications. Finally, the thesis will speculate on promising applica-

tions and markets for each considered technology taking into account their

advantages and intrinsic limitations.



Chapter 2

Charge Trap NAND

Charge Trap (CT) NAND memory cells are considered as one of the

most promising technology for 3D integration because of a better scalability

than Floating Gate (FG) NAND. Despite the high theoretical potentialities

demonstrated by CT memories, several reliability issues affect such technol-

ogy. Even if the transition from 2D to 3D will change the impact of the

reliability issues affecting planar devices, they will still be critical. In this

chapter, such reliability issues are discussed. After that, enhanced program

and read techniques able to reduce their impact are presented and exper-

imentally characterized. The results are then exploited for co-simulations

at system level [3–7], assessing reliability and performance perspectives of

future Solid State Drives (SSD) integrating CT-based memories.

2.1 Basics

The basic concept of a Charge Trap (CT) NAND memory cell consists of

a metal oxide semiconductor device where the Floating Gate (FG) is replaced

by an insulating charge trapping layer [1]. Such storage layer, typically made

of silicon nitride, is isolated by means of a tunnel oxide and a blocking oxide

as sketched in Fig. 2.1 where the FG cell structure is reported for comparison.

The tunnel oxide plays a basic role for the control of the device threshold

5
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voltage, whose value represents, from a physical point of view, the stored

information. The blocking oxide prevents electrons from passing to/from the

control gate. Electrons transferred into the storage layer give a threshold

voltage variation. In quiescent conditions, thanks to the two oxides, the

stored charge is supposed not to leak away, thus granting the nonvolatile

paradigm fulfillment. Oxides are available in different materials depending

on the Back-End-Of-Line (BEOL) process. The most common materials are:

pure silicon dioxide (SiO2) for blocking oxides, and either SiO2 or a barrier

engineered stack of Oxide-Nitride-Oxide (SiO2-Si3N4-SiO2) for tunnel oxides.

A 2D planar Silicon-Oxide-Nitride-Oxide-Silicon (SONOS) cell is here used

as example [1].

(a) (b)

Figure 2.1: Examples of Charge Trap (a) and Floating Gate (b) devices.

High electric fields applied to the tunnel oxide allow electron transfer

across the thin insulator to the storage layer. The physical mechanism used

for injecting electrons into the storage layer depends on the applied electric

field and oxide barrier thickness. In case of high electric fields and large oxide

barriers, injection mainly occurs through FN tunneling, whereas in case of

low electric field and thin oxide barrier, electrons mainly transfer through

Direct Tunneling (DT): in this case there is a higher read margin window

but retention is worse [1]. In CT cells electron tunneling involves the MOS

channel/substrate and it requires appropriate biasing of control gate and
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bulk terminals (see Fig. 2.2), while drain and source are left floating. Erase

operation occurs either through electron detrapping from the storage layer or

hole injection from the substrate into the storage layer; at the same time, such

operation causes an electron injection from the control gate to the storage

layer through FN tunneling, and this is the reason for the well-known ”erase

saturation” problem [8]. The results of charge separation experiments [9]

demonstrate that both electron detrapping and holes injection mechanisms

contribute to the erase of a previously programmed CT device: electron

detrapping dominates the first part of the transient, whereas hole injection

prevails after the removal of the trapped electron charge due to electron

emission.

(a) (b)

Figure 2.2: Band diagrams of tunneling mechanisms in planar SONOS CT

cell during programming (a) and erase (b). The two different conditions

triggering FN or DT are sketched for programming.

2.2 Reliability Issues

Despite the huge potential, several reliability issues affect CT memories,

especially endurance and retention.
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2.2.1 Endurance degradation

The band diagram depicted in Fig. 2.3 describes oxide degradation mech-

anisms for blocking and tunnel layers. During programming operations (left),

electron injection occurs through either FN or DT, damaging the Tunnel

Layer; damages to the Blocking Layer are caused by Anode Hot Hole In-

jection (AHHI). Moreover, electrons and holes going through blocking layer

and tunnel layer from the storage layer contribute in a marginal, but not

negligible, way to oxide degradation. During erasing (right), the hot hole

injection from the substrate generates interface traps at the oxide/nitride

interface, causing several damages to both storage and tunnel layers, as well

as electrons transfer through the tunnel layer [8]. The generation of such

interface traps between oxide and nitride interface is the main cause of en-

durance degradation: in programmed cells, electrons sitting in shallow traps

can easily escape via oxide damages induced by cycling, resulting in a charge

reduction that may cause read errors.

Figure 2.3: Band diagram sketch of charge transport and trap-

ping/detrapping during Program (left) and Erase (right) in planar SONOS

CT cell.
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2.2.2 Data retention

Data retention is one of the major issues of CT cells, especially at high

temperature. Charge loss mechanisms of CT cells has been deeply inves-

tigated [10], identifying two main discharging paths: the first is related to

thermal excitation of trapped carriers, the second one is due to direct tun-

neling through the thin tunnel oxide.

The charge loss processes are schematically depicted in Fig. 2.4. For each

electron trapped inside the silicon nitride, two discharge mechanisms have to

be considered. The first one is the direct Trap-to-Band (TB) tunneling from

the storage layer traps to the conduction band of the substrate or of the gate;

the second one is the thermal emission from traps to the conduction band of

the storage layer. When thermal emission is considered, the charge loss is the

result of two subsequent steps: the emission process and the escape of the

electrons towards the bulk and gate electrodes. After emission, retrapping is

also possible: the tunneling rate through the oxide barrier of the electrons

emitted in the storage layer conduction band could be comparable with the

emission and the recapture rates. Here we consider a simplified model where

electrons leave the ONO layer only if their energy is higher than the lowest

between the tunnel oxide and the top oxide barriers. Consequently, the

tunneling of thermally excited carriers towards the bulk and the control gate

at energies lower than the oxide conduction band are neglected, assuming

that carriers with such an energy are recaptured in the same traps.

In addition, a fast initial charge loss has been observed on a small per-

centage of cells [11] (see Fig. 2.5). This VT transient phenomenon has been

attributed to the dielectric relaxation effect in the high-k layer, to charge

trapping/detrapping, or to mobile charges in the blocking layer [11]. Such

mechanism, denoted as fast detrapping, is manly related to electrons trapped

in shallow traps which have lower stability than electrons in deep traps; they

can easily escape via oxide damages within 1 second after programming.

The same effect is observed after erase too: since the threshold voltage

after program/erase does not immediately settle to the final value, there is
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Figure 2.4: Mechanisms involved in the discharging of programmed planar

SONOS CT cell: trap-to-band tunneling through the tunnel layer, Trap-

to-band tunneling through the blocking layer, Thermal Emission above the

oxide barriers, Thermal emission and subsequent re-trapping.

a wrong estimation of the error bits during the verification step; of course,

there is a dependency from the time interval between program/erase and read

operations. Waiting for the final VT would significantly increase the total

program/erase time and, of course, this is not acceptable. The transient

threshold voltage shift after erase is due to hole redistribution in the charge

trap layer [12].

Figure 2.5: Threshold voltage shift induced by fast detrapping (left). Band

diagram sketch of fast detrapping effect (right).
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2.3 Enhanced algorithms for reliability im-

provement

CT memories suffer for a relatively low reliability since part of the trapped

charge constituting the storage information is located in shallow traps that

can be rapidly emptied. Therefore, the charge measured in read operations,

and hence the threshold voltage determining the logical stored information,

may be different to the one determined during program [11, 13, 14]. This

problem is further aggravated by the oxide degradation related to the physical

mechanisms exploited to introduce or remove charge into/from the storage

layer, thus resulting in a low number of P/E cycles (i.e., the endurance) and

a reduced retention time. From the system level point of view both these

phenomena cause an increase of the Bit Error Rate (BER), which is the

percentage of bits in error after a single read operation [15]. BER increase

translates into the inability to correct data after a number of Program/Erase

operations (i.e., P/E cycles) or after long retention times [16–18].

To overcome these reliability issues in future CT-based SSDs, a mas-

sive exploitation of enhanced read algorithms and data correction by Error

Correcting Code (ECC) engines would be mandatory, thus resulting in a

degraded Quality of Service (QoS) which is the overall metric considering la-

tency, bandwidth, power consumption, endurance and retention of SSDs [19].

As a consequence, in order to make CT technology appealing in hyper-scaled

SSDs, it is necessary to reduce memories’ BER and, consequently, the re-

quests for ECC and enhanced reading algorithms intervention. Since the

high BER in CT-NAND is mainly due to charge loss in shallow traps, the

straightforward solution is to design program algorithms able to stabilize

the trapped charge. The enhanced program algorithms presented in liter-

ature [11, 20] will result in a programming time increase compared to the

standard program algorithms [21], but their advantages in terms of reliabil-

ity and overall QoS are terrific.

In this section, by characterizing Multi-Level-Cells (MLC) CT-NAND ar-
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Figure 2.6: MLC target distributions and LP, UP discrimination levels (V1,

V2, V3)

rays it is possible to understand the impact of different program algorithms in

terms of performance and reliability at a single memory level. The results are

then used in simulations using a dedicated SSD co-simulation environment [3]

to assess the QoS implications in future SSD architectures integrating mul-

tiple CT-based memories.

2.3.1 Read Retry procedure

In this subsection MLC architectures are considered, where each Word-

Line (WL) contains an upper page (storing the MSB) and a lower page

(storing the LSB). By considering the standard MLC NAND Flash coding

(see table 2.1), lower page (LP) is read by applying a read voltage V2, whereas

upper page (UP) is read by applying a read voltage pair (V1,V3) as depicted

in Fig. 2.6. Therefore, when reading a LP, an error occurs when a cell in

L1 moves to L2 and vice versa. On the contrary, when reading an UP, two

different errors are possible: a bit flip either between E and L1 or L2 and L3.

Table 2.1: MLC standard NAND Flash coding

E L1 L2 L3

UP 1 0 0 1

LP 1 1 0 0

Among several optimized reading techniques, Read Retry (RR) allows a

dynamic adaptation of the read reference voltages: when BER > ECCth,
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the algorithm shifts upwards or downwards the read reference voltage and

repeats the read operation until BER ≤ ECCth as sketched in Fig. 2.7. If

after a maximum number of attempts BER is still higher than ECCth, the

page is considered as failed, and therefore unrecoverable. Since any page

have a different BER and since it is not known a priori whether an up-shift

or a down-shift must be applied (the former required to deal with endurance

effects [22], the latter to take into account retention problems [22, 23]), it is

not predictable which solution provides the best results, eventually burdening

on the read time predictability and on the reliability.

Figure 2.7: Read Retry technique schematic: a) Threshold voltage shift in-

duced by increased number of writing operations. Several cells may result

in a threshold voltage higher than the reference read voltage VREAD, thus

producing a read error. b) When the number of erroneous bits is too high to

be corrected by ECC the read reference voltage is shifted.

2.3.2 Program algorithms

The standard Incremental Step Pulse Program (ISPP) [21] algorithm and

the enhanced one to reduce the charge loss suffered by CT-NAND, here-
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after denoted as Recovery (REC) [20, 22], are depicted in Fig. 2.8. MLC

paradigm has been performed by defining three target program distributions

(L1, L2 and L3). Program operation has been performed by applying the

Full-sequence paradigm [24]: after every program pulse a read-verify oper-

ation has been performed in order to check the cells state and to stop the

algorithm execution when the target distribution is reached. In this example,

ISPP algorithm has been performed by increasing the pulse voltage from 12

V up to 18.5 V (depending on the target level) with 0.25 V steps and 10 µs

duration (Fig. 2.8a), with a maximum programming time of 1.23 ms for L3

distribution.

(a)

(b)

Figure 2.8: Schematic of ISPP (a) and REC (b) algorithms.

REC has been performed by increasing the pulse voltage from 12 V up

to 19 V with 0.25 V steps and 10 µs duration and by applying a soft erase

pulse after every program pulse with a constant voltage of -10 V and 100 µs
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(a)

(b)

Figure 2.9: Illustration of trapped charge distribution during ISPP (a) and

REC (b) program algorithms and charge loss mechanisms after writing.

duration (Fig. 2.8b), with a maximum programming time of 6.97 ms for L3

distribution.

In program operation, electrons cross the equivalent oxide barrier and are

randomly captured by deep and shallow traps of the nitride storage layer [25].

In cells programmed by ISPP, electrons in shallow traps are easily de-trapped
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during storage period, thus charge loss is observed (Fig. 2.9a) [11]. On the

contrary, REC is able to stabilize the stored charge during programming,

by reducing the presence of electrons trapped in shallow traps with a high

de-trapping probability even at low electric fields (Fig. 2.9b). The soft erase

pulses applied during REC are able to remove charge from shallow traps

before verify operations occur. Therefore, the target voltage threshold mainly

depends on charge stabilized in deep traps [20].

2.4 Electrical characterization of Charge Trap

NAND arrays

The different programming techniques for CT-based memories have been

experimentally tested on 4Mbits 2D CT-NAND test vehicles manufactured

in a sub-4X technology node.

Figure 2.10: Schematic representation of the CT cell tested in this work.

The memory cells feature a p-Si/SiO2/Si3N4/SiO2/Si3N4/Al2O3 stack

overwhelmed by a high work function TaN/Ti/TaN metal gate (Fig. 2.10).

Such a stack will likely be present also in 3D-NAND architectures [26, 27],

and therefore the issues retrieved on a traditional 2D technology are inherited
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by 3D architectures. The array architecture consists of a standard NAND ar-

ray, whose pages organization is indicated in Fig. 2.11. The program and the

read operations are performed page-wide. The erase operation is performed

block-wide with a single voltage pulse featuring 19 V amplitude and 100 µs

duration. The program conditions and parameters are the ones reported in

the previous section. Those values have been chosen to minimize the disturbs

and other unwanted phenomenon due to the soft-erase operation applied on

all the cells within a common block [28].

Figure 2.11: Single block schematic of the 4 Mbits CT-NAND array consid-

ered in this work.

Fig. 2.12 shows VT distributions shifts and broadening at different en-

durance cycles when REC algorithm is performed. Results are even worse

for the ISPP algorithm. As it can be seen, the most dangerous effect is due

to L1 distribution crossing the V2 read reference voltage. For this reason,

in the rest of the section we will consider LP errors as source of reliability

decrease, which represent the worst case without lack of generality.

Fig. 2.13 shows the BER calculated on LP during endurance cycles ob-

tained with ISPP before (a) and after (b) RR application. Thanks to RR, a

BER reduction can be observed. Nevertheless a rapid BER increase occurs

after 6k P/E cycles. Moreover, due to the edge wordline effects [29], all the
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Figure 2.12: REC VT distributions after a Recovery algorithm at P/E=1,

2k, 10k.

(a) (b)

Figure 2.13: ISPP programmed cells LP-BER vs. P/E cycle calculated with-

out (a) and with (b) RR procedure, respectively. ECCTH limit corresponding

to 100 errors per read page is shown.
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cells on WL0 of a memory string show significantly higher BER compared to

the average value, further increasing the average BER. Fig. 2.14 shows the

BER calculated on LP during endurance cycles obtained with REC before

(a) and after (b) RR application: in both cases the BER is reduced compared

to ISPP and it is shown to be lower than 10−3 up to 20k cycles thanks to

RR procedure.

(a) (b)

Figure 2.14: REC programmed cells LP-BER vs. P/E cycle calculated with-

out (a) and with (b) RR procedure, respectively. ECCTH limit corresponding

to 100 errors per read page is shown.

Fig. 2.15 shows the percentages of uncorrectable pages calculated during

cycling for both ISPP and REC algorithms: a page has been considered un-

correctable by the ECC when more than 100 errors are detected on the page

(BER > ECCTH) and all RR attempts have been applied. Although RR pro-

cedure allows improving ISPP performances, all pages become uncorrectable

after 5k cycles. The usage of REC program algorithm combined with RR pro-

cedure, on the contrary, allows keeping null the percentage of uncorrectable

pages up to 20k cycles. As a comparison, the same uncorrectable pages per-

centages have been calculated not considering the contributions coming from
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cells on WL0 pages. However, no significant advantages are obtained in this

case. In fact, when ISPP with RR is considered, all the pages are shown to

suddenly cross the ECCTH limit after 6k P/E cycles, hence the failures are

almost simultaneous. On the contrary, when REC with RR is considered, all

pages’ BER is below ECCTH limit up to 20k P/E cycles, hence there is no

perceived impact.

Figure 2.15: Uncorrectable pages percentage calculated at different en-

durance cycles.

Fig. 2.16 show the BER evolution for MLC during retention measures at

85◦C after P/E = 2k. Dotted lines represent the results obtained with RR

procedure: 8 Retry Steps of 25 mV each have been used on MLC resulting in

a final threshold shift of 200 mV. The results obtained for long term retention

are similar for the two algorithms, whereas Recovery is significantly better if

the early retention domain is considered. The experimental results evidence

that retention is the main reliability issue on this technology.
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Figure 2.16: MLC-BER vs. Retention Time at 85◦C after P/E=2k. Dotted

and full lines are calculated with and without RR procedure, respectively.

2.5 SSD applications perspectives

In this section, the different programming algorithms performance and

reliability figures obtained through the characterization of the CT-NAND

arrays are evaluated from a SSD-QoS perspective [7]. This task has been

performed exploiting a co-simulation framework able to extract performance

and latency of a target disk architecture as a function of memory wearout,

while allowing detailed reliability analysis [3–5]. Fig. 2.17 shows the baseline

architecture modeled by the simulator: it is composed by a processor, a host

interface, a DRAM buffer, a channel controller, a multi-threaded BCH ECC

engine [30] and a regular matrix of non-volatile memory targets. Different

CT-NAND chips sharing the same bus are defined as channels. Each single

channel is connected in parallel on the same channel controller.

In the following system level analysis both the ISPP and the REC algo-

rithms embodying RR algorithms will be considered since this represents a

realistic study case used in all SSD platforms [31,32]. A QoS threshold value

has been set for an enterprise scenario, in terms of host interface bandwidth.
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Figure 2.17: SSD baseline architecture modeled by the simulator.

For a standard interface like the PCIexpress Gen2 x8 [33] the limits corre-

sponds to 4 GB/s which is further reduced to 1150 MB/s due to the host

system I/O drivers overhead [34, 35].

In the simulated architectures a SSD is considered to miss the QoS tar-

get when the achieved bandwidth is below such threshold. It is worth to

point out that if the bandwidth achieved by the SSD is greater than the

target QoS, any performance fluctuation introduced by the programming al-

gorithm, the ECC, and the RR are not exposed to the end user, since the

perceived overall SSD bandwidth is the one imposed by the QoS limit. Pro-

gram algorithm’s QoS implications have been investigated on multiple SSD

configurations exploiting different number of channels and targets (see Tab.

2.2).
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Table 2.2: Architecture configurations

A B C D E

Channels 8 8 4 2 1

Targets 4 2 4 8 8

The results of the simulations on different SSD architectures, performed

by using a 100 % sequential read workload after a program operation at

different endurance cycles using either the ISPP or the REC, are shown in

Fig. 2.18: only the configuration A is able to satisfy enterprise QoS require-

ments for a defined number of P/E cycles that varies by using one of the two

programming algorithms. When considering SSD architectures using the

ISPP algorithm, in all cases a sudden performance drop is experienced after

3k P/E cycles because of the too high bit error density. Configurations A, B,

and C show a faster QoS degradation around 3k P/E cycles with respect to

D and E. This effect is due to the high number of flash targets saturating the

channel bandwidth, hence masking the initial performance drop. A similar

behavior is observed for SSDs using the REC algorithm, although a larger

number of P/E cycles can be experienced before performance degradation.

Since the scope of this work is to show CT-NAND-based SSDs’ exploita-

tion in hyper-scaled systems, the following analysis will be focused on en-

terprise class SSD’s, hence only configuration A will be considered further

on. This configuration meets the high density requirements provided by 3D

memories exploiting CT technology that is leading to use these solutions for

cold storage applications, in which data are written once and read many

times [36]. As a consequence, read-intensive workload is the most expected

use case for such memories, whereas write-intensive workload represent a

corner case.

The 100 % sequential read throughput performances obtained with ISPP

and REC algorithms are reported in Fig. 2.19: while with ISPP no more than

3k P/E cycles are possible before QoS degradation, the endurance obtained

with REC is improved by a factor of 4, reaching almost 12k P/E cycles.
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Figure 2.18: 100 % sequential read throughput calculated at different en-

durance cycles with different architecture configurations for ISPP and REC,

respectively.

Figure 2.19: Sequential read throughput calculated at different endurance

cycles.

The experienced bandwidth degradation is due to the joint effect of the RR

and ECC engines whose execution time increases with the number of errors

to be corrected. Moreover, by considering that WL0 pages usually show
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higher BER than others, if it is used a Flash Translation Layer in the SSD

that excludes those pages from programming, REC throughput can get a

further endurance boost of ≈ 500 P/E cycles. On the contrary, when ISPP

is considered, no relevant advantages are obtained in terms of bandwidth by

using this approach, because of the too high bit error density. Finally, in the

case of a 100 % random read workload, results obtained perfectly matched

those achieved with the 100 % sequential read workload. This phenomenon is

due to the high parallelism offered by the simulated SSD architectures, which

is able to sustain the output bandwidth even when random operations are

issued. To this extent, random results are not shown. The usage of enhanced

program algorithms like the REC in SSD architectures carries the drawback

of an increased program time. To this extent, in order to understand if

a longer program time could impact the perceived SSD’s bandwidth, two

mixed traffic scenarios have been considered: 75% write and 25% read, 75%

read and 25% write (both using 4 kB interleaved random read and write

operations) [37]. The latter is the one closer to the scenario that are targeted

in this work. SSD throughput results are shown in Fig. 2.20. Even if in write-

intensive conditions ISPP shows a slightly higher throughput compared to

REC, both algorithms do not satisfy the QoS enterprise requirements. REC

allows satisfying enterprise QoS requirements up to 12k P/E cycles if read-

intensive or 100 % read conditions are considered. Bandwidths obtained

with mixed scenarios involving more than 25% write operations cross the

QoS limit for both ISPP and REC algorithms. However, it is worth pointing

out that such workloads represent a worst-case corner for hyper-scaled SSDs

which are foreseen in cold storage scenarios.

In conclusion, the use of the proposed REC program algorithm combined

with RR read algorithm shows promising advantages in terms of SSD’s QoS

for cold storage scenarios, where retention issues could be counteracted at

cost of endurance cycles by periodically re-programming the memory cells in

background without any impact on the SSD throughput. The use of 3D CT

cells with improved retention capabilities it is expected to reduce this issue.
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Figure 2.20: Random mixed traffic throughput calculated at different en-

durance cycles.



Chapter 3

RRAM

Resistive RAM (RRAM) is considered as one of the most promising

emerging nonvolatile memory technology since it features high scalability,

low power consumption, high endurance, fast switching and possibility of 3D

stackability. Recent advances in the RRAM performance have led to a signif-

icant interest in system-on-chip applications in Si-based CMOS technologies,

in particular for microcontrollers in wireless sensor nodes, low power and

wearable IoT, automotive electronics and neuromorphic computing. HfO2

is one of the most promising transition metal oxides for RRAM with an

ideal CMOS back-end-of-line compatibility. Thus, considerable progress has

been made in 1T-1R device integration as well as in understanding the physi-

cal/chemical properties of the resistance change behavior. Although memory

arrays in the 1T-1R architecture demonstrated excellent performance pa-

rameters, the intercell variability (variations between cells) and the intracell

variability (cycle-to-cycle variations of any given cell) still prevent RRAM

manufacturing from fast commercialization. While the intracell variability

can be optimized for the particular memory cells, the intercell variability in

memory arrays must be minimized. Hence, the investigation of the extrin-

sic process-induced and the intrinsic microscopic origin of the intercell and

intracell variability is a critical step in order to bring such technology to a

maturity level. In this chapter, the results obtained on RRAM will be pre-

27
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sented and discussed focusing on the variability, which is the main reliability

issue of these nonvolatile memories. The impact of the switching operations

on variability will be evaluated, starting from single pulse operations up to

program and verify algorithms. The quantum point contact model will be

used to provide a physical understanding of the experimental results. Af-

ter that, the process parameters impact on variability and reliability will be

discussed. Finally, the fundamental variability limits of such technology will

be defined through an extensive array characterization and radiation hard

application perspectives will be provided.

3.1 Basics

RRAM device typically consists of an insulating layer, usually a metal

oxide, interposed between a Top Electrode (TE) and a Bottom Electrode

(BE), both generally consisting of metallic layers or stacks [38–41]. Typical

material used for the electrodes are Ti, TiN, W and Pt [38] whereas the

most common metal oxides used in RRAM are HfO2 [42], Ta2O5 [43] and

TiO2 [44]. A sketch of the typical RRAM cell is reported in Fig. 3.1 (a).

These devices exhibit resistive switching between a low-resistance state

(LRS) and a high-resistance state (HRS) due to the creation/disruption of a

conductive filament (CF) through the metal oxide: the switching event from

HRS to LRS is called Set while the switching event from LRS to HRS is called

Reset. Usually for the fresh samples in its initial resistance state, a voltage

larger than the Set voltage is needed to trigger on the resistive switching

behaviors for the subsequent cycles: such process is called Forming.

The switching modes of metal oxide RRAM can be broadly classified into

two switching modes: unipolar and bipolar. Fig. 3.1 shows a sketch of the I-V

characteristics for Unipolar (b) and Bipolar (c) switching modes. In unipolar

devices the switching direction depends on the amplitude of the applied volt-

age but not on its polarity, thus Set/Reset can occur at the same polarity.

In bipolar devices, on the contrary, the switching direction depends on the
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polarity of the applied voltage, hence Set can only occur at one polarity and

Reset can only occur at the reverse polarity. For either switching modes, to

avoid a permanent dielectric breakdown in the Set process, it is recommended

to enforce a compliance which is usually provided by the semiconductor pa-

rameter analyzer or by a memory cell selection transistor or diode. To read

the data from the cell a small read voltage is applied that does not affect the

state of the memory cell to detect whether the cell is in HRS or LRS.

(a) (b) (c)

Figure 3.1: (a) Schematic of MIM structure for metal oxide RRAM, and

I-V curves schematic showing two modes of operation: (b) Unipolar and (c)

Bipolar.

The CF creation during Forming and its evolution during Set and Reset

are depicted in Fig. 3.2. During the initial Forming operation a CF of oxygen

vacancies is formed by dielectric breakdown: oxygen ions drift to the anode

interface by the high electric field where they are discharged as neutral non-

lattice oxygen if the anode materials are noble metals or react with the

oxidizable anode materials to form an interfacial oxide layer. Thus, the

electrode/oxide interface behaves like an oxygen reservoir [45].

Forming operation is performed by applying a positive voltage on TE,

causing an increase of the current flowing through the cell: such increase is

usually limited by the compliance system or a series selector/transistor that

allows to control the size of the CF and avoids the destructive (hard) break-

down of the switching layer. After Forming, the device manifests improved
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Figure 3.2: Schematic illustration of the switching process in bipolar metal

oxide RRAM.

conductance as the CF connects the TE and BE by shunting the insulat-

ing layer, thus resulting in the low-resistance state (LRS) of the RRAM. In

bipolar RRAM a Reset operation is then carried out to disconnect the CF by

applying a positive voltage on BE: Joule heating from the current thermally

activates the diffusion of oxygen ions that migrate back to the bulk either to

recombine with the oxygen vacancies or to oxidize the metal, returning the

memory cell to the HRS [38]. Alternating the Set and Reset operation, the

CF can be repeatedly connected/disconnected, thus allowing multiple tran-

sition cycles between HRS and LRS. Note that the conductance of HRS is

higher compared to the initial state before forming: this can be understood

by the microscopic structure of the HRS, where the CF is not entirely dis-

solved after Reset, rather only disconnected via a relatively small depletion

gap.

In general, Fig. 3.3 shows all the possibilities for an electron pass from

cathode to anode [23]:

1. Schottky emission: thermally activated electrons injected over the

barrier into the conduction band.

2. Fowler-Nordheim (F-N) tunneling: electrons tunnel from the cathode
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Figure 3.3: Schematic of the possible electron conduction paths through a

MIM stack.

into the conduction band; usually occurs at high field.

3. Direct tunneling: electron tunnel from cathode to anode directly;

usually occurs when the oxide is thin enough.

If the oxide has substantial number of traps (e.g., oxygen vacancies),

trap assisted tunneling contributes to additional conduction including the

following steps:

4. Tunneling from cathode to traps.

5. Emission from trap to conduction band (e.g. Poole-Frenkel emission).

6. F-N-like tunneling from trap to conduction band.

7. Trap to trap hopping or tunneling: may be in the form of Mott hopping

when the electrons are in the localized states or may be in the form of metallic

conduction when the electrons are in the extended states depending on the

overlap of the electron wave function.

8. Tunneling from traps to anode.

Whether any one particular process dominates is determined by its tran-

sition rate: electrons would seek the least resistive paths among all the possi-

bilities. Therefore, various metal oxide RRAMs may have different dominant

conduction mechanism depending on the dielectric properties (band gap or
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trap energy level, etc.), the fabrication process conditions (annealing temper-

ature, annealing ambient, etc.), and the properties of the interface between

the oxides and the electrodes (interfacial barrier height). For HfO2 RRAM,

it has been verified that at low bias regime the HRS conduction is dominated

by trap assisted tunneling, whereas the conduction is mainly Ohmic if the

CF connects the TE and BE by shunting the insulating layer [46, 47]. The

I-V relationship at the low bias regime is mainly determined by the electron

conduction process for a given configuration of the CF, while at the high bias

regime, the motion of atoms (such as oxygen ions/vacancies) would change

the configuration of the CFs and trigger a change of the current [38].

3.2 Experimental Setup

The test environment consists of both wafer-level testers and a dedicated

Automated Test Equipment (ATE) for packaged devices analysis. For wafer

testing the Advantest V93000 SOC, Keithley 4200-SCS and Agilent B1500

(synchronized with an Arduino ATmega2560 for the array digital addressing

part) were used, whereas for packaged devices testing it has been used the

Active Technologies RIFLE system including arbitrary waveform generators

and programmable measurement units resources for testing purposes [48–

51]. The tests performed indicated a negligible deviation between results

from wafer and packaged devices. Different memory cells and arrays were

considered, hence each one of them will be described in its related session.

3.3 DC and Pulse-induced Forming analysis

In this section are investigated the inter-cell variability of the initial state

in memory arrays and the impact of direct current (DC) and pulse Forming

on inter-cell variability as well as on intra-cell variability. To assess and

confirm the nature of the variability during forming operation and during

cycling the quantum point-contact (QPC) model was considered [52]. This
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analysis was performed on 4kbit RRAM arrays tested with RIFLE ATE.

The 1T-1R memory cells considered in this section are constituted by

a select NMOS transistor manufactured in 0.25 µm BiCMOS technology

featuring W=1.14 µm and L=0.24 µm in series to a variable resistor. The

variable resistor is a Metal-Insulator-Metal (MIM) stack fabricated on a 150

nm TiN bottom electrode deposited by physical vapor deposition (PVD)

sputtering with sheet resistances in the order of 10-50 Ω/sq. A 9 nm HfO2 was

then deposited at 320◦C by the reaction of O2 and [Hf(NMeEt)4)] onto TiN

in an atomic vapor deposition (AVD) chamber. Finally, HfO2 was capped by

7 nm ionized metal plasma (IMP) Ti and 150 nm PVD TiN [53]. The cross-

Sectional STEM Image of the integrated MIM stack is shown in Fig. 3.4 (a).

Such cells were integrated in 4 kbit RRAM arrays [49–51,54]: the structure of

the array shown in Fig. 3.4 (b) is described by four architectural blocks: the

array of 4096 1T-1R RRAM cells; a wordline (WL) address decoder (XDC

MUX); a bitline (BL) address decoder (YDCMUX); and an operation control

circuitry (Mode). The array schematics is depicted in Fig. 3.4 (c).

3.3.1 Inter-cell variability before and after DC Form-

ing

In this subsection, the influence of DC Forming process on the inter-cell

variability is reported. Forming is a prerequisite to induce stable resistance

changes in our devices. The common Forming process consists in the ap-

plication of a DC sweep on the bitline (BL) grounding the sourceline (SL).

To prevent hard breakdown, the saturation current of the select transistor is

controlled by the wordline (WL) voltage. Table 3.1 summarizes the Form-

ing, Set/Reset and reading parameters used in this section. In general, the

Forming process produces a non-destructive soft breakdown and progressive

breakdown regime of the dielectric and requires a sufficiently high electric

field across the HfO2 film thickness [41,52,55]. Due to the stochastic nature

of the Forming process or due to process-induced variations, the inter-cell

variability of memory elements in a 4 kbit memory array cannot be neglected.
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(a) (b)

(c)

(d)

Figure 3.4: Cross-Sectional STEM Image of the integrated MIM stack in the

RRAM Cell (a). Photograph of the 4 kbit memory array with control circuits

(b). Simplified block diagram of the 4 kbit memory array (c). Schematic of

the 1T-1R cells array and structure of a RRAM cell (d).
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To address this point, we first show in Fig. 3.5 the current distribution in

the initial state which is defined by the combination of the Ti and HfO2 film

thicknesses [51] and the current distribution after DC Forming.

Table 3.1: Summary of DC forming, pulse-induced forming, pulse-retry form-

ing, DC-retry forming, Set/Reset and read voltages.

VBL VSL VWL tpulse/sweep

DC Forming 0V - 2.3V 0V 1.4V 23 s

DC Set 0V - 2.3V 0V 1.4V 23 s

DC Reset 0V 0V - 2.3V 2.2V 23 s

Pulse-induced Forming 3.5V 0V 1.4V 10µs

Pulse-retry Forming 3.5V 0V 1.4V 10µs

DC retry Forming 0V - 3.5V 0V 1.4V -

Pulse Set cycling 3V 0V 1.4V 10µs

Pulse Reset cycling 0V 3V 2.2V 10µs

Reading 0.3V 0V 1.4V -

(a) (b)

Figure 3.5: Current distributions for a 64 × 64bit (4kbit) RRAM array with

1T-1R devices with 600 × 600 nm2 MIM area. (a) Initial state. (b) After

Forming in DC step sweep. WL voltage in Forming was set to VWL = 1.4

V with a bitline voltage sweep to VBL = 2.3 V with ramp rate dV/dt = 0.1

Vs−1. Current reading was performed at VWL = 1.4V and VBL, read = 0.3V.
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Statistical analysis in a cumulative distribution plot in Fig. 3.6 reveals

that only 78 % of the devices (red curve) were successfully formed by the DC

sweep, whereas 22% of the devices were not formed due to the high inter-cell

variability of the initial state current. The thickness inhomogeneity of the

PVD Ti layer with σ<5% standard deviation over the whole wafer diameter

is believed not to play a central role in the inter-cell variability of the initial

currents in Fig. 3.6 since the memory array with circuitry area is 365× 752

µm2. When compared with Ti, the thickness inhomogeneity of the HfO2 film

with σ< 2% standard deviation should also be insignificant for the initial

current inter-cell variability [56].
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Figure 3.6: Statistical current distributions of the initial state and after

Forming in DC sweep. Current reading was performed at VWL = 1.4V and

VBL, read = 0.3V.

One reason could be the root mean square surface roughness of HfO2

films due to the columnar structure of the TiN bottom metal electrode [57],

although a post-metallization annealing (PMA) step was applied which was

reported to reduce the surface roughness [58]. To support this hypothesis it
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is shown in Fig. 3.7 the different root mean square values of the roughness

profiles extracted from TiN and HfO2 films used in RRAM arrays processing.

The randomly distributed inter-cell variability after forming in DC sweep is

often related to intrinsic processes which involve microscopic transport of

oxygen vacancies and permutations of filamentary clusters [59, 60].

(a) (b)

Figure 3.7: Roughness profile of the TiN (a) and HfO2 (b) films used in the

array processing.

3.3.2 Inter-cell variability after pulse-induced Forming

The pulse-induced Forming has attracted wide attention as an alternative

to DC Forming since it may reduce the operation current and the energy

per unit volume imparted to the dielectric [61, 62]. Moreover, the Forming

time for the whole memory array can be reduced. From a physical point of

view, the pulse-induced Forming has an impact on the shape of the created

conductive filament: while pulses with low VWL and VBL voltages or short

pulse width tBL, pulse create narrow Filaments showing low currents, higher

VWL and VBL voltages or long pulse width tBL, pulse create stable and wider

filaments [42]. The filament diameter and areal density may be correlated

with the concentration of oxygen vacancies that are supposed to participate

in the filament formation process. The oxygen vacancies are predominantly

produced at the Ti metal electrode as the result of redox processes of the oxide
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by the Ti metal electrode [63]. To understand the pulse-induced Forming

properties we applied VWL= 1.4V, VBL= 3.5V, and tBL, pulse= 10µs to a fresh

memory array. With these parameters, the pulse-induced Forming energy

density (voltage×current×time/area) imparted to the dielectric for each cell

reaches an average value of 1.9×10−9J/µm2 in comparison to 3.7×10−3J/µm2

after DC Forming. Figures 3.8(a) and 3.8(b) show the current distributions

of the initial state and after pulse-induced Forming.

Figure 3.8: Current distributions for a 64 × 64bit (4kbit) RRAM array with

1T-1R devices with 600 × 600 nm2 MIM area. (a) Initial state. (b) After

pulse-induced Forming. VWL was set to 1.4V with VBL= 3.5V and tBL, pulse

= 10µs: total 86% formed. (c) After applying a retry-algorithm to unformed

devices: total 97.6% formed. (d) After DC Forming of the devices not formed

by the retry step: total 100 % formed. Current reading was performed at

VWL = 1.4V and VBL, read = 0.3V.

Statistical analysis in a cumulative distribution function plot in Fig. 3.9

reveals that 86% of the devices were formed by the pulse process. A retry-

algorithm was then implemented to form the remaining devices. The retry

operations have been mostly required on cells with low initial currents. One

reason could be that devices with a lower initial current need a higher energy

density imparted to the dielectric to be formed. Forming with the same
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parameters as before was applied 5 times on BLs with unformed devices. This

increased the fraction of formed devices in the array to 97.6% (Figs. 3.8(c)

and 3.9). The remaining 2.4% devices could be formed by a DC Forming step

(Figs. 3.8(d) and 3.9). After Forming, positive VSL step sweeps Reset the

devices to the high resistance OFF state, whereas positive VBL step sweeps

Set the devices to the low resistance ON state (see Table 3.1). The OFF/ON

resistance contrast on repeated switching cycles remains typically between

1.4 and 10.
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Figure 3.9: Statistical current distributions of the initial state, after pulse-

induced Forming and after application of retry-algorithms. Current reading

was performed at VWL = 1.4V and VBL, read = 0.3V.

3.3.3 Impact of Forming on endurance

Set/Reset single pulse operations were performed after pulse Forming

and after pulse-retry Forming to evaluate the cycling endurance (Fig. 3.10).
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Figure 3.10: Set/Reset cycling endurance after pulse-induced forming and

after pulse-retry forming.

70 % of the devices formed with the first Forming pulse show the highest

endurance, whereas almost 16% of them evidenced resistance switching issues

due to a possible Over-Forming process [64].

As the number of Forming-retry pulses increases, the resistance switching

capability of the conductive filament is strongly impacted: retry-formed cells

show lower cycling endurance compared to single-pulse formed cells. The

retrieved endurance of 104 cycles is significantly lower than what retrieved for

similar arrays [42,65] and this could be attributed to the impact of impurities

in the metal-organic AVD precursor, in particular to carbon [63]. To support

such a consideration, Fig. 3.11 shows a XPS depth profile measurement of

a 50 nm thick HfO2. Since the cells embedded into the array are too small

for the analysis, XPS profile has been measured on cells with a higher HfO2

stack, but processed with the same deposition parameters used for the MIM

cells in the array. A high presence of carbon and nitrogen atoms can be

observed: these impurities are caused by the liquid metal-organic precursor,

used for the AVD deposition process. Their presence severely limits the

oxide performance and wears the cells in the array faster than any other

degradation mechanism.



3.3 DC and Pulse-induced Forming analysis 41

Figure 3.11: XPS depth profile measurement of a 50 nm thick HfO2 RRAM

cell.

To evaluate the relationship between Forming conditions and endurance,

formed cells with a single pulse, after 1, 3, 5 Forming-retry pulses and after

DC step sweep were considered (Table 3.1). Figures 3.12 (a) and 3.12 (b)

show the average and minimum (i.e. considering the worst-case condition)

read window calculated during cycling for each cell subset [50]. For all cell

subsets both average and minimum read window decrease with increasing

number of cycles.

Figure 3.13 (a) shows the ON state (LRS) intra-cell variability during cy-

cling, which indicates decrease for each cell subset. The highest variability is

observed on cells formed after 5 pulse-retry algorithms and after DC sweeps.

Similar behavior is observed for the OFF state (HRS) intra-cell variability

during cycling in Fig. 3.13 (b). The reduction of the intra-cell variability

during cycling is given by the fact that a consecutive Set/Reset operation

brings all cells toward a uniform wear-out condition of the conducting fila-

ment, therefore reducing the fluctuations due to structural modifications of

the conduction path in the memory cells [66].

In order to investigate the reason underlying different degradation speed
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for different Forming retry times, I-V measurements of the Reset operation

have been performed at endurance cycle 104. Fig. 3.14 shows HRS I-V curves

of the cells formed with a single pulse (a) or with DC sweep retry operations

(b). The black dashed line shows the limit I = G0V with G0 = 2e2/h equal to

the quantum conductance unit corresponding to the creation of a single mode

nanowire according to Quantum Contact Point (QPC) model [52], where e is

the electron charge and h the Planck’s constant. The average < G > curves

measured after Reset is shown for sake of comparison.
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Figure 3.14: HRS I-V curves measured on cycled devices after Reset on cells

formed with a single pulse (a) and with DC retry operation (b).

Within this framework, in case of I > G0V the presence of a residual

conductive filament has to be taken into account. Cells formed with a single

pulse show lower average conductance values after Reset, even after cycling.

Moreover, on single pulse formed cells an exponential (VSL < 0.6V ) plus

linear (VSL > 0.6V ) current behavior can be observed since < G > is very

close to I = G0V limit, whereas only linear behavior is observed on < G >

of DC sweep retry formed cells. This indicates that for single pulse formed

cells, the filament geometry in HRS after cycling still evidences a potential

barrier giving rise to direct tunneling transport through a material barrier



44 3. RRAM

or through a residual confinement barrier (QPC) [67] (i.e., the exponential

part of the curve), whereas for DC sweep retry formed cells only the ohmic

component is present due to worn-out filament (see Fig. 3.15).

Figure 3.15: Schematic showing the conductive filament shape after Reset

(HRS) for Pulse and DC Retry formed cells.

Fig. 3.16 shows the cumulative distribution of conductance values mea-

sured after Reset operation of cells formed at different retry steps: cells

formed with a higher number of retry operations show higher conductance

values and intra-cell variability. More retry steps allow the cells to reach a

more stable state resulting in higher conductance values yet displaying lower

switching capabilities. More energy is indeed required in these cells in or-

der to create the conductive filament compared to single pulse formed cells,

hence it can be expected that even during cycling a higher Set/Reset energy

was required to create/disrupt the filament on such cells. Due to such lack of

energy, a higher intra-cell variability is observed since Set/Reset operations

were not correctly performed on all retry-formed cells.
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Reset on cycled cells.

3.4 Switching Parameters analysis

In this section a Set/Reset pulse investigation on RRAM arrays is per-

formed in order to find the most reliable Set/Reset operation conditions. The

analysis will compare DC and pulsed Set/Reset operations featuring different

durations and voltages on previously formed 1 × 1 µm2 TiN/HfO2/Ti/TiN

1T-1R 4 kbit memory arrays. A thorough analysis of the RRAM reliabil-

ity joining the cell-to-cell variability analysis to that of cycling evaluations in

complete arrays is addressed. A comparison between DC and Pulse Set/Reset

in terms of switching yield, read window and device-to-device uniformity is

reported. Finally, the impact of a temperature bake at 125 ◦C on a cycled

array is shown to study the temperature impact on the array variability. The

memory cell and array full descriptions are provided in 3.3.

In order to get a first glance of the average switching voltages, Set and

Reset I/V characteristics have been measured with a DC staircase on 30 mem-

ory cells: the large device variability evaluated on the Set/Reset switching

kinetics between LRS and HRS is shown in Fig. 3.17. By plotting the aver-
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age Set and Reset I/V characteristics along with the behavior of 30 memory

cells it can be observed that each cell features its own characteristic switch-

ing voltage. Moreover, as usually evidenced in RRAM technology [68], HRS

shows a larger range of variability compared to LRS, as evidenced in Fig. 3.18

showing the cumulative distributions of the Set/Reset switching voltages cal-

culated on the entire array. These results indicate that an optimization of

the Set/Reset operations is mandatory to reduce the impact of the device

variability whereas minimizing the array yield loss due to non-switching cells.

To this purpose, the following analysis will compare DC Set/Reset operations

and pulsed ones featuring different durations and voltages. Furthermore, it is

necessary to evaluate the reliability of a chosen Set/Reset operation in terms

of read current ratio IHRS/ILRS stability during cycling.
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Figure 3.17: Set (a) and Reset (b) switching kinetics performed on 30 cells

in the RRAM array test structure

Set operation in DC mode has been performed increasing the bitline volt-

age VBL from 0 to 3.5 V with Vstep = 0.1 V (Tstep,DC = 50 µs) and the

wordline voltage fixed to VWL = 1.4 V. Reset operation in DC mode has

been performed increasing the source line voltage VSL from 0 to 3.5 V, with

Vstep = 0.1 V (Tstep,DC = 50 µs) and VWL = 2.5 V.

In pulsed mode operation the wordline voltage has been fixed to VWL
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Figure 3.18: Cumulative distribution of the Set and Reset switching voltages

in the entire RRAM array.

= 1.4 V during Set and VWL = 2.8 V during Reset, while different BL/SL

voltages and durations have been investigated. In Fig. 3.19 a comparison

between DC and pulse mode with different durations at fixed Vpulse = 3 V

is depicted. Fig. 3.19(a) shows IHRS/ILRS, normalized with respect to that

calculated at cycle 1, as a function of the Set/Reset cycle number for different

pulse durations. In all cases a non-monotonic behavior is observed, eventually

ending up with a significant IHRS/ILRS reduction with the exception of the

shortest pulse duration (Tpulse = 1 µs). Fig. 3.19(b) shows the switching

yield (i.e. the percentage of cells in the array that actually toggles between

Set/Reset states) of each Set/Reset mode proving an interesting trade-off:

pulses with a too short or too long duration result in a lower yield compared

to an average timing condition. Similar considerations can be derived by the

analysis of Fig. 3.20, where the dependencies of the normalized IHRS/ILRS

and that of the switching yield are evaluated in cycling for different pulse

voltages considering the optimal pulse duration (Tpulse = 10 µs).

From a physical point of view, this phenomenon is related with the size

of the conductive filament created during Set: while pulses with too low

voltages or durations create too small filaments showing low current in Set

condition, too high voltages or durations create too big filaments hard to
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Figure 3.19: Normalized read current Ratio (a) and Switching Yield (b) eval-

uation for different Set/Reset modes (DC and pulses with different durations)

during cycling. Vpulse = 3 V for pulsed modes.
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Figure 3.20: Normalized read current Ratio (a) and Switching Yield (b) for

different Set/Reset pulse amplitudes during cycling. Tpulse = 10 µs.

disrupt in the following Reset operations. Both cases result in a lower yield

compared to an average condition.

Starting from the best pulse conditions (Tpulse = 10 µs, Vpulse = 3 V) the

read window closure has been analyzed as a function of Set/Reset cycling

(see Fig. 3.21). Current reading was performed at VWL = 1.4 V, VBL,read =

0.2 V, Tread = 10 µs. The average read current trend and the ±σ deviations

are plotted for Set and Reset. It can be observed that the device variability

of the cells in the array remains almost constant during cycling.
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Figure 3.21: Set and Reset read current behavior during cycling with Vpulse =

3 V, Tpulse = 10 µs. Average and aggressive read window calculation points

are indicated.

Fig. 3.22 shows the read window (ILRS − IHRS) closure calculated on

the array average and aggressive (considering the worst-case) conditions. In

this study, the endurance failure criterion is defined as the point where the

aggressive read window case falls below 3 µA, that is the limit for the sense

amplifier to discriminate between states.

The read windows show the same behavior in each pulse condition : an

increase can be observed during the first cycles due to a variability reduction,

followed by a closure after the degradation of the HfO2 material stack. Short

pulse durations and voltages result in a smaller read window due to a higher

device variability caused by incomplete Set/Reset switching.

Fig. 3.23 shows the cumulative distributions at Set/Reset cycle 1 and

10K for a pulsed Set/Reset operations with Vpulse = 3 V, Tpulse = 10 µs

before and after a temperature bake at 125 ◦C. ILRS does not show any

relevant variation after bake, whereas impacting on the cell-to-cell variability:

the average current is still ≈18.5 µA, while σ decreased from 2.68 to 1.83

µA. IHRS shows a slight shift from ≈13 to ≈12 µA after bake, while σ

increased from ≈3 to ≈4 µA. These results demonstrate that a temperature
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Figure 3.22: Read Window trends in cycling. Average (left column) and

aggressive (right column) measurements: a) and b) same conditions as Fig.

3.19; c) and d) same conditions as in Fig. 3.20. The limit for the Set/Reset

discrimination is depicted at read window = 3 µA.

bake shows a rather confined impact on a cycled array: while cycling seems to

be the main reliability detractor for the RRAM technology, the temperature

bake produces a relative shift of the read window due to the modifications

concerning the cell-to-cell variability.

3.5 Incremental Programming with verify

In order to control the intrinsic RRAM variability, an incremental pro-

gramming with verify algorithm is defined and characterized in this section.
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bake effect.

The results obtained during Forming, Set and Reset are reported, showing

the advantages obtained in terms of reliability compared to the previous sec-

tion. QPC modeling is used to evaluate the effectiveness of the proposed

algorithm in controlling the conductive filament shape. Such algorithm is

also used as a tool to study the cell behavior during Forming and to relate

the observed current oscillations with conductive filament properties, stabil-

ity and reliability. The full description of memory cell and array used in this

section is provided in 3.3.

3.5.1 Incremental Forming with Verify

Even if forming process is performed just once, as showed in the previous

section it plays a fundamental role in determining the subsequent array and

system performance [69–72]. The effectiveness of the forming process depends

on its ability in creating homogeneous conductive conditions among the cells

thus easing successive Set/Reset operations. Standard forming is performed

by applying either a voltage ramp or pulse to each cell individually: such

methods do not allow a tight control of the filament conductance, resulting

in larger cell-to-cell variability and larger disturb sensitivity [73, 74]. As an
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alternative, forming process can be performed through a sequence of pulses

featuring the same voltage. While the forming time can be minimized using a

single pulse with high compliance and voltage parameters, the forming yield

may be limited since the applied energy may not be sufficient to complete

the forming process in all cells [49]. Several pulse-based forming alternatives

have been proposed to increase the applied energy and therefore the yield by

using long pulses or sequences of short pulses at constant voltage [73].

In this section an incremental pulse and verify Forming technique is pro-

posed and compared with different pulse-based forming techniques in terms

of forming time, yield and cell-to-cell variability on 4 kbits RRAM arrays.

Considering the peculiarity of each cell in terms of the switching behavior

activation, it is shown that a tight control of the forming process allows

taking profit on a long term basis during the successive Set/Reset opera-

tions [59, 68]. Among all the investigated techniques, the proposed proce-

dure (already used for Set/Reset operation [68]) showed the most promising

results. Such method, hereafter referred to as Incremental Form and Ver-

ify (IFV) leverages on the application, to any single cell, of a sequence of

trapezoidal waveforms with increasing maximum voltages, each step being

followed by a current read operation that monitor the cell resistance. When

a cell reaches a predefined read current value after the pulse application the

procedure is interrupted, so that all cells are brought into a comparable elec-

trical condition. In fact, even if the cell requires longer forming time, IFV

offers a superior advantage by significantly reducing the cumulative number

of Set/Reset pulse and verify operations during cycling and, consequently, the

overall power consumption of the memory peripheral circuitry. After-forming

modeling of Reset I-V operations has been performed through Quantum-

Point Contact (QPC) model [52], showing that if a too high conductance is

reached during forming the filament became hard to disrupt in the successive

Reset operation, resulting in faulty behavior [74, 75]. Moreover, it is shown

that thanks to the verify procedure implemented during forming such faulty

behavior can be avoided. Tab. 3.2 summarizes the Forming, Set, Reset and
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Read parameters used in this section.

Three different forming schemes have been characterized:

a) Single pulse, denoted as Pulse in Fig. 3.24(a): VBL = 3.5 V, VWL = 1.4

V, with pulse duration Tpulse = 10 µs and a finite trise = tfall = 1µs to avoid

overshoot effects [76].

b) Incremental Form, denoted as IF in Fig. 3.24(b): the bitline voltage VBL

was increased with a sequence of increasing voltage pulses from 2 to 3.5 V

with ∆VBL equal to 0.1 V, a wordline voltage VWL of 1.4 V and Tpulse = 10

µs, trise = tfall = 1µs.

c) Incremental Form and Verify (IFV), Fig. 3.24(c): pulses were applied with

increasing VBL from 2 V up to 3.5 V with two different ∆VBL equal to 0.1 V

and 0.01 V, respectively, VWL = 1.4 V and Tpulse = 10 µs, trise = tfall = 1µs.

After each forming pulse the cell read current Iread was measured: if Iread >

19 µA the forming process was interrupted and the cell marked as formed.

Table 3.2: Summary of Forming, Set, Reset and Read parameters.

Operation VBL VSL VWL Tpulse

[V] [V] [V] [µs]

Pulse Form 3.5 0 1.4 10

IF Form (∆VBL = 0.1 V) 2-3.5 0 1.4 10

IFV Form (∆VBL = 0.1 V) 2-3.5 0 1.4 10

IFV Form (∆VBL = 0.01 V) 2-3.5 0 1.4 10

Set (∆VBL = 0.1 V) 1.5-3.5 0 1.4 10

Reset (∆VSL = 0.1 V) 0 1.5-3.5 2.8 10

Read 0.2 0 1.4 10

Fig. 3.25 shows the distributions of the IFV forming voltages, confirming

that the specific voltage conditions triggering the forming behavior are quite

different for each cell within the array. All the forming schemes considered

in this section base on pulse widths of 10 µs. This is mainly due by two

factors: performance/variability concerns, and technological limitations of

the integrated array.
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Figure 3.24: Single Pulse (a), IF (b) and IFV (c) Forming schemes.
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and different pulse widths.

Concerning the former factor, different pulse widths were tried for IFV

forming scheme using ∆VBL = 0.01V: 100 ns, 1 µs, and 10 µs. As shown in

Fig. 3.26, the lower is the pulse width, the lower is the energy supplied to the

cell for the forming operation, leading to poor forming yield and large inter-

cell variability [70]. The trend of the results reported here applies also for

IFV with larger ∆VBL and for IF, and Pulse scheme. From the technology

viewpoint, it must be reminded that the developed 4 kbits arrays feature

a peripheral circuitry that drives and routes all the signals on the memory

cells through large multiplexers and selectors that, along with the process-

induced variability, limits the duration of pulse width on a narrow range

of values. However, the results shown in this section and the experimental

methodology, especially concerning the IFV scheme, apply without lack of

generality to any optimized RRAM technologies, where shorter pulse widths

can be adopted.

The cell current Iread was measured by applying VBL = 0.2 V, VWL =

1.4 V and a read time Tread = 10 µs, trise = tfall = 1µs. All operations are

performed by applying the VSL, VBL and VWL cell-by-cell, sequentially. Cell

forming time and yield obtained with each method are reported in Tab. 3.3.

Forming yield is calculated as the cell percentage that shows a read verify
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current after forming Iread >19 µA, ensuring the creation of a conductive

filament.

Table 3.3: Forming Methods Timings and Yield.

Time [µs] Time[µs] Yield [ %]

average worst case

Pulse 12 12 54

IF (∆VBL = 0.1 V) 180 180 77

IFV (∆VBL = 0.1 V) 216 360 87

IFV (∆VBL = 0.01 V) 1584 3600 99

The choice of 19 µA both as a read current threshold criterion to assess

and claim the actual creation of a conductive filament during forming, and

as a forming yield criterion is ascribed to stability and variability concerns

that have been taken into account from previous results shown in literature

[70,77]. Concerning the stability, it is important to ensure that the creation

process of the conductive filament in the HfO2 will be utmost homogeneous,

and that the so formed filament would be easily disrupted in consecutive

Reset operations. As demonstrated in [77], if it is not adopted a sufficiently

high read current threshold, large oscillations during forming and unstable

Set/Reset behavior may appear during the memory cell lifetime. In order to

account for the intrinsic variability of the RRAM technology exploited in this

work, it must be ensured also that the average Iread calculated on the entire

array is in the range between 18 µA and 24 µA. Forming with read current

threshold lower than 18 µA generally produces unstable memory cells that

will fail after few Set/Reset cycles [77], whereas forming with a threshold

current higher than 20 µA usually display larger array inter-cell variability,

as indicated in the values provided in Table 3.4. IFV average and worst

case time (i.e. requiring the highest number of pulses) are reported since

IFV forming time is different from cell to cell. Even if Pulse is the fastest,

the very low yield result confirms that the energy provided by this forming

technique is insufficient for most of the memory cells in the array. For this
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reason this forming scheme will be no further considered in this study. The

highest forming yield is obtained using ∆VBL = 0.01 V (about 99%), therefore

only this IFV variant will be considered further on.

Table 3.4: Array average read currents and Inter-cell variability after forming

with different thresholds.
Forming Array average Array inter-cell

Threshold [µA] Iread [µA] variability [µA]

19 20.58 1.26

20 20.88 1.77

Fig. 3.27 shows Iread distributions of correctly formed cells (i.e. reaching

the 19 µA target) for all the schemes considered in this work. As it can

be observed, the distributions related to the IFV scheme exhibit a lower

dispersion of the current values, thus resulting in a better control of the

cell-to-cell variability.
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Figure 3.27: Cumulative Iread distributions of correctly formed cells after

Pulse (54%), IF (77%), IFV with ∆VBL = 0.1 V (87%) and IFV with ∆VBL =

0.01 V (99%) forming operations.
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3.5.2 Incremental Set/Reset with verify

The Set/Reset operations were performed by using an Incremental Step

Pulse algorithm [66, 78, 79], by increasing VBL from 1.5 V up to 3.5 V with

∆VBL = 0.1 V, VWL = 1.4 V and Tpulse = 10 µs, trise = tfall = 1µs during

Set and by increasing the sourceline voltage VSL from 1.5 V up to 3.5 V

with ∆VSL = 0.1 V, VWL = 2.8 V and Tpulse = 10 µs, trise = tfall = 1µs

during Reset. LRS and HRS read current cumulative distributions measured

after the first Set and Reset operations are reported in Fig. 3.28. It can

be observed that Reset failed on some IF formed cells (denoted as Hard

to disrupt) showing read current values above the HRS threshold fixed to

Iread =10 µA, whereas Reset operation has been correctly performed on all

IFV formed cells.
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Figure 3.28: IF and IFV cumulative IHRS and ILRS distributions measured

at endurance cycle 1.

Experimental results show that the IFV technique exhibits a lower Reset

switching voltage and a reduced operation current: Fig. 3.29 (a) show the

cumulative distribution of the reset switching voltages measured on fresh de-

vices for IF and IFV (∆VBL = 0.01 V) forming schemes (no relevant variation

was observed on Set switching voltage). The advantages are ascribed to a
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higher filament geometry control devised by the IFV scheme. Fig. 3.29 (b)

shows the cumulative distribution of the energy required to perform Reset

operations. The overall energy required to disrupt the conductive filament

has been calculated as:

E =

n
∑

i=1

Vpulse,i ∗ Ipulse,i ∗ Tpulse + Vread ∗ Iread,i ∗ Tread (3.1)

Where n is the number of Reset pulses applied during incremental pulse

operation, Vpulse,i is the pulse voltage applied at step i, Ipulse,i is the current

flowing through RRAM cell during pulse i application, Tpulse = 10µs is the

pulse length, Vread =0.2 V is the read voltage applied during verify operation,

Iread,i is the current read during read verify step i, and Tread = 10µs is the

verify pulse length.

1.5 2.0 2.5 3.0 3.5

V
RESET

 [V] @ cycle 1

0

10

20

30

40

50

60

70

80

90

100

C
u

m
u

la
ti

v
e 

P
ro

b
a
b

il
it

y
 [

%
]

IF
IFV

(a)

0 20 40 60 80

RESET Energy [nJ] cycle 1

0

10

20

30

40

50

60

70

80

90

100

C
u

m
u

la
ti

v
e 

P
ro

b
a
b

il
it

y
 [

%
]

IF
IFV

(b)

Figure 3.29: Cumulative distribution of the reset switching voltages (a) and

overall Energy required to perform Reset operation (b) at cycle 1 for IF and

IFV (∆VBL = 0.01 V) forming schemes.

According to these results, the IFV advantages after forming are clear.

As a matter of fact, as demonstrated in Fig. 3.25, each cell is formed with its

proper filament geometry in order to achieve the 19 µA current, thus allowing
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to counteract the intrinsic technological variability that would be impossible

without a verify procedure.

3.5.3 Post-Forming modeling

Reset I-V characteristics have been measured after-forming to analyze the

conductive filament properties through QPC model [52,67,80]. Two different

behaviors can be observed for correctly working cells (a) and hard to disrupt

cells (b), reported in Fig. 3.30. The differences in the HRS current values

can be ascribed to the differences in the filament size [81]. The black dashed

line shows the limit I = G0V with G0 = 2e2/h the quantum conductance

unit corresponding to the creation of a single mode nanowire, where e is the

electron charge and h the Planck’s constant. Within this framework, I =

G0V sets a limit: in case of I > G0V more than a single conductive filament

or a single filament with more than one mode must be taken into account:

this means that on hard to disrupt cell a residual part of the conductive

filament is still present after Reset operation since High Resistive State (HRS)

curve measured is over the limit. HRS I-V curves fitting has been performed

through QPC (lines). HRS current is calculated according to the expression:

I =
2e

h
G/G0

(

eV +
1

α
Ln

[ 1 + eα(Φ−βeV )

1 + eα[Φ+(1−β)eV ]

])

(3.2)

where Φ is the barrier height (bottom of the first quantized level), α =

tBπ
2h−1

√

2m∗/Φ is a parameter related to the inverse of the potential barrier

curvature (assuming a parabolic longitudinal potential), m∗ = 0.44m0 is the

effective electron mass and tB is the barrier thickness at the equilibrium

Fermi energy. β takes into account how the potential drops at the two ends

of the filament: since the constriction is highly asymmetric β=1 has been

used (almost all the applied voltage drops close to the Ti layer). G/G0 is

a conductance parameter equivalent to the number of filaments at very low

voltages: in a very approximate way, a single highly conductive filament can

be viewed as a parallel combination of elementary nanowires [82].
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Figure 3.30: Reset I-V characteristics measured after forming and HRS fitting

through eq.(3.2) on correctly working cells (a) and hard to disrupt cells (b).

The conductive filament obtained after Reset on correctly working cells

and hard to disrupt cells is depicted in Fig. 3.31: in case of good Reset the

presence of a potential barrier is assumed on HRS state, hence the average

barrier length d and the radius of the constriction r have been calculated

according to [52]. On the contrary, assuming the absence of a potential

barrier on hard to disrupt cells, the normalized conductance of the filament

G/G0 has been calculated using large negative values for Φ in the above

expression, since in such condition the barrier plays no role (neither β nor

α affect the results) and a large negative barrier is a trick to eliminate the

barrier effect.

Fig. 3.32 shows the HRS curves obtained after Reset I-V operation on IF

(a) and IFV (b) formed cells. It can be observed that IF show higher con-

ductance values than IFV: only 39% of IF formed cells showed HRS curves

below I = G0V whereas 65% of IFV formed cells showed HRS curves below

the limit. Even if such hard to disrupt cells percentages are very high, incre-

mental step Reset algorithm allowed obtaining a strong reduction on both
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IF (around 9%) and IFV cells (0%), as shown in Fig. 3.28. I = 2 ∗G0V and

I = 0.8 ∗G0V are reported as upper and lower limit, respectively.

Figure 3.31: Schematic showing the conductive filament shape after Reset

(HRS) for correctly working and hard to disrupt cells.
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Figure 3.32: HRS curves obtained after Reset I-V operation on IF (a) and

IFV with ∆VBL = 0.01 V (b) formed cells.

In case of correct Reset operation (i.e. HRS curve below I = G0V ) fitting

has been performed assuming G/G0 = 1 and the presence of a potential
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barrier. The cumulative distributions of α and Φ fitting parameters used on

correctly working cells are reported in Fig. 3.33.
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Figure 3.33: Cumulative distribution of α and Φ fitting parameters used on

correctly working cells.

The cumulative distributions of calculated barrier length d and radius r

of the constriction for correctly working cells are reported in Fig. 3.34: IFV

cells show smaller r. These values are sensitive to the effective mass, which is

unknown with certainty, so that they should be considered for comparative

purposes only. The barrier in HRS is very low for both forming methods so it

only affects the low voltage part of the I-V curve, after that a linear behavior

can be observed.

In case of hard to disrupt cells fitting has been performed assuming large

negative Φ values, α fixed to 1 (even if α and Φ play no role in such condition)

and G/G0 ≥ 1 due to the presence of the residual filament. Fig. 3.35 shows

the cumulative distribution of G/G0 conductance values fitting parameters

used on hard to disrupt cells: it can be observed that IF hard to disrupt cells

resulted in higher conductance values.
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Figure 3.34: Cumulative distribution of calculated barrier length d (a) and

radius of the filament constriction r (b) on correctly working cells.
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Figure 3.35: Cumulative distribution of G/G0 fitting parameters used on

hard to disrupt cells.

3.5.4 Endurance analysis

To quantify the advantages obtained through IFV forming during lifetime,

2k endurance cycles have been executed. Fig. 3.36 plots the IF and IFV

average and minimum read windows, calculated as in [50], as a function of

the Set/Reset cycles. The advantages of the IFV scheme are even appreciable
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Figure 3.36: Average and minimum read windows as a function of the

Set/Reset cycle number for IF and IFV (∆VBL = 0.01 V) forming schemes.

during cycling: as far as the average criterion is considered, the average

read window gain during cycling of the IFV scheme on the IF method sets

around 7%, representing a marginal yet non negligible advantage. When

the minimum criterion is considered, the average read window gain during

cycling increases up to 37%. This represents once again a plus for the IFV

scheme since it demonstrates its enhanced ability in Set/Reset tail bits (i.e.,

cells harder to be switched) reduction [83]. The read window closure due to

endurance degradation [84] could be attributed to the impact of impurities

in the metal-organic AVD precursor, in particular to carbon [63].

The ultimate advantage of the IFV is shown in Fig. 3.37, which exhibits

the cumulative number of Set/Reset pulses applied to the entire memory

array during the 2k cycles experiment as a function of the cycle number for

the IF technique and the relative saving that can be obtained with IFV.

The saving in terms of the total number of Set/Reset pulses during cycling

is mainly due to a lower Reset switching voltage required by cells formed

with IFV. All the described advantages translate, both during the design

stage of larger arrays such as [85,86] and at a system level, in shorter switch-

ing/operating times, less operative energy for the Reset operation, and in

lower power consumption for the circuitry driving either BLs or SLs.
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Figure 3.37: Cumulative number of Set/Reset pulses applied to the entire

memory as a function of the cycle number for the IF forming scheme (left

axis) and cumulative pulse number saving for the IFV (∆VBL = 0.01 V)

forming scheme with respect to IF (right axis).

Experimental results show that even after 2k cycles IFV technique ex-

hibits a lower Reset switching voltage and a reduced operation current: Fig.

3.38 (a) show the cumulative distribution of the reset switching voltages for

IF and IFV (∆VBL = 0.01 V) forming schemes. Fig. 3.38 (b) shows the

cumulative density function of the energy required to perform Reset opera-

tions: while the advantages after forming are clear, the energy gap is reduced

during cycling because of device degradation. Fig. 3.39 shows the difference

between IF and IFV average energy (a) and time (b) required to perform Set

and Reset operations during cycling, calculated as:

∆EReset/Set = EIF,Reset/Set − EIFV,Reset/Set (3.3)

∆TReset/Set = TIF,Reset/Set − TIFV,Reset/Set (3.4)

Set energy has been calculated as previously reported in Eq. 3.1 for Reset

operation. Reset operation requires a higher number of pulses compared to
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Figure 3.38: Cumulative distribution of the reset switching voltages (a) and

overall Energy required to perform Reset operation (b) at Set/Reset cycle

2k for IF and IFV (∆VBL = 0.01 V) forming schemes.
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(a) and Time (b) required to perform Set and Reset operations as a function

of the Set/Reset cycle number.
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Set, resulting in higher energy and time constraints. Even if IFV Set energy

and time requirements are shown to be slightly higher, the advantages in

terms of Reset energy and timing are clear until 2k cycles. After that, the

device degradation reduces IFV advantages. It is worth mentioning that

the main drawback of the IFV forming technique could lie on the longer

forming times for cells requiring high forming voltages compared to the IF

scheme, mainly because of the verify operation between the forming steps.

However, it must be pointed out that this operation is performed just once,

therefore its latency increase is favourably traded with the time saved during

the subsequent Set/Reset operations.

3.5.5 Forming Oscillations analysis

In this study, the incremental pulse forming with verify algorithm is used

to monitor the cells behavior during forming. Such technique allows recog-

nising different cells behavior during forming in terms of read-verify current

oscillations: the impact of these oscillations, interpreted either as the charg-

ing of a trap close to the surface of the conductive filament (CF) or the

movement of an atom/defect in the filament [87], has been investigated in

terms of reliability and cell-to-cell variability during 1k endurance cycles and

100k stress pulses in different cycling conditions.

Forming operation has been performed using a pulse-verify scheme: a

sequence of increasing voltage pulses from 2V to 3.5V with Vstep = 0.01V ,

Tstep = 10µs is applied on the BL with a WL voltage VWL = 1.4V to set

the forming current compliance and after every pulse a read-verify operation

with Vread = 0.2V , Tread = 10µs is performed. When the read current

reaches Itarget = 20µA the forming operation is stopped. Incremental pulse

scheme with verify has been also implemented for Set and Reset operations,

increasing Vset pulses on the BL and Vreset pulses on the SL from 1 V to 3.5 V

with Vstep = 0.05V , Tstep = 10µs, VWL,set = 1.4V , VWL,reset = 2.8V and the

same read-verify condition used in forming. Trise = Tfall = 1µs have been

used on all pulses in order to avoid overshoot issues. Set operation is stopped
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on a cell when the read-verify current reaches Itarget = 20µA, whereas Reset

is stopped when Itarget = 10µA ensuring a minimum resistance ratio of two.

Set and Reset BL/SL voltages necessary to reach the requested read-verify

current targets are defined as VSET and VRES. ILRS and IHRS are defined as

the read currents measured after Set and Reset operations, respectively.

Three different behaviors observed during forming process are reported in

Fig. 3.40: while in many cells the read-verify current shows a sudden increase

due to the creation of the CF, there are some cells showing read current

oscillations with different amplitudes during forming due to the charging of

a trap close to the surface of the CF or the movement of an atom/defect

in the filament. Oscillations generally appears after reaching the quantum

conductance unit G0 = 2e2/h corresponding to the creation of a single mode

nanowire [52].
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Figure 3.40: Three different behaviors observed during forming process:

small (left), medium (centre) and large (right) read-verify current oscilla-

tions.

Fig. 3.41(a) shows the cumulative distribution of the maximum |∆Iread|
measured during forming. ∆Iread is the difference between two consecutive

read verify steps after G/G0 = 1 has been reached, where G = Iread/Vread.

The cells have been arbitrarily gathered in three groups with the same

amount of cells defined as follows, as a function of the maximum |∆Iread|
oscillation: small (|∆Iread| < 0.5µA), medium (0.5 ≤ |∆Iread| ≤ 2.2µA) and
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Figure 3.41: Cumulative distribution of the maximum read current oscilla-

tions measured during forming (a). Cumulative distribution of the forming

voltage for the three forming oscillations groups (b).

large (|∆Iread| > 2.2µA). Fig. 3.41(b) shows the cumulative distributions

of the forming voltages, defined as the voltage required to reach the read-

verify target Itarget = 20µA during the incremental pulse and verify forming

scheme. It can be seen that cells with lower forming voltages exhibit smaller

current fluctuations.

To evaluate the endurance properties of the cells, 1k cycles have been

performed through an incremental Set/Reset procedure: Fig. 3.42 shows

the cumulative distributions of the Resistance Ratio, Set and Reset volt-

ages calculated after cycling. Resistance ratio is calculated as ILRS/IHRS

at Vread = 0.2V . The cells formed with smaller oscillations are shown to

require higher VSET and VRES after 1k cycles: that means small oscillations

correspond to wider filaments.

The Resistance Ratio, VSET , VRES average values and dispersion coeffi-

cients calculated during cycling are reported in Fig. 3.43. To evaluate the

cell-to-cell variability the dispersion coefficient of ILRS and IHRS distribu-

tions, defined as (σ2/µ), has been used. Resistance ratio of cells with large
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Figure 3.42: Resistance ratio, VSET , VRES cumulative distributions for the

different forming oscillations groups calculated on cycled devices.
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Figure 3.43: Resistance Ratio, VSET and VRES average values and dispersion

coefficients calculated during cycling.

forming oscillations show both higher average value and dispersion coefficient

in all cycling conditions: that means large fluctuations correspond to nar-
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rower filaments. VSET , VRES average values and dispersion coefficients are

shown to increase during cycling: switching voltages on cells formed with

large oscillations show lower average values and dispersion in all cycling con-

ditions. This indicates cells with lower VSET , VRES have a not fully developed

filament: this explains the large fluctuations. One reason of the parameters

dispersion could be the root mean square surface roughness of HfO2 films

due to the columnar structure of the TiN bottom metal electrode [57].

To evaluate the disturbs immunity of each cells group, 100k Reset stress

pulses have been applied after Set with Vstress,res = 0.8V , Tstress,res = 10µs

and 100k Set stress pulses after Reset with Vstress,set = 0.8V ,Tstress,set =

10µs at different cycles. Set/Reset stress voltage pulses with 0.8V have been

used since it’s almost half of the average Set/Reset voltage measured on

fresh devices. Cumulative distributions of the read currents measured after

Reset (HRS), Set (LRS) and during Set and Reset stress on fresh devices are

reported in Fig. 3.44 and Fig. 3.45, respectively: in both cases cells formed

with larger current oscillations show a lower disturb immunity. That reveals

larger fluctuations indicate a not so well formed filament thus more prone to

exhibit lower immunity.

The average current variation and dispersion coefficient calculated on

LRS cells during Reset stress are shown in Fig. 3.46: cells with larger cur-

rent oscillations during forming show a higher variation of the average read

current and dispersion coefficient during Reset stress in both cycling condi-

tions. Similar consideration can be derived on Fig. 3.47, showing the average

current variation and dispersion coefficient calculated on HRS cells during

Set stress. Even if after 1k cycles cells show lower sensitivity to Set stress due

to devices degradation, which means smaller current variation compared to

fresh devices, cells with larger current oscillations during forming still show

slightly lower disturbs immunity.

To provide a possible physical explanation of the measured phenomenon,

Fig. 3.48 shows the distributions of the read-verify currents measured during

forming with medium and large oscillations in units of G0.
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Figure 3.44: Cumulative distributions of the read currents (with Vread =

0.2V ) measured during set stress on HRS after different number of disturb

pulses, at endurance cycle 1.
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Figure 3.45: Cumulative distributions of the read currents (with Vread =

0.2V ) measured during reset stress on LRS after different number of disturb

pulses, at endurance cycle 1.

In order to evaluate only oscillations observed after the creation of the

conductive filament, the analysis has been performed considering only the

read currents values measured in the three verify steps performed after that



74 3. RRAM

10
0

10
1

10
2

10
3

10
4

10
5

RESET Stress Pulse (Cycle 1)

-3

-2.5

-2

-1.5

-1

-0.5

0
∆

I L
R

S
[µ

A
]

Small Osc. (µ)

Medium Osc. (µ)

Large Osc. (µ)

10
0

10
1

10
2

10
3

10
4

10
5

RESET Stress Pulse (Cycle 1k)

-3

-2.5

-2

-1.5

-1

-0.5

0

∆
I L

R
S
[µ

A
]

Small Osc. (µ)

Medium Osc. (µ)

Large Osc. (µ)

10
0

10
1

10
2

10
3

10
4

10
5

RESET Stress Pulse (Cycle 1)

0

0.2

0.4

0.6

0.8

D
is

p
er

si
o
n

 C
o
ef

fi
ci

en
t

Small Osc.
Medium Osc.
Large Osc.

10
0

10
1

10
2

10
3

10
4

10
5

RESET Stress Pulse (Cycle 1k)

0

0.1

0.2

0.3

0.4

0.5

D
is

p
er

si
o
n

 C
o
ef

fi
ci

en
t

Small Osc.
Medium Osc.
Large Osc.

Figure 3.46: Average read current variation (VREAD = 0.2V ) of LRS and

dispersion coefficient evolution calculated during 100k reset pulse stress, with

Vpulse = 0.8V after endurance cycle 1 (left) and 1k (right).

G/G0 = 1 has been reached. It can be observed that the distribution of

medium read-verify current oscillations shows the highest peak in G/G0 =

1.22, whereas large oscillation current distribution shows the highest peak

in G/G0 = 1.02 and the second highest peak G/G0 = 1.22. This means

that in this case we have two quasi-stable states: the one with the lower

conductance corresponds to the narrowest constriction. This is consistent

with the current magnitude observed in Fig. 3.40: the largest fluctuations

corresponds to the lower current level in which the filament is formed by only

a few atoms and that is why it is very sensitive. A schematic representation of

the CF evolution during medium (1,2,3) and large (4,5,6) current oscillations

is shown in Fig. 3.49: a narrow constriction is more prone to exhibit more

fluctuations because it is formed by very few atoms/vacancies.
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Figure 3.47: Average read current variation (VREAD = 0.2V ) of HRS and

dispersion coefficient evolution calculated during 100k set pulse stress, with

Vpulse = 0.8V after endurance cycle 1 (left) and 1k (right).
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Figure 3.48: Distribution of the read-verify current values measured during

forming process in units of G0.
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Figure 3.49: Schematic representation of the CF evolution during medium

(1,2,3) and large (4,5,6) read-verify current oscillations.

Fig. 3.50 represents the post-forming conductive filaments with different

current oscillation properties. Cells with narrowest CF show higher read-

verify current oscillations during forming, lower disturbs immunity and higher

variability but also better switching properties in terms of Set and Reset

voltages and higher resistance ratio.

Figure 3.50: Schematic representation of the post-forming conductive fila-

ments showing different current oscillation properties.
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3.6 Process parameters impact on variability

The choice of a proper Metal-Insulator-Metal (MIM) technology for RRAM

cells, exhibiting good uniformity and low switching voltages, is still a key is-

sue for array structures fabrication and reliable electrical operation [88]. Such

a process step is mandatory to bring this technology to a maturity level. In

this section, both single cells and array comparison are performed. Firstly, a

comparison between 1T-1R RRAM 4 Kbits arrays manufactured either with

amorphous [50] or poly-crystalline [89] HfO2 is reported in order to eval-

uate with large statistics how the material properties translate into device

properties. After that, a comparison of 1T-1R cells obtained with 4 differ-

ent processes is reported in order to deepen understand the impact of HfO2

precursor and deposition temperature on cells performance and reliability.

3.6.1 Amorphous vs. Poly-crystalline HfO2: array com-

parison

In this subsection, a comparison between amorphous and poly-crystalline

HfO2 RRAM arrays in terms of performance, reliability, Set/Reset operations

energy requirements, intra-cell and inter-cell variability during 10k endurance

cycles is reported [90, 91]. In amorphous HfO2 the conduction mainly oc-

curs through a conductive filament with a variable concentration of defects,

whereas in poly-crystalline HfO2 the conduction occurs only through grain

boundaries with a very low defect concentration. The differences in terms

of conduction properties and defect concentrations translate into different

switching properties [88], with several implications on inter-cell variability

(variations between cells) and intra-cell variability (cycle-to-cycle variations

of any given cell).

To understand the relationship between the reliability properties observed

during the endurance and read disturb tests and the conductive filament

properties Quantum Point Contact (QPC) modeling [52] was used, since it

allows to correctly represent the measured I-V characteristics independently
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from the conduction mechanism. Even if the QPC allows to model the con-

ductive filaments properties taking into account the cell-to-cell variability, it

offers a technology description that sometimes is complex to be implemented

in circuit simulation tools. To this extent, an equivalent circuit model able to

offer a simpler description of the devices was applied and validated on both

MIM technologies. The memory cells used in this work can be modelled using

a diode-resistance equivalent circuit model. The model parameters extracted

from the fittings of experimental I-V curves provide additional information

about electrical properties of the memory cells to be exploited in the design

of RRAM arrays.

The 1T-1R memory cells in the 4kbits arrays are constituted by a select

NMOS transistor manufactured with a 0.25 µm BiCMOS technology whose

drain is in series to a MIM stack. The wordline (WL) voltage applied to

the gate of the NMOS transistor allows setting the cell current compliance.

The variable MIM resistor is composed by 150 nm TiN top and bottom

electrode layers deposited by magnetron sputtering, a 7 nm Ti layer, and

a 8 nm HfO2 layer deposited with two different Atomic Vapour Deposition

(AVD) processes resulting either in amorphous (A) or poly-crystalline (P)

HfO2 films, respectively. The resistor area is equal to 0.4 µm2. Amorphous

films have been integrated also with a resistor area equal to 1 µm2. This

latter process option shows improved reliability and performance [49]. The

Forming/Set/Reset operations on the arrays were performed by using an In-

cremental Pulse and Verify algorithm. The bitline (BL), sourceline (SL) and

WL voltages applied during Forming, Set, Reset and Read operations are re-

ported in Tab. 3.5. Reset operations were performed by applying the highest

WL voltage available (2.8 V on array A and 2.5 V on array P) to maxi-

mize the cells switching yield while avoiding the breakdown of the MIM [77].

Pulses were applied during Forming by increasing VBL with ∆VBL=0.01V,

whereas during Set and Reset ∆VBL=0.1V and ∆VSL=0.1V have been used,

respectively. Each pulse featured a duration of 10µs, with a rise/fall time of

1µs to avoid overshoot issues. Set operation was stopped on a cell when the
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Table 3.5: Forming, Set, Reset and Read Voltage Parameters.

Operation VSL [V] VBL [V] VWL [V]

Forming 0 2-3.2 1.5

Set 0 0.2-3.2 1.5

Reset 0.2-3.2 0 2.5 (A)/ 2.8 (P)

Read 0 0.2 1.5

read-verify current reached 20µA, whereas Reset was stopped when 10µA

was reached. Forming, Set and Reset BL/SL voltages necessary to reach the

requested read-verify current targets are extracted from the characterization

data and labelled as VFORM ,VSET and VRES, respectively.

Arrays using A-HfO2 (A-array) with resistor area of 0.4 µm2, 1 µm2 and

P-HfO2 (P-array) resulted in a Forming Yield (calculated as the cell percent-

age showing a read verify current after forming Iread ≥ 20µA) of 58%, 90%

and 95%, respectively. Fig. 3.51 shows the average current ratios between

Low Resistive State (LRS) and High Resistive State (HRS) read currents

(ILRS/IHRS), calculated on the entire cells population during Set/Reset cy-

cling at Vread = 0.2V on A-array and P-array, and their relative dispersion

coefficient. The minimum current ratio that allows to correctly discriminate

between HRS and LRS, defined as ILRS/IHRS >2, is indicated for compari-

son [50]. The average ratios of A-arrays with resistor area of 0.4 µm2 and 1

µm2 go under the minimum ratio limit after 200 and 1k cycles, respectively.

To evaluate the cell-to-cell variability the dispersion coefficient of ILRS and

IHRS distributions, defined as (σ2/µ), has been used. P-array showed higher

Ratio (≈ 2.8) even after 10k cycles, but also a higher dispersion coefficient

after Forming (i.e., cycle 1). The grain boundaries conduction mechanism in

the poly-crystalline HfO2 structure could be the reason of the higher cell-to-

cell variability in P-arrays [92]. A-array with resistor area of 1 µm2 shows a

slightly higher average ratio than A-array with resistor area of 0.4 µm2.

Fig. 3.52 shows a comparison between ILRS and IHRS cumulative distribu-

tions measured at cycle 1 and after the endurance test: A-arrays show more
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Figure 3.51: ILRS/IHRS current ratio average values (a) and dispersion coef-

ficients (b) calculated during cycling.

compact distributions at cycle 1, however after the endurance test P-array

shows a higher percentage of correctly switching cells reaching the Set/Reset

verify targets. IHRS cumulative distribution in P-array show a longer tail at

cycle 1 compared to A-arrays. After 10k cycles only an increase of the tail

in P-array can be observed whereas on A-arrays a strong shift of the distri-

butions towards higher currents occurs, resulting in a higher number of cells

not reaching the Reset threshold. IHRS cumulative distribution in A-array

with resistor area of 1 µm2 shows lower currents at cycle 1 than A-arrays

with resistor area of 0.4 µm2, however after 10k cycles IHRS cumulative dis-

tributions are very similar. In ILRS cumulative distributions a tail creation

of cells not able to reach the Set threshold can be observed on P-arrays after

10k cycles, whereas on A-arrays a strong shift of the distributions towards

lower currents occurs, resulting in a higher number of cells not reaching the

Set threshold especially when cells with resistor area of 0.4 µm2 are consid-

ered. A-array with resistor area of 0.4 µm2 shows a high number of cells not

reaching the Set threshold even at cycle 1.

Fig. 3.53 shows the average Set and Reset switching voltages (VSET ,
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Figure 3.52: IHRS and ILRS cumulative distributions at cycle 1 (a) and at

cycle 10k (b).

VRES) and their relative dispersion coefficients: lower VSET and VRES are

required on P-array which shows no variations during the endurance test,

whereas VSET , VRES increase on A-arrays during cycling. VRES on P-array

shows the highest variability. A-arrays show similar behavior of the average

VSET and VRES (a lower average VSET is observed on A-array with larger

resistor area only up to 500 cycles), while a higher VSET and VRES dispersion

can be observed in A-array with smaller resistor area.

Fig. 3.54 shows the cumulative distributions of Forming, Set and Reset

switching voltages at cycle 1 and after the endurance test: Forming, Set and
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Figure 3.53: VSET and VRES average values (a,b) and dispersion coefficients

(c,d) calculated during cycling.

Reset algorithms starting point and last attempt are indicated, corresponding

to the first and the last voltage pulse available in the incremental pulse and

verify procedure. P-array requires lower VSET and VRES but higher VFORM if

compared to A-array with the same resistor area. A-array with larger resistor

area requires higher VFORM , moreover it can be observed that ≈ 40% of the

devices with smaller resistor area reached the forming threshold at VFORM=2

V, corresponding to the first attempt of the Forming Algorithm.

Since P-array shows a more compact distribution on VSET and a larger

VRES than A-arrays, faster Set operation could be reliably used on P-array,
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Figure 3.54: VFORM (a), VSET and VRES cumulative distributions at cycle

1 (b) and at cycle 10k (c).
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whereas on Reset an incremental pulse with verify technique is required to

ensure good reliability. A-arrays show large distributions on both VSET and

VRES, hence the adaptation of incremental pulse with verify techniques is

mandatory on such arrays.

Fig. 3.55 shows the average energy required to perform Set and Reset

operations on a single cell: P-array shows lower power consumption with a

lower increase during cycling. A-arrays with different resistor area show simi-

lar power consumption during Reset operation, whereas a lower consumption

during Set is observed on A-array with larger resistor area only up to 500

cycles. The overall energy required to create/disrupt the conductive filament

during Set/Reset operations has been calculated as in Eq. 3.1.
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Figure 3.55: Energy required to perform Set (a) and Reset (b) operations as

a function of the Set/Reset cycle number.

In the considered RRAM cells the read signals has the same polarization

of the Set operation (both pulses are applied on the BL), hence the read dis-

turb could only be a problem on cells in HRS state since a very long sequence

of read pulses could slowly re-create the conductive filament, resulting into

an undesired switch from HRS to LRS [77]. Read disturb has been evaluated

only on cells in HRS state for each considered technology: Fig. 3.56 shows

the average HRS read current and its relative standard deviation measured
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during 100k read operations. P-array shows the highest read current varia-

tion, confirming that on such technology due to the high leakage currents it

is easier to create conductive paths.
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Figure 3.56: Average read current variation (a) and dispersion coefficient

evolution (b) of HRS calculated during 100k read disturb pulses, with Vpulse

= 0.2V.

3.6.2 1T-1R cells modeling

Extracting and modeling suitable parameters for the I-V characteristics

is important to gather statistical information for any kind of non-volatile

memory [93]. In the RRAM arrays of this work, I-V characteristics have

been measured after-forming and modeled with two different approaches: in

order to understand the differences on the conductive filament properties

and variability QPC modeling has been used as in [94], while an equivalent

circuit model [95] was used to obtain a description implementable in circuit

simulation tools.
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QPC modeling

Reset I-V characteristics measured after-forming were used to analyze

the conductive filament properties through QPC model. HRS current is cal-

culated according to the expression 3.2. I-V Reset operation has different

impacts from cell-to-cell, resulting either into a break or a modulation of the

conductive filament (CF) [70,94]. In the former case the presence of a poten-

tial barrier is assumed, hence fitting is performed considering G/G0 = 1 and

the average barrier length d and radius of the constriction r are calculated

according to [52]. In the latter case, assuming the absence of a potential

barrier, the normalized conductance of the filament G/G0 is calculated. The

percentage of cells resulting either into a CF break or modulation are re-

ported in Tab. 3.6: the high leakage current in P-array makes very difficult

to completely interrupt the conductive path hence the lowest percentage of

CF break is obtained, whereas the highest percentage is obtained on A-array

with the larger resistor area. The cumulative distributions of α and Φ fitting

parameters calculated on the CF break cells are reported in Fig. 3.57. Av-

erage value and standard deviation of the fitting parameters are reported in

Tab. 3.7.

Table 3.6: Reset condition comparison.

Technology C.F. Break [%] C.F. Modulation [%]

A, 1 µm2 45 55

A, 0.4 µm2 34 66

P 0.4 µm2 20 80

The cumulative distributions of calculated barrier length d and radius

r of the CF constriction are reported in Fig. 3.58, while the average value

and standard deviation are reported in Tab. 3.8. A-array with the small

resistor area shows the largest radius with the lowest barrier length: the

presence of a very large constriction with a very low barrier explains the

issues in controlling the cells’ uniformity during Set and Reset operations.

A-array with the larger resistor area shows higher barrier and smaller radius,
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Figure 3.57: Cumulative distribution of α and Φ fitting parameters used on

CF break cells.

Table 3.7: Average and std. dev. of α and φ calculated on CF break cells.

Technology α[eV ]−1 φ[eV ]

avg. std. avg. std.

A, 1 µm2 2.67 3.02 1.21 0.58

A, 0.4 µm2 6.83 5.48 0.07 0.06

P, 0.4 µm2 16.08 5.06 0.17 0.25

resulting into a higher controllability during Set and Reset. Moreover, the

highest parameters uniformity is observed, which translates into the highest

HRS and LRS currents uniformity. A possible reason to explain the difference

in the potential barrier between the two amorphous films is related to the

defects concentrations in the HfO2. Indeed, amorphous films integrated with

lower area are affected by a higher defect concentration that eases the Reset

process and therefore results in a lower potential barrier in the HRS. P-array

shows the largest barrier with the highest variability: the highest barrier is

the reason of the higher average ratio between HRS and LRS, while the high

variability generates the high current variability observed in HRS.
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Figure 3.58: Cumulative distribution of calculated barrier length d (a) and

radius of the filament constriction r (b) on CF break cells.

Table 3.8: Avgerage and std. dev. of d and r calculated on CF break cells.

Technology d[nm] r[nm]

avg. std. avg. std.

A, 1 µm2 0.37 0.11 0.85 0.62

A, 0.4 µm2 0.25 0.24 4.25 2.25

P, 0.4 µm2 1.29 0.36 1.71 0.65

In case of CF modulation fitting has been performed assuming large neg-

ative Φ values, α fixed to 1 (even if α and Φ play no role in such condition)

and G/G0 ≥ 1 due to the presence of the residual filament. Fig. 3.59 shows

the cumulative distribution of G/G0 conductance values fitting parameters

used on hard to disrupt cells: it can be observed that A-array with the larger

resistor area shows the lowest variability, which is the reason of the lowest

HRS current variability observed during Reset with the Incremental Pulse

and Verify algorithm. Average value and standard deviation of the fitting

parameter G/G0 are reported in Tab. 3.9.
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Figure 3.59: Cumulative distribution of G/G0 fitting parameters used on

hard to disrupt cells.

Table 3.9: G/G0 average and std. dev.

Technology G/G0

avg. std.

A, 1 µm2 1.61 0.26

A, 0.4 µm2 1.56 0.53

P, 0.4 µm2 1.67 0.42

Equivalent circuit modeling

Electrical models are a powerful tool to analyze memory cells and circuits

based on Resistive Switching (RS) devices allowing evaluating characteristics

like power consumption or performance in large RS devices arrays [95, 96].

To model the experimental I-V curves during both RS states (i.e., LRS and

HRS) a Diode-Resistor based circuit is used (Fig. 3.60) where the resistance

(R), the diode saturation current (Is) and diode ideality factor (n) are the

parameters of the model [95]. VAPP represents VBL or VSL, which are the

applied voltages to produce the Set and Reset processes respectively.

To fit all the experimental I-V curves an automatized process has been

developed to extract the model parameters values (Tab. 3.10 and Tab. 3.11)

for each curve. Fig. 3.61 shows some examples of experimental LRS I-V
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Figure 3.60: Equivalent model for the 1T-1R device based on a Diode-

Resistor circuit. Resistance (R), saturation current (Is) and ideality factor

(n) of the diode are the parameters used to fit the conduction of the 1T-1R

devices at both resistive states, LRS and HRS, and for both types of samples,

amorphous and poly-crystalline.

Table 3.10: Model parameters of the amorphous samples I-V fittings for both

states, LRS and HRS.

Set Reset

avg. std. avg. std.

R[KΩ] 25.84 29.6 6.25 4.18

IS [A] 9.75e-5 4.56e-5 6.39e-8 1.37e-7

n 8.95 7.06 5.76 5.19

curves (circles) before the Reset process and the simulated curves using the

circuit model of Fig. 3.60 with suitable parameters (continuous lines). As

can be observed, the model fits perfectly with the experimental results for

both amorphous and poly-crystalline samples. For each kind of samples, the

analyzed voltage range was limited by the Reset voltage that is lower for the

poly-crystalline samples.

The same automatic process was also used to fit HRS I-V curves for both

samples types. Fig. 3.62 shows experimental HRS curves (circles) before

the Set process and the corresponding simulated curves (continuous lines).
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Figure 3.61: Experimental LRS I-V curves (circles) and the simulated curves

(continuous lines) obtained using the Diode-Resistor model. With a suitable

parameter Set, the model reproduces properly the experimental curves for

both poly-crystalline and amorphous samples.

Table 3.11: Model parameters of the poly-crystalline samples I-V fittings for

both states, LRS and HRS.

Set Reset

avg. std. avg. std.

R[KΩ] 1.34 1.61 8.88 12.9

IS [A] 5.67e-5 8.4e-5 1.52e-5 4.29e-7

n 3.95 5.03 1.18 2.35

Amorphous samples show very noisy IHRS currents at low voltages (< 1

V) that could be caused by the nature of the memory cell and the array

structure where the drive transistor effect on the electrical characteristics of

the memory must be analyzed in detail. This noisy current must be neglected

to avoid errors during the fitting process. For this reason, IHRS values for VBL

below 1 V are not considered to force better fittings for voltages larger than

1 V, where the I-V curves are not affected by the noise. This consideration

affects the obtained model parameters values (Tab. 3.10 and Tab. 3.11).

Thus, the best fittings for the amorphous HRS I-V curves require a mean
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Figure 3.62: Experimental HRS I-V curves (circles) and simulated HRS

curves (continuous lines) using the Diode-Resistor model for both amorphous

and poly-crystalline samples. Noisy currents at low voltages cannot be fitted

by the model, especially for the amorphous samples where current values for

VBL below 1 V are not considered.

R parameter value (6.25KΩ) which is lower than the one obtained for the

LRS (25.84KΩ). This low value of the R parameter at HRS combined to the

very low value of IS at HRS (6.39e-8A) provides the best fitting between the

experimental and the modelled curves.

In conclusions, 1T-1R RRAM arrays manufactured with P-HfO2 shows

several advantages compared to A-HfO2 even considering their improved

process: higher current Ratio, lower switching voltages, lower power con-

sumption, minor endurance degradation and higher overall yield. Moreover,

P-array show very low VSET variability, hence faster Set operation could be

reliably performed. P-array disadvantages are represented by the larger HRS

distribution after Forming, the higher Reset voltage dispersion, the lower read

disturb immunity and the higher VFORM if compared to A-array with the

same resistor area, however it must be pointed out that such operation is

performed only once. The grain boundaries conduction mechanism in the

poly-crystalline HfO2 structure could be the reason of the higher cell-to-cell

variability observed in P-arrays. QPC modeling allowed showing that the
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higher uniformity observed on A-array with the large resistor area can be

ascribed to a lower conductive filament shape variability in terms of radius

of the constriction and barrier height, whereas the P-array shows the highest

variability in terms of conductive filament shape: the reason could be ascribed

again to the different conduction mechanism and the higher leakage currents

observed on such technology. A diode-resistor equivalent circuit model cor-

rectly fits the experimental RS I-V characteristics of poly-crystalline and

amorphous samples for both LRS and HRS. However, noisy current levels

at low voltages, especially for amorphous samples, could lead to a non-well

fitted curve. Thus, it is needed to remove them for a suitable current fitting

at larger voltages.

3.6.3 Impact of HfO2 process on variability

In this work a comparison in terms of cell-to-cell variability and reliability

of different HfO2 Atomic Layer Deposition (ALD) processes on 1T-1R cells

is performed. Cells behavior during Forming, Set and Reset is monitored

through an incremental pulse and verify algorithm [66,77] in order to analyze

the peculiarity of each cell in terms of the switching behavior activation and

the process-induced inter-cell variability of the threshold voltages, on 100

cells for each process. To evaluate endurance properties, 100 endurance cycles

have been performed on a cells subset, analyzing the impact on the threshold

voltages and Resistance Ratio. Modeling of the HRS obtained after Forming

has been performed through the Quantum-Point Contact (QPC) model [52,

67, 94] to link technology process characteristics with cells performance and

reliability.

The 1T-1R memory cells are constituted by a select nMOS transistor

manufactured in BiCMOS technology (width of 1.14 µm and length of 0.24

µm), which also sets the current compliance, whose drain is in series to a

MIM stack. The schematic and cross-sectional TEM images of the integrated

RRAM cell including the metal lines, the MIM materials and the W-based

Via connections are shown in Fig. 3.63. Metal 1 as well as Metal 2 are
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Figure 3.63: Schematic (a), cross-sectional TEM image of the 1T-1R cell (b),

and MIM stack insight (c). Energy-dispersive X-ray spectroscopy (EDX) of

the MIM stack, tungsten plug, and Metal 2 (d), and high magnification TEM

image of the MIM (e).

metallic layer stacks, consisting of Ti/TiN/Al/TiN/Ti. The MIM integrated

on the metal line 2 of the BiCMOS process is composed by 150 nm TiN top

and bottom electrode layers deposited by magnetron sputtering, a 7 nm Ti

layer, and a 8 nm HfO2 layer deposited through thermal ALD with the four

different processes described in Table 3.12. The Hf/O ratio is analyzed via

X-ray photoelectron spectroscopy (XPS) for all processes. The MIM area is

equal to 0.4 µm2. There are two reasons why a MIM area of 0.4 µm2 is used:
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• the data retention is strongly degraded by reducing MIM area due

to oxygen out-diffusion thus potentially affecting the measurements

precision [97];

• the MIM cell is completely integrated into a standard CMOS process

flow. Caused by technological issues of the 250 nm CMOS technology,

the area of the tungsten plug, which is required to contact the top

electrode of the MIM cell to Metal 3, cannot be reduced further.

Table 3.12: Processes Description

Proc. Precursor Tdep Carbon Oxygen Phase Hf/O ratio

A HA 300◦C 0.3% 58% Poly-crystalline 0.53

B HA 150◦C 0.4% 56% Amorphous 0.58

C MO 300◦C 7% 49% Amorphous 0.58

D MO 150◦C 9% 41% Amorphous 0.51

A halide (HA) Hf precursor (HfCl4) was used for processes A and B,

whereas a metal-organic (MO) Hf precursor ([(CH3)(C2H5)N]4Hf) was used

for processes C and D. According to X-Ray Diffraction (XRD), the HfO2

films in processes B, C and D are deposited in the amorphous state, while

film A is deposited in the poly-crystalline monoclinic phase as shown in Fig.

3.64(a). XRD measurements on A and B were done after deposition on Si

substrates instead of TiN substrates, hence TiN peaks are not present in those

samples. The deposition of the HfO2 films in the 1T-1R cell structures occurs

at a temperature within the thermal budget of the BiCMOS process (Tdep <

400◦C), leading to the presence of hydrogen, nitrogen, and carbon based

defects caused by the nature of the precursors [98]. Among them, the carbon

seems to play a major detrimental role [99]. These defects typically act as

trap levels positioned 0.8 eV below the HfO2 conduction band edge, thus

impacting the switching properties of the MIM stack, and consequently the

performance and reliability of the 1T-1R cell. The carbon content in the four

considered HfO2 ALD processes is determined through X-Ray Photoelectron
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Spectroscopy (XPS), and is reported in Fig. 3.64(b). The carbon percentage

refers to the peak concentration measured via XPS in the HfO2 material.

Processes C and D present the highest percentage of carbon contamination

due the molecular structure of the Metal-organic precursor [100].

(a)

(b)

Figure 3.64: XRD (a) and XPS (b) analysis on the four considered processes.

The XPS reveals the carbon content in the HfO2.
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In Fig. 3.65 it is reported the pristine current measured at 1 Volt after

annealing the TiN/Ti/HfO2/TiN based cells at 400 ◦C for 30 min in forming

gas ambient. During the annealing process, the nitrogen and oxygen getter-

ing activity at the Ti/HfO2 interface is activated. XPS studies revealed an

increased nitrogen and oxygen gettering activity at the Ti top adlayer/HfO2

interface (see Fig. 3.66). Process C is used as example in the figure, however

similar results were obtained on all processes. This reflects the important role

of the deposition conditions on the interface chemistry to achieve resistive

switching in HfO2-based MIM cells [101]. The gettering activity is strongly

impacted by the morphology of the HfO2 film. The large fluctuations of the

poly-crystalline device A are caused by high affinity of the grain boundaries

to charged oxygen vacancies [102]. The leakage current through the dielectric

layer can be described by trap-assisted tunneling (TAT) conduction through

the oxygen vacancy defects in their positive charge state [81].
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Figure 3.65: Pristine current measured at 1 V for the four considered pro-

cesses.

The test environment for cells characterization consists in a Keithley

4200-SCS wafer-level tester. The Forming/Set/Reset operations were per-

formed by using an incremental step pulse (VSTEP=0.1 V) and verify algo-

rithm as in [94]. A sequence of increasing voltage pulses is applied on the

drain of the cell during Forming and Set, with a transistor gate voltage VG

= 1.5V to set the Forming/Set current compliance, whereas the sequence of
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Figure 3.66: Mapping of the elements N, O, Hf and Ti by EDX of a process C

MIM cell (similar results were obtained on all processes). The nitrogen and

oxygen gettering activity at the Ti/HfO2 interface after annealing at 400◦C

in forming gas atmosphere is represented by the thick TixOyNz layer.

increasing voltage pulses is applied on the source of the cell during Reset,

with a transistor gate voltage VG = 2.8 V which leads to a 120 µA compli-

ance current. All pulses feature a duration of 10 µs in order to maximize

the switching yield [50]. After every pulse a read-verify operation is per-

formed, where the cell current Iread was measured by applying 0.2 V on the

drain of the cell with VG = 1.5 V and a read time Tread = 10 µs. When

the read current reaches Itarget = 10µA the Forming and Set operations are

stopped, whereas during Reset the operation is stopped when the read cur-

rent reaches Itarget = 2µA. VFORM , VSET and VRES denote the voltages at

which the targets are reached during Forming, Set and Reset operations,

respectively. These parameters reflect the operation of the memory when a

Set/Reset algorithm is considered, since they guarantee that a sufficiently

high read margin is obtained.

To assess the process quality, we calculated the process yield as the per-

centage of non-leaky cells showing a read current Iread < 1µA before Forming.

To qualify the Forming algorithm, we calculated the Forming yield as the cell

percentage showing a read verify current after forming Iread > 10µA, thus

ensuring the creation of a conductive filament. Process and Forming yield
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obtained are reported in Tab. 3.13 with B and C showing the best results.

100 cells were measured for each yield calculation. Each process had its own

wafer resulting in a total testing campaign of 400 cells. Cumulative distri-

bution of the measured Forming voltages are shown in Fig. 3.67 (a). Read

current average values and standard deviations calculated on 100 cells for

each process after Forming, Set and Reset are reported in Fig. 3.67 (b).

Table 3.13: Process and Forming Yield.

Process Process Yield Forming Yield

A 79 % 70 %

B 92 % 88 %

C 100 % 97 %

D 61 % 58 %
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Figure 3.67: Cumulative distribution of the Forming voltages measured on

processes A, B, C and D (a). Read current average values and standard

deviations (in µA) after Forming, Set and Reset (b).

The process yield is an indicator for the quality of the deposition pro-

cess in terms of observed current leakage before the forming operation used

to evidence potential failing spots in the dielectric films. The forming yield
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instead, is an indicator for the quantity of cells in which a conductive path

can be efficiently created with the voltage and timings parameters adopted.

Both process and forming yield do not necessary translate into good switching

properties. Indeed, even if a cell can be successfully formed, its subsequent

Set and Reset operations can be largely affected by the physical nature of the

cell in terms of dielectric deposition phase and carbon content. Process D is

the one where the pristine current (see Fig. 3.65) is the highest due to sev-

eral factors like the high carbon content in the HfO2. In this case, it is easier

to form a cell within this process since the high number of carbon defects

helps the creation of a conductive path. On the other hand, the subsequent

Set/Reset operations will be difficult (i.e., the re-creation/rupture kinetics

of the filament is threatened by the large carbon defects concentration, thus

being less controllable) with the result of increasing the required voltages

for switching and their dispersion as well. Process D has a higher carbon

concentration than process C since it is deposited with a low process tem-

perature, hence its process yield is impacted by a high number of failing spots

in the cells dielectric. Process B features a lower carbon defects concentra-

tion in the dielectric that translates in a slightly difficult forming operation

(i.e., larger voltage requested as shown in Fig.3.67 (a)), but with a higher

degree of uniformity as shown by its pristine current. However, when the

conductive filament is correctly created, for the cells within this process, the

subsequent Set and Reset operations will not be impacted by carbon defects

as for process C, resulting in lower average and dispersion of the switching

voltages. To sum up, the precursor choice strongly influence performance

and reliability of the devices and the ALD temperature plays an important

role, with effects which are different depending on the precursor. The use

of halide precursor instead of metal-organic allows reducing roughness, con-

taminants and leakage current independently from temperature [103]. When

Halide precursor is considered, a temperature increase change the HfO2 phase

from amorphous to poly-crystalline. This means that in this case too high

temperatures should be avoided otherwise the conduction will occur through



3.6 Process parameters impact on variability 101

grain boundaries and the leakage current will increase, reducing the control-

lability of the Reset operation. When metal-organic precursor is considered,

the temperature increase is beneficial since allows reducing roughness, carbon

content and leakage current without causing the HfO2 crystallization.

The Resistance Ratio (i.e., the ratio between the RRAM cells’ resistances

measured after Set and Reset operations), VSET , and VRES average values

and normalized variances (i.e., the ratio between variance and average value)

evolution during 100 Set/Reset cycles with Incremental Step Pulse and verify

algorithm, calculated on 20 cells for each process, are reported in Fig. 3.68.

Set and Reset targets are reached at lower voltages in halide precursor

processes (A, B) with respect than metal organic processes (C, D). This

is due to the carbon content which is the major contributor in controlling

the filament creation/rupture speed. Indeed, a higher carbon content in the

HfO2 corresponds to a higher number of trap sites in the dielectric resulting

in a less controllable filament creation/rupture kinetics [98,99]. As shown in

Fig. 3.68 (a), process A shows the largest Resistance Ratio after forming but

also a fast reduction during the endurance test, whereas a higher stability

of the Resistance Ratio during cycling is observed for the amorphous films.

Moreover, for the latter processes the performance seems to be related to the

carbon content: film B, corresponding to the amorphous process with the

lowest carbon content, shows the highest Resistance Ratio with the lowest

normalized variance (see in Fig. 3.68 (b)) after 100 cycles and the lowest

VSET and VRES with the highest stability in cycling. As shown in Fig.

3.68 (c,e), VSET and VRES increase as a function of the carbon content in

amorphous films. If normalized variances reported in Fig. 3.68 (d,f) are

considered, process B still shows the lowest values and the highest stability

during cycling, confirming that the carbon content plays a fundamental role

on cells’ performance and reliability [99]. Since process B gave the best

performance after 100 cycles, the endurance test has been extended to 1000

cycles: no relevant variation of the parameters has been measured (see Fig.

3.68). In order to identify the causes of the Resistance Ratio reduction,
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Figure 3.68: Resistance Ratio, VSET and VRES average values and normalized

variances calculated on 20 cells for each process during cycling.
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HRS and LRS average resistances and their standard deviation calculated

during cycling are reported in Fig. 3.69. The ratio reduction observed in

processes A and C is attributed to the HRS state degradation, while LRS

shows good stability in all processes. All these electrical characterization

results are resumed in Tab. 3.14.
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Figure 3.69: HRS and LRS average resistances and their standard deviation

calculated on 20 cells for each process during cycling.
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Table 3.14: RRAM switching parameters and variability resume extracted

from electrical characterization.
Process A B C D

Initial Ratio 9 7 6 4

Final Ratio (100 cycles) 7 8 5 4

VFORM Medium High Low Low

VFORM variability High Low Medium Medium

VSET,RESET Medium Low Medium High

VSET,RESET variability High Low High High

HRS variability High Low High High

The use of a physical model taking into account the localized nature

of conduction is required to understand the impact of the carbon within

the HfO2 stack on the cells’ conduction properties after Reset. In this re-

gard, the Quantum Point Contact (QPC) model has been used [52] since

it allows to correctly represent the I-V characteristics measured after Reset

independently of the atomic species involved in the conduction mechanism

(the charge transient occurs through oxygen vacancies in the amorphous

HfO2, whereas it is dominated by grain boundaries conduction in the poly-

crystalline structure) according to equation 3.2, whose parameters were al-

ready described in the previous subsection.

The series transistor integrated in the cells considered in this work has a

significantly large area with a good current driving capability (i.e., W=1.14

µm, L=0.24 µm, µ0=1000 cm2/Vs, tox = 5nm). During the read operation

the transistor constantly works in the linear region with a fixed resistance

that is negligible compared to that of the 1R element, therefore we could rule

it out in the application of the QPC model for the HRS state on the 1T-1R

cells. Estimated rds values during read are in the range of 16 mΩ. However,

the effect of the series resistance of the transistor in the LRS is considered

by changing the QPC fitting equation only for this state.

Within this framework, if the series resistance R external to the constric-
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tion is negligible [52], I = G0V sets a limit: in case of I > G0V the presence

of more than a single conductive filament or multimode conduction should

be taken into account. However, both the presence of interfacial layers in the

MIM stack and the series resistance of the select transistor lower this limit

further and yield to the calculation of the LRS current as:

I = G0 ∗ (V −RI) (3.5)

where RI is the cumulative voltage drop attributed to the two former

effects. To correlate the results obtained so far with the physical nature

of the conduction in the four different processes, we performed a DC-sweep

characterization after Forming by increasing VD from 0 to 2V during Set

with VG = 1.5V, and by increasing VS from 0 to 2V during Reset with VG

= 2.8V, respectively. In both Set and Reset the applied voltage has been

increased with steps of 0.05 V and a sweep ramp of 1 V/s. Since the same

degree of fit was obtained on all processes, as example Fig. 3.70 shows the

perfect compatibility of the model with respect to the measured Reset (b)

and Set (c) I-V curves on a random sampled cell in process B.
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Figure 3.70: Typical I-V characteristic measured on a process B random

sampled cell (a), HRS fitting (b) and LRS fitting (c) through QPC.

Since the current measured after Reset is below the G0 limit we can as-

sume that the conductive filament is interrupted or extremely narrow and

in this latter case we can calculate the barrier length and radius of the con-

striction. If the filament is completely interrupted we have a material barrier
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rather than a confinement barrier. The model is valid as long as we have

a filament: what we consider an interruption is an extremely narrow con-

striction thus a high barrier, but lower than the material barrier. Set I-V

curve fitting was obtained by using Eq.3.5 with R=20kΩ, which is consistent

with literature [52]. A possible explanation of R high value is the presence

of a residual potential barrier after Set [52, 104]. Fig. 3.71 shows average

values and standard deviations of the fitting parameters for the correctly

formed cells considered in the present work. The range of α parameter in

Fig. 3.71 (a) is similar for the amorphous HfO2 processes B, C and D, while

the width of the parabolic barrier is larger for poly-crystalline film A. This

could be ascribed to the shape of the constriction, which may be changed

due to the HfO2 crystallization. Process B shows the lowest barrier height

φ variability in Fig. 3.71 (b), confirming the highest cell-to-cell uniformity.

Moreover, barrier height φ average value is shown to decrease as a function

of the carbon content, while its standard deviation is shown to increase. The

highest variability of the barrier height is calculated for process A, which is

ascribed to the poly-crystalline structure of the film. Process B shows the

highest average β values in Fig. 3.71 (c), which means the most asymmetric

constrictions, and the lowest fitting parameters variability, resulting in the

highest cell-to-cell uniformity.
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Figure 3.71: Distributions of the QPC model fitting parameters α (a), φ (b)

and β (c).
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In our case β is typically close to 1, since our MIM structure tends to

create an asymmetric constriction due to the presence of the Ti layer [94].

However, the presence of carbon defects and the Hf phase have an impact on

the filament shape, causing a reduction of the asymmetry. Since the spatial

gap d in the conductive filament after Reset acts as a tunneling potential

barrier of about his thickness [82], considering the relationship between α

and the potential barrier thickness reported in [52] d can be calculated as:

d =
hα

√
φ

π2
√
2m∗

(3.6)

where m∗ is the electron effective mass in the constriction. The radius r

of the constriction was calculated as:

r = hz0/2π
√

2m∗φ (3.7)

where z0 = 2.404 is the first zero of the Bessel function J0 [52]. The

cumulative distributions of calculated barrier width d and radius r of the

constriction are reported in Fig. 3.72 (a) and (b): process B shows the

lowest filament radius variability. The conductive filament obtained after

Reset is depicted in Fig. 3.73.

The average values of d and r as a function of the carbon content are

reported in Fig. 3.74 (a) and (b). The average barrier width is shown to

decrease as the carbon content increase, whereas the average radius is shown

to increase. These two observations mean that the narrowmost point along

the filament tends to become more transparent for the electron flow.

The effect of carbon on barrier width d and conductive filament constric-

tion r is depicted in Fig. 3.75: the carbon atoms form trap levels inside the

HfO2 band gap [99], generating permanently conductive paths that can be

modeled as a radius increase when atoms places next to the filament con-

striction, or as a barrier length reduction. These permanently conductive

paths cause large leakage currents as observed in process D, reducing the

process yield and the cells’ performance since it is more difficult to obtain
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Figure 3.72: Cumulative distribution of calculated barrier length d (a) and

radius of the filament constriction r (b).

Figure 3.73: Schematic showing the conductive filament shape after Reset.

low resistances during Reset and to control the cell-to-cell variability with

Set and Reset operations. To sum up, the cell-to-cell variability sources that

can be enlightened through the QPC model applied for HRS fitting of the

different processes are two: the phase of the deposited dielectric, and its

carbon content. Process A has a low carbon content, but it is deposited as

poly-crystalline, whereas processes C and D are deposited as amorphous but

with a higher carbon content. Since process B features both an amorphous

phase after deposition and a low carbon content, it is the one where the

variability sources play a minor role.
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Figure 3.74: Average values of calculated barrier length d (a) and radius of

the filament constriction r (b). Error bars show the standard deviation.

Figure 3.75: Schematic showing the effect of carbon on barrier length d and

conductive filament constriction r.

The different performance of several HfO2 deposition processes for RRAM

applications involving halide and metal-organic precursors have been investi-

gated. QPC modeling allowed understanding the physical properties of each

process by analyzing the conductive filament properties. The grain bound-

aries conduction in the poly-crystalline HfO2 structures could be the reason

of the high cell-to-cell variability. The use of tuned deposition parameters

allowed obtaining amorphous HfO2 instead of poly-crystalline with halide

precursor, resulting in the highest inter-cell and intra-cell uniformity, as ev-

idenced by electrical characterization and model fitting parameters. Metal-
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organic precursors-based processes result in amorphous HfO2 films as well,

although featuring a higher carbon content than other processes. The inter-

cell uniformity seems to be affected by carbon: processes with high carbon

content show reduced Resistance Ratio and increased variability of the Set

and Reset parameters. In conclusion RRAM stacks manufactured with halide

precursor and low temperature HfO2 deposition show the most promising re-

sults in terms of cell-to-cell variability, reliability and yield.

3.7 Fundamental variability limits in RRAM

Even if RRAM is seen as a possible replacement for Flash memories due

to manufacturing process simplicity, easy integration with logic, lower volt-

age operation, and good cycling with sufficient retention capability [2], one of

the last technical roadblock for adoption is the variability understanding. In

the previous sections several approaches capable of reducing the variability

were presented, such as employment of enhanced algorithms and process op-

timization. In this section, the fundamental variability limits of RRAM are

investigated through a full characterization of Forming, Set and Reset, where

the variability of each operation is extracted from a 4kbits OxRAM array

measurement. After introducing the technology used, variability after Form-

ing is presented before finding its relationship with subsequent Set and Re-

set operations. Cell-to-cell and cycle-to-cycle variabilities are then analyzed

and compared to previous literature works confirming their intrinsic origin.

Finally, the variability evolution as function of cycling is explained giving

clear predictions and guidelines for variability aware operation of RRAM

arrays [105].

3.7.1 Experimental Setup

OxRAM technology has been integrated on 130nm CMOS logic. On top

of Cu Metal 4, a TiN bottom electrode is defined. Then a CMP touch is

done and an HfO2 10nm/Ti 10nm/TiN stack is deposited. Main integration
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steps and cross section of a 300nm diameter integrated device are described

in Fig. 3.76. The integration platform is shared across multiple resistive-

based technologies, potentially hosting: OxRAM, CBRAM, and MRAM as

well. The current pristine state of the cell has been measured around 1pA

from 1R structure. 4 kbits 1T-1R array measurement shows that the high

resistive state (HRS) and low resistive state (LRS) can be separated down to

3σ with no extrinsic bits, thus showing good process maturity (Fig. 3.77).

Figure 3.76: Description of the integration flow and TEM cross section of

the integrated TiN/HfO2/Ti/TiN OxRAM.
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Figure 3.77: 1R Forming, Set and Reset I-V curves (a). LRS and HRS dis-

tributions measured on 4 kbits array with Set and Reset conditions allowing

to obtain large resistance window (b).
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The measurements in this work have been performed on 4kbits 1T-1R

array developed within this platform. The wordline (WL) is connected to the

NMOS gate, setting the current compliance ICC . Forming and Set operations

are performed by applying a positive voltage pulse on the bit line (BL) that

is also the OxRAM top electrode, whereas Reset is performed by applying

a voltage pulse on the source line (SL) whose contact is on the transistor

side (bottom electrode). The select transistor features large width in order

to assess cell operation on a large current range (1µA - 5mA) and to ensure

minimal dispersion impact (σT at read = 4 Ω). As a result, all measured

resistance dispersion on the array can be always considered as intrinsic to

the memory element. The standard deviation σ used for this analysis is

calculated on the array after excluding the extreme outliers point due to

extrinsic causes. The 2σ bounds are plotted for clarity and consistency.

3.7.2 Forming for low variability

Incremental current compliance pulse operations were performed to inves-

tigate the impact of ICC , VBL and pulse length (TPULSE) on Forming. The

use of longer pulses allows obtaining more compact distributions at same ICC

(Fig. 3.78). The filament creation process is found to be purely field driven

and happens around VBL=3.8V using 100ns pulses for this stack. Further,

we confirmed that the median resistance final value is directly related to ICC

(Fig. 3.79). Fig. 3.80 shows that time impact on the formed cells creation

follows a Weibull law, hence a single pulse has the same impact of a train

pulse with equivalent duration. While 50% of the cells are formed within 200

ns, it required 40µs to form about a 3σ range of the cells population. This

very large time dispersion between fast and slow formed cells can be detri-

mental if a too large ICC is used. In this latter case, the fast formed cells are

stuck to low resistance state (LRS) before the slow formed cells are formed.

Tab. 3.15 shows that a low compliance current of 5µA allows forming a cells

population within 3σ range without degrading any cell. This remove the need

of time/energy consuming verification algorithms during RRAM operations.
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Figure 3.78: Forming with increasing ICC and VBL=4V: read resistance dis-

tributions evolution with TPULSE=100ns (a) and 10µs (b). Dotted lines show

the distribution evolution.
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Figure 3.79: Median resistance as a function of increasing ICC with VBL=4V,

TPULSE=100ns and 10µs (a). Forming with VBL increasing, TPULSE=100ns

and different ICC (b).

Table 3.15: RRAM switching parameters and variability resume extracted

from electrical characterization.
Forming ICC Switching Cells 3σ Forming Time 3σ Forming Energy

5 µA 99.6 % 40 0.8 nJ

50 µA 96.5 % 20 4 nJ

500 µA 86.5 % 10 20 nJ
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Figure 3.80: Median resistance ±2σ during pulse train Forming procedure

with ICC=5µA, VBL=4V, TPULSE=100ns and after Forming with a single

pulse of the same cumulative time TPULSE= 40µs (a). Formed cells percent-

age during pulse train Forming and after single pulse Forming (b).

We observe that the cell-to-cell variability after Forming is directly re-

lated to the median resistance (Fig. 3.81). Note that in this case no Reset

has been applied yet. Fig. 3.82 shows that for median resistances higher than

1/G0 the dispersion follows a lognormal distribution with median parameter

T50=172kΩ and form factor λ=0.78. G0=(12.9k Ω)−1 is the quantum conduc-

tance unit corresponding to the creation of a single conductive nanowire [52].
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In this case, the current flowing through the cell can be calculated as:

I = G0e
−αφV (3.8)

where φ is the barrier height and α is related to the width of the barrier,

assuming a parabolic longitudinal potential as sketched in Fig. 3.83. Those

parameters refer to the QPC model [52,67]. Since the conduction mechanism

in OxRAM cells with resistance higher than 1/G0 is due to a number of

vacancies following a Poisson distribution [106], it is possible to extract the

standard deviation from the cells population as a function of the median

resistance:

σ =
√

G0e−αφR1.5 (3.9)
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Figure 3.81: Median resistance and σ evolution during Forming with increas-

ing ICC , VBL= 4 V, TPULSE= 100 ns and 10 µs.

For median resistances lower than 1/G0 , the dispersion is found to be

gaussian with a dispersion lower than Eq.3.9 and proportional to σICC
R2,

with σICC
being the dispersion of ICC at Set condition. The LRS and HRS
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Figure 3.82: σ vs. median R fit above 1/G0 (a). LRS and HRS distributions

fitting after Forming with ICC= 5 µA, VBL= 4 V and TPULSE= 40 µs (b).

Figure 3.83: CF schematic representation in case of R below and above 1/G0.

QPC model parameters α and φ are depicted.
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after Forming distribution dependence on ICC with identical Set and Reset

pulse is shown in Fig. 3.84. In this case, Set is performed with ICC = 0.4mA,

VBL = 2V, TPULSE = 100 ns whereas Reset is performed with ICC = 2.2mA,

VSL = 2.5V, TPULSE = 100 ns. We see that the σ/R relationship follows Eq.

3.9 for ICC values of 5µA with αφ=3.2 while αφ decreases for higher ICC .

These data confirm that large compliance currents induce higher variability

and lower αφ even at the first Set/Reset operation.
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Figure 3.84: LRS and HRS distributions after Forming with VBL=4V,

TPULSE allowing to form up to 3σ cells and different ICC (a). LRS and

HRS σ vs. median R after Forming with different ICC (b). Inset show αφ

decrease when Forming ICC increase.
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3.7.3 Variability in Set/Reset

The maximum RHRS/RLRS ratio reachable is higher than 103 (limited

by our array measurement setup). Fig. 3.85 shows the impact of ICC , VBL

and TPULSE on the median and dispersion. After Forming, VBL for Set has

a threshold-like behavior requiring 1V to set at least 50% of the cells and

1.6V for 2σ. For Reset, as stated earlier, the ICC is the most important,

and VSL has no impact beyond 2.5V. The time impact is small from 100ns

to 10µs demonstrating a fully operational OxRAM array using 100ns pulses.

All these data are plotted on Fig. 3.86 in order to show the σ/R relation-

ship in different operating condition. Independently of the operation, all the

experimental points follows Eq. 3.9 for median resistances higher than 1/G0

with αφ=2 whereas in case of extreme condition such as high ICC or long

pulses the points deviate from the line due to an increase of the standard

deviation, with αφ decreasing to 0.32.

3.7.4 Cell to cell VS. cycle to cycle distribution

For the first time a comparison between cell-to cell and cycle-to-cycle

variability in different operating condition is reported (Fig. 3.87). For resis-

tances below 1/G0, cell-to-cell variability is higher than cycle-to-cycle vari-

ability since the dispersion is limited by the cell selector variability and not

by the memory element. When the resistance is above 1/G0, the opposite

situation is observed: cycle-to-cycle dispersion is higher as the median value

typically evolves with cycles. When literature data of other filament-based

RRAM technologies are compared (Fig. 3.88), we can see that all the points

are in a limited range of αφ confirming that the minimal dispersion achievable

for median resistance above 1/G0 follows Eq.3.9. This fundamental limit is

linked to the discreteness of the number of elements (vacancies/atoms) par-

ticipating to the conduction. The points may deviate below 1/G0 as the main

variation source is not related to the memory element, whereas all points are

aligned above 1/G0 when considering Eq. 3.9 with different αφ values that
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Figure 3.85: Impact of Set ICC (a), VBL (b) and TPULSE (c) on Set and Reset

(median ±2σ), with VSL,Reset=2.5V, ICC,Reset=2.2mA and TPULSE,Reset=100

ns. Set ICC=0.4 mA, VBL=2V and TPULSE = 100ns were used when

varying other parameters. Impact of Reset ICC (d), VSL (e) and TPULSE

(f) on Set and Reset (median ±2σ), with VBL,Set=2V, ICC,Set=0.4mA and

TPULSE,Set=100 ns. Reset ICC=2.2 mA, VSL=2.5V and TPULSE = 100ns

were used when varying other parameters.
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Figure 3.86: σ vs. median R in not degrading (a) and degrading (b) con-

ditions extracted from measurements in Fig. 3.85. Degradation causes αφ

decrease.

depends on materials, thicknesses of the stacks or degradation effects. For

median resistances below 1/G0 the distribution is depending on the previous

operations (Fig. 3.89). After a Reset pulse, the distribution will follow the

Poisson limited distribution whereas after a Set pulse the distribution will

be lower than the Poisson limited distribution, as the number of element

composing the filament is no more random but dictated by ICC . Fig. 3.89

shows that this transition is happening precisely at 1/G0. As a result the
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single-pulse resistance distribution can be minimized during operation only

after a Set with a resistance below 1/G0. Hence, distribution after a Set pulse

will be smaller than after a Reset pulse at same median resistance value.
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Figure 3.87: Comparison of LRS (a) and HRS (b) cell-to-cell and cycle-to-

cycle distributions during 4k cycles with Set ICC=0.4 mA, VBL=2V, TSet

= 100ns and Reset ICC=2 mA, VSL=2.5V, TReset = 100ns. σ vs. median

resistance comparison of cell-to-cell and cycle-to-cycle distributions (c).
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3.7.5 Variability during cycling

2 million cycles test has been performed on all cells of a 4kbits array with

no-verify condition for Set and Reset operations (Fig. 3.90). A separation of

HRS and LRS states can be obtained at 2σ up to 500k cycles. Distributions

show that the failure is due to stuck cells at low resistance. However, it is

observed that starting at the very first cycle, the median resistance and the

dispersion increase continuously before reaching a maximum: afterwards the

operating windows decrease rapidly.
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Figure 3.90: LRS and HRS median ±2σ resistances measured during 2M

cycles performed with Set ICC=0.4mA, VBL=2V, TSet=100ns and Reset

ICC=2.2mA, VSL=2.5V, TReset=100ns (a). Distributions measured in dif-

ferent cycling conditions (b).
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This behavior, very difficult to be observed on single cells, is observed

for all cycling conditions in the array (Fig. 3.91). The stronger the Reset

condition, the higher RHRS and the shorter the cycling performance can be

obtained. The tradeoff RHRS/RLRS vs. cycle is comparable to state of the

art published filamentary RRAM data (Fig. 3.92).
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The increase of dispersion vs. resistance during cycling (Fig. 3.93) follows

Eq. 3.9 universal law before showing a higher dispersion. The evolution of

the ratio σ/R1.5 shows that even if initially the dispersion increases, this is

not related to a degradation mechanism. After cycling, similarly with too

strong Forming conditions or too strong Reset conditions, the σ/R1.5 ratio

increases. This is due to a decrease of αφ, which can be explained as a

degradation of the barrier with cycling (Fig.3.94).
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Fig. 3.90. A gradual σ increase is observed, causing deviations from αφ

initial value.

In conclusion, an extensive study of variability of OxRAM on multi-kbits

RRAM arrays over the full operation range has been presented. In contrast to

all papers based on single cell analysis with extensive cycle-to-cycle analysis,

OxRAM array distributions are extremely stable and predictable. A resume

of fundamental variability limits in case of R below and above 1/G0 is re-

ported in Tab. 3.16. The minimal variability of filamentary-based RRAM

achievable for median resistances above 1/G0 or after Reset is bounded to Eq.

3.9. This minimal variability law is universal for all filament-based RRAM.

In this condition, the cell-to-cell variability is smaller than the cycle-to-cycle

variability. As a result, the single pulse resistance distribution can be min-

imized only for resistance below 1/G0 and after Set. In this condition, the



3.7 Fundamental variability limits in RRAM 127

dispersion is due to the selector variability at Set and proportional to σICC
R2.

The cycle-to-cycle dispersion is in this case smaller than the cell-to-cell dis-

persion and defined by the operating conditions. Furthermore, this study

gives a metric to quantify the variability degradation of filamentary based

RRAM during cycling.
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Table 3.16: Resume of fundamental variability limits of filamentary based

RRAM.

R< 1/G0

AND after Set

R> 1/G0

OR after Reset

Variability

limiting factor

ICC variability at

Set condition

N◦ of vacancy/atoms

(Poisson Law)

Resistance distribution Gaussian Lognormal

Limiting component Selector (1T) Resistor (1R)

σ (cell-to-cell) σ ∝ σICC
R2 σ =

√
G0e−αφR1.5

Cell-to-cell vs.

cycle-to-cycle

σcycle−to−cycle <

σcell−to−cell

σcycle−to−cycle >

σcell−to−cell
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3.8 Radiation hard application perspectives

Semiconductor memories, among rad-hard integrated circuit scenario, are

one of the most critical topics for space applications. Actually both volatile

and non-volatile memories are integrated using standard processes and stan-

dard architectures. This means that the final device is typically at least Rad-

tolerant and not Rad-Hard and failure during mission is avoided using Error

Correcting Code techniques including redundancy at the board level. Stan-

dard silicon memories such as flash memories tend to fail under irradiation,

whereas RRAM are intrinsically radiation tolerant: the use of RRAM could

significantly reduce the radiation-induced bit upsets [107]. Nevertheless, the

1T-1R structure of the memory array consists of NMOS access transistors,

which are sensitive to radiation [108]. In standard NMOS devices, ionizing

radiation may generate holes trapped in the gate oxide, and the trapped

holes could induce leakage paths from the drain to the source region. A suit-

able approach to eliminate the leakage path in NMOS transistors is to adopt

a gate-enclosed layout [109]. In this section a Rad-Hard designed Enclosed

Layout Transistor (ELT) to be integrated with a TiN/HfO2/Ti/TiN based

resistor is characterized and a memory architecture suitable for Rad-hard

RRAM arrays is characterized [110].

The TEM cross view of the Rad Hard designed 1T-1R cell and the ELT

Current-Voltage characteristics measured at different temperatures are re-

ported in Fig. 3.95. The drain current versus gate voltage characteristics

after irradiation of the ELT is illustrated in Fig. 3.96. The leakages are al-

most unaffected during the total ion dose (TID) irradiation up to 750 kRad.

In order to achieve an increased resistance against radiation an architec-

tural solution is proposed where the single bit is the result of the contribution

of two RRAM cell located in different array locations; this guarantees an in-

ternal redundancy (no reference cells are required for read mode operations)

and a wider margin window in a sensing module very similar to SRAMs.

In Fig. 3.97 is shown the architectural approach where two arrays (left and

right) contain left cells and rights cells: a logic 1 is the result of a low re-
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Figure 3.95: TEM cross view of the Rad Hard designed 1T-1R cell (a).

Current-Voltage characteristics of the access ELT (b).
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sistance in the left cell (red circle) and a high resistance in the right cell

(green circle), vice-versa for a logic 0. The differential cell approach, thanks

also to the independence of row decoding final stages and column decoding

switches, guarantees resistance against Single Event Effects (SEEs) disturbs

in all conditions (Read, Set and Reset modes).
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Figure 3.97: The Architecture of the 1Mbit (2Mcell) test vehicle implement-

ing RRAM array.

In the proposed design, the 1Mbit device will be the result of the ensemble

of eight 128kbit modules (see Fig. 3.97) each having its own decoding scheme,

ATD (Address Transition Detection) and sense amplifier. This architectural

approach protect the test vehicle against Multiple Bit Upset (MBU) reducing

every contribute from charged particle to at least only one Single Event Upset

(SEU) as already demonstrated in previous SRAM devices [111, 112]. Even

if complete of all decoding schemes the 1Mbit (2Mcells) device should also

contain Direct Memory Access (DMA) in order to provide the possibility

to characterize the behavior of RRAM cells independently from the sensing

scheme and Set/Reset circuitry. This degree of freedom enables the access via

ATE equipment for all analysis related to LRS and HRS state distributions,

allowing the characterization of the resistive state of the cell in different

programming conditions.



Chapter 4

TAS-MRAM

The discovery of tunnel magnetoresistance (TMR) at room tempera-

ture [113, 114] in 1995 has triggered a lot of interest in both fundamental

and applied research [115]. This phenomenon is of particular interest for

data storage technological application such as hard drive disks or magne-

toresistive random-access memories (MRAMs). For that latter application,

a magnetic tunnel junction (MTJ) can be used to store binary data. In-

deed, the two resistance states of a MTJ are a way to encode logic ’1’ or ’0’.

Magnetic Random Access Memories (MRAM) are nowadays one of the most

promising candidates to replace traditional Flash in future non-volatile mem-

ories generations due to its high speed, endurance and scalability [116, 117].

Among the MRAM paradigms that are under investigation, the Thermally

Assisted Switching represents a good candidate for a replacement of the stan-

dard flash memories in embedded environments [118–120]. In this chapter,

the performance of 1 kbit TAS-MRAM arrays will be characterized with the

goal of defining the optimal working conditions and evaluating its perfor-

mance. After that, a novel TAS-MRAM array with optimized read proce-

dure (Self Referenced) will be tested and compared with the previous one to

highlight its advantages in terms of reliability.

131
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4.1 Basics

A basic MRAM cell consists of a single MTJ connected in series with

a selection transistor that can be viewed as a switch that allows or not a

current flowing through the MTJ. The MTJ consists in two ferromagnetic

layers separated by an insulating layer. For MRAM applications, one fer-

romagnetic layer is pinned in one direction and cannot be switched under

functioning conditions (the reference layer), while the second ferromagnetic

layer stores the binary information. Its magnetization has to remain stable

during standby and reading, while it has to be easily switchable under the

writing conditions. During reading, the selection transistor is turned on so

that a current flows through the junction. A reference current is also injected

in a reference resistance, with its value being between the high and the low

resistance states of the MTJ. The MTJ current and the reference current

are compared thanks to a sense amplifier that converts these two currents

into a logical ’1’ or ’0’, depending on the MTJ resistance state. This reading

scheme works only when the two MTJ resistance states are well separated

among the memory cells.

A new writing scheme able to improve the downsize scalability of MRAM

has been demonstrated at Spintec laboratory in 2002 [121] and then devel-

oped and industrialized by Crocus Technology. This new writing approach

relies on thermally assisted switching (TAS) and allows to improve write

selectivity, power consumption, and thermal stability. The general idea con-

sists in temporarily heating the storage layer during write in order to ease

the switching of its magnetization while ensuring a strong thermal stability

of this magnetization orientation in standby. In thermally assisted MRAM

(TAS-MRAM), the storage layer is a ferromagnetic layer pinned with a low

blocking temperature (TB) antiferromagnet, such as FeMn (90-160 ◦C) or

IrMn (120-260 ◦C). The reference layer is a SyF pinned with a high TB

antiferromagnet, such as PtMn (350 ◦C). In standby mode, the storage layer

presents a very high thermal stability because it is pinned by the low TB

antiferromagnet. The TAS writing procedure is depicted in Fig. 4.1.
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Figure 4.1: Principle of TAS: (a) the storage layer is pinned by an antifer-

romagnet with low TB at the standby temperature. (b) During writing, a

current pulse is injected in the junction that heats the storage layer above TB.

In that situation, the storage layer is unpinned and can be easily switched by

a magnetic field generated by a single field line. (c) When the heating current

is stopped, the junction cools down below TB and the storage layer is pinned

by the antiferromagnet in the opposite direction. (d) MTJ with an exchange

biased storage layer. Illustration of the decrease in the storage layer loop

shift as a function of the heating voltage through the tunnel barrier. Note

that when the heating voltage is large enough (700 mV), a small field of a

few tens of Oe is sufficient to switch the storage layer magnetization. (e) Il-

lustration of the inversion of the storage layer loop shift in standby between

the initial state (’1’) and the final state (’0’) after writing.
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In order to switch the storage layer, a combination of field and heating

current is required. In the initial state, the storage layer magnetization is

pinned in one direction by exchange bias, so that only one resistance state

is possible at zero field. During writing, a current pulse is injected in the

MTJ. Due to the inelastic relaxation of electrons tunneling through the bar-

rier, heating occurs in the junction. The heating current is tuned so that the

temperature of the storage layer slightly exceeds the blocking temperature of

the storage antiferromagnet, but remains below the reference antiferromag-

net one. In this situation, the storage layer magnetization gets unpinned,

thus enabling its switching. The advantage of the thermal assistance is this

possibility to lower the energy barrier for switching thanks to the temporary

heating of the cell. Once heated, the storage layer magnetization is then

switched thanks to a field generated by a single field line. The heating current

is then stopped. The MTJ cools down under the applied field that saturates

the storage layer magnetization in the appropriate direction [122]. During

cooling to the standby temperature, the storage layer recovers its pinning

and correlatively its high thermal stability. Meanwhile, the reference layer

is not affected by the writing magnetic field because the temperature in the

MTJ remains below the reference antiferromagnet TB. This writing scheme

allows circumventing the classical dilemma between the write consumption

and retention in memory technology. In the standard writing schemes, in-

creasing the thermal stability factor for improved scalability also increases

the write energy consumption, since the writing field is directly proportional

to the thermal stability factor. This issue is solved in the TAS approach

because heating allows reducing the barrier of energy during writing while

the thermal stability factor can be as high as required at the standby tem-

perature. In order to prevent read disturbance, the reading current is about

three times lower than the writing current, the injected power density being

thus almost one order of magnitude lower than during the writing cycle.

TAS approach also presents many advantages compared to conventional

MRAM architectures:
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• Since the write selection is temperature driven, a combination of mag-

netic field with heating current is required to switch the junction. There

is no more parasite writing due to half-selected bits.

• The magnetic anisotropy is now provided by the antiferromagnet. The

use of circular elements instead of ellipses is then possible since shape

anisotropy is not necessary in contrast to toggle MRAM. This simplifies

the lithography and etching steps and gives the maximum areal bit

density.

• Since the system is not bistable anymore at zero field, thanks to the

exchange bias provided by the antiferromagnet, TAS provides good

reliability under field disturbance. Indeed, in standby conditions, even

if the resistance state of a bit is changed by external parasitic fields,

the resistance state after the field perturbation goes back to its initial

value.

• TA-MRAMs present a good scalability since the power density required

to heat the junction is proportional to the square of the current density.

This technology thus scales with the junction area.

• Only one field line is required to write a bit, contrary to conventional

technologies. This leads to reduced power consumption, especially be-

cause heating the junction requires less current than generating a field

(typically, the heating current is in the order of 0.1-0.5 mA, while the

writing current is in the order of 5-20 mA at the 130 nm technological

node). Moreover, using circular elements allows decreasing the field

required to switch the storage layer magnetization under write condi-

tions. Indeed, in that case, the shape anisotropy term is cancelled, and

the barrier of energy is reduced to the magnetocrystalline anisotropy

energy of the ferromagnet that is engineered to be as low as possible.

• Finally, it becomes possible to use a single field line to switch simul-

taneously several bits, further reducing the write consumption. The
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writing procedure consists in injecting a current with a first polarity in

the field line, the generated field being exerted on an assembly of MTJ.

A heating current is injected in all the junctions, all bits being thus

written in state ’1’. The current injected in the junctions that have to

be written in the ’1’ state is stopped, while the current is maintained in

the junctions that have to be written in the ’0’ state. Then, a current

is injected in the field line with the opposite polarity, switching the bits

that have to be written in the ’0’ state. An example of such a writing

procedure is depicted on Fig. 4.2. N bits can be thus written with

only two pulses of magnetic field (for comparison, at least N pulses of

magnetic field would be required in toggle writing).

Figure 4.2: Multiple bits writing scheme. First, all bits are written in state

’1’ by injecting a heating pulse in all junctions while applying a magnetic field

in the ’1’ direction. The heating current is then switched off for the junctions

that have to be written in the ’1’ state and maintained in the junctions that

have to be written in the ’0’ state. Then, the magnetic field is reversed in

the ’0’ direction, switching all junctions that have to be written in the ’0’

state. This writing procedure allows writing N -bit-long words with only two

magnetic fields and thus reducing the overall writing power consumption.
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4.2 Experimental Setup

The 1kbits memory device integrated into a CMOS process is made of a

32x32 array. All measurements were performed with RIFLE ATE. The cell

and the test array architecture are depicted in Fig. 4.3, where:

• MTJ is the Magnetic Tunnel Junction device, composed of two ferro-

magnetic layers separated by an insulating layer;

• SP1, SP2 and SP3 are sense pads used during read. SP1 is on the top

of the MTJ, SP2 is connected right below the MTJ and SP3 is between

a poly 500 Ω resistance and a select transistor.

Figure 4.3: Structure of a TAS-MRAM cell and its integration into the array

tested in this work.

In order to change the state of a memory cell, two different writing op-

erations are available: Write ’0’ (W0) and Write ’1’ (W1). Both opera-

tions require two voltages: VFORCE is required to locally heat the mag-

netic material, whereas VSWITCH allows changing the magnetic field po-

larization after heating. All write operations have been performed with

TFORCE = 500ns, TSWITCH = 600ns and Trise/fall = 500ns for both voltages

in order to avoid overshoot issues. All read operations have been performed

with VSWITCH = 0V , VFORCE = 0.3V , TFORCE = 10µs and Trise/fall = 1µs.
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4.3 TAS-MRAM arrays characterization

In this section the reliability and the cell-to-cell variability during 500k

endurance cycles have been evaluated by extracting a set of characteristic

parameters from measurements performed on 1kbits arrays, following the

guidelines provided in [93]. After a preliminary optimization of the writing

parameters on fresh devices, the effectiveness of the selected parameters has

been verified during cycling by evaluating their impact on cell-to-cell vari-

ability and on the reliability lowering due to the cell breakdown [123, 124].

To evaluate the impact of heating and switching voltages on write oper-

ations, a preliminary hysteresis analysis of both parameters has been per-

formed on fresh devices. |VSWITCH| has been increased from 0.2V to 5V

with |∆VSWITCH| = 0.2V and VFORCE = 1.4V . The same procedure has

been applied to evaluate VFORCE hysteresis by increasing VFORCE from 0.2V

to 1.8V with ∆VFORCE = 0.2V and |VSWITCH| = 5V . A read operation

has been performed after every step in both hysteresis analysis. Fig. 4.4 (a)

shows the average resistances measured during switching voltage hysteresis

and the switching parameters extracted for further analysis of W0 and W1

operations with VFORCE = 1.4V :

• RW0 and RW1 are the average values of resistance RW0 and RW1, re-

spectively measured at VSWITCH = 5V and VSWITCH = −5V .

• VW0 and VW1 are the average switching voltages VW0 and VW1, re-

spectively, that allow obtaining a variation ∆R = 1kΩ of the average

measured resistance values.

Fig. 4.4 (b) shows the average resistances of the array cells measured dur-

ing heating voltage hysteresis in W0 and W1 operations with |VSWITCH| =
5V . It can be observed that VFORCE ≥ 1V is required in order to suc-

cessfully switch the magnetic field, whereas using VFORCE > 1.6V shows no

advantages in terms of average resistance for both W0 and W1 operations.

VFORCE = 1.4V and |VSWITCH| = 5V are shown to be the optimal write

conditions, ensuring the highest resistance difference in W1 and W0 states.
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Figure 4.4: VSWITCH (a) and VFORCE (b) hysteresis on fresh devices.

To evaluate the cells performance and reliability during cycling and the

effect of the cell degradation, 500k W0 and W1 operations have been per-

formed with VFORCE = 1.4V and |VSWITCH| = 5V . Fig. 4.5 shows the

switching voltage (a) and the heating voltage (b) hysteresis evolution during

cycling: an equal RW0 and RW1 variation can be observed, thus keeping the

resistance difference constant during cycling.
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Figure 4.5: VSWITCH hysteresis measured during W0 and W1 operations at

different cycles with VFORCE = 1.4V (a). VFORCE hysteresis measured during

W0 and W1 operations at different cycles with |VSWITCH| = 5V (b).
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Fig. 4.6 shows the cumulative distributions of the read resistances mea-

sured after W0 and W1 operations at different cycles. Left tails on the

distributions appear during cycles due to the cell degradation for a limited

percentage of cells (below 3% after 500k cycles).
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Figure 4.6: RW0 and RW1 cumulative distributions measured during 500k

cycling with VFORCE = 1.4V , |VSWITCH| = 5V .

In order to evaluate the impact of VFORCE during cycling, 500k cycles

have been performed with different VFORCE values and |VSWITCH| = 5V ,

measuring RW0 and RW1 at different cycles. RW0 and RW1 measured during

cycling are reported in Fig. 4.7, showing a sudden cell degradation after

100k cycles with VFORCE = 1.6V and after 1k cycles with VFORCE = 1.8V ,

whereas the average resistances do not show any relevant change during the

endurance tests with VFORCE = 1.2V and 1.4V .

The dispersion coefficients (i.e. standard deviation over mean value) for

RW1 and RW0, evaluated during cycling with different VFORCE conditions,

are reported in Fig. 4.8: a rapid increase of their values can be observed

before the breakdown with VFORCE = 1.6V and VFORCE = 1.8V at cycles

50k and 500, respectively. The use of VFORCE = 1.4V induces the lowest

cell-to-cell variability of RW0 and RW1 during cycling.

The cumulative distributions of the VW0 and VW1 parameters measured

during cycling with different VFORCE conditions are reported in Fig. 4.9.
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Figure 4.7: RW0 (full lines) and RW1 (dotted lines) measured during 500k

cycling with different VFORCE conditions.

1 10 100 1k 10k 500k

Switching Cycles

0.0

0.5

1.0

1.5

R
W

0
 d

is
p

er
si

o
n

 c
o
ef

f.

CELLS BREAKDOWN LIMIT

(a)

1 10 100 1k 10k 500k

Switching Cycles

0.0

0.5

1.0

1.5

R
W

1
 d

is
p

er
si

o
n

 c
o
ef

f.

V
FORCE

=1.2V

V
FORCE

=1.4V

V
FORCE

=1.6V

V
FORCE

=1.8V

CELLS BREAKDOWN LIMIT

(b)

Figure 4.8: RW0 (a) and RW1 (b) dispersion coefficients measured during

500k cycling with different VFORCE conditions.

The cumulative number of cells do not reach 1k because a limited number

of cells do not reach, in switching, the assumed ∆R = 1kΩ. The mini-

mum cell-to-cell variability during the endurance test is obtained by using

VFORCE = 1.4V . Moreover, VFORCE = 1.4V shows the highest cumulative

number of switched cells: this means that a higher cells percentage reached

the requested resistance variation ∆R = 1kΩ. According to the obtained
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Figure 4.9: Cumulative number of switching cells reaching the assumed vari-

ation ∆R = 1kΩ with different VFORCE during cycling.

results, the use of VFORCE = 1.4V has to be preferred since it guarantees

the best reliability in cycling, denoted as the percentage of cells correctly

switching. Using higher heating voltages results in a reduced yield (lower

percentages of cells reaching the requested ∆R) and in a faster breakdown.

According to the reported analysis, RW0 and RW1 are shown to depend on

VFORCE, VSWITCH and cycling: the relationship between these parameters

has been analyzed through 3D plots for different VFORCE conditions for both

W0 (Fig. 4.10) and W1 (Fig. 4.11).
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Figure 4.10: 3D plot of RW0 as a function of VSWITCH and cycle number for

different VFORCE conditions.
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Figure 4.11: 3D plot of RW1 as a function of VSWITCH and cycle number for

different VFORCE conditions.
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RW0 and RW1 depend on |VSWITCH| for any cycling and VFORCE condi-

tions: |VSWITCH| = 5V allows obtaining the highest RW0 values and lowest

RW1 values. Using too high heating voltages (i.e. VFORCE ≥ 1.6V ) results

in a shorter lifetime, independently from VSWITCH. The most important pa-

rameter used to evaluate the switching capabilities on MRAM is the tunnel

magnetoresistance (TMR) [125], calculated as:

TMR =
RW0 − RW1

RW1
(4.1)

TMR cumulative distributions measured during endurance test at differ-

ent cycles are reported in Fig. 4.12 for each VFORCE condition. Since TMR

depends on the difference between RW0 and RW1 and the resistance shift due

to cell degradation is the same on both resistive states, no relevant variations

can be observed on TMR until the cell breakdown is reached. VFORCE = 1.4

allows obtaining the highest TMR in each cycling condition.

4.4 Self Referenced TAS-MRAM

Field-induced TAS has been also implemented in a second generation of

MRAM cells with a self-reference reading scheme [115, 126]. In that config-

uration, the reference layer is replaced by a soft ferromagnetic layer called

”sense layer”, while the storage layer is similar to standard in-plane magne-

tized TAS-MRAM (i.e. a ferromagnetic layer pinned by an antiferromagnet

at the standby temperature). A standard self-reference stack thus consists

in a F/MgO/F/AF or F/MgO/F/Ru/F/AF multilayer, in which the first F

layer is the sense layer, and the second F/AF layers (or F/Ru/F/AF) are

the storage layer. The reading scheme is performed in two steps depicted in

Fig. 4.13: first, the sense layer magnetization is set in one direction by the

magnetic field generated by the field line, and the MTJ resistance is mea-

sured. The sense layer is then switched in the opposite direction and the

new MTJ resistance is measured. The resistance variation (either positive or
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Figure 4.12: TMR measured during cycling with different VFORCE conditions

at cycle 1 (a), 1k (b), 100k (c) and 500k (d) .

negative) between the two measurements yields the magnetic orientation of

the storage layer and thus the stored data.

In this approach, the read cycle is longer than in the standard method,

but this self-reference reading approach strongly improves the tolerance to

process variation compared to the standard resistance measurement reading

scheme. Indeed, MTJ diameter or tunnel barrier thickness variations lead to

large spreads of minimum and even more maximum MTJ resistances. The

12 σ separation criterion may not be fulfilled at small technological nodes,

and thus the standard reading scheme could not be reliably used to read

the stored data. This issue is solved with a self-reference reading scheme.
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Figure 4.13: Self-reference reading scheme. The sense layer is switched in

a first predetermined direction (left) and then in the opposite one (middle).

The MTJ resistance is measured after both steps. The difference of resistance

between the two steps, either negative (right, top) or positive (right, bottom),

yields the storage layer pinning direction and thus the stored data.

Moreover, the TMR of the MTJ does not need to be as high as in standard

TAS-MRAM. Indeed, since only the sign of the resistance change is used

to read out the stored data, a TMR ratio of 10 % is sufficient to ensure

a correct reading of the cell. The writing of the storage layer is achieved

similarly to TAS-MRAM devices by the application of a combination of an

external field and a heating pulse that allows the storage layer to be switched

and then pinned in the opposite direction as the system cools back below its

antiferromagnet blocking temperature. During writing, the pulse applied

on the field line is always longer than the heating pulse to ensure that the

storage layer is still pinned in the desired direction while cooling down after

switching.

In this section, 1 kbit self-referenced TAS-MRAM arrays are characterized

in terms of hysteresis, endurance and retention. Test setup, cells and array

structures are the same of 4.2: the only difference is in the sensing layer.
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4.4.1 Hysteresis analysis

To evaluate the impact of heating (VIOF ) and switching (VFLD) voltages

on write operations, a preliminary hysteresis analysis of both parameters

has been performed on fresh devices. The field line voltage hysteresis was

measured by applying write pulses with VPULSE,IOF = 1.6V, TPULSE,IOF =

500ns, VPULSE,FLD increased from 0.1 to 3V with VSTEP = 0.1V, TPULSE,FLD

= 700ns and TRISE/FALL = 100ns for both pulses. The read resistances mea-

sured during hysteresis are reported in Fig. 4.14 (a). In this case, two reading

operations are always performed where the sense layer magnetization is set

in opposite directions by the field lines FLDM and FLDP by applying 6.8V

on the field line for 70 µ, with VIOF fixed to 0.3 V for 50 µ.

The IOF line voltage hysteresis was measured by applying write pulses

with VPULSE,IOF increased from 0.1 to 2V with VSTEP = 0.1V, TPULSE,IOF =

500ns, VPULSE,IOF increased from 0.1 to 3V with VSTEP = 0.1V, TPULSE,FLD

= 700ns and TRISE/FALL = 100ns for both pulses. The read resistances

measured during hysteresis are reported in Fig. 4.14 (b). It is possible to

observe from the hysteresis results that VFLD >2 V and VIOF > 1.4 V are

required to obtain a proper switching.

4.4.2 Endurance

To evaluate the cells performance and reliability during cycling and the

effect of the cell degradation, 500k Write ”0” and Write ”1” operations have

been performed. Read and Write conditions used during cycling are reported

in Tab. 4.1. Fig. 4.15 shows the cumulative distributions of the read resis-

tances measured after Write ”0” and ”Write ”1”, measured at cycle 1 and

after 500k cycles. Left tails on the distributions appear due to the cell degra-

dation. The differential resistance, calculated as ∆R=Rread,FLDP -Rread,FLDM

is difference between the read resistances measured when the field line voltage

is applied on FLDP and FLDM, respectively.

Fig. 4.16 shows ∆R average values and the standard deviation calculated
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Figure 4.14: FLD (a) and IOF (b) voltage hysteresis.

Table 4.1: Read and Write operations parameters.

Operation VIOF TIOF VFLDP TFLDP VFLDM TFLDM

Read FLDP 0.3 V 50µs 6.8 V 70µs - -

Read FLDM 0.3 V 50µs - - 6.8 V 70µs

Write ”0” 1.6 V 500 ns 2.5 V 700 ns - -

Write ”1” 1.6 V 500 ns - - 2.5 V 700 ns

after Write ”0” and Write ”1” operations during 500k cycles. The cumulative

distributions ∆R obtained after Write ”0” and Write ”1” operations, at cycle

1 and after 500k cycles are reported in Fig. 4.17. It can be observed that
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even if the resistance window is smaller compared to standard TAS-MRAM,

the differential read allows to successfully separate the ∆R distributions.

Figure 4.15: Cumulative distributions of Read Resistances measured after

Write ”0” (left) and Write ”1” (right).
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Figure 4.16: Average value and standard deviations of the differential read

resistances measured after Write ”0” and Write ”1” during 500k endurance

cycles.
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Figure 4.17: Cumulative distributions of the differential read resistances mea-

sured after Write ”0” and Write ”1” at cycle 1 and after 500k endurance

cycles.

4.4.3 Retention

Measurements have been performed to evaluate the data retention degra-

dation by baking ceramic packaged test chips with both fresh and cycled

devices at 160◦C for 150 hours and then at 200◦C for 100 hours. Cumulative

distributions of Read Resistances measured after Write ”0” and Write ”1”,

before and after the retention tests on fresh and cycled devices are reported

in Fig. 4.18. The temperature tests show no relevant impact on the measured

distributions. The average values and standard deviations of the differential

resistances calculated after Write ”0” and Write ”1” during the retention

tests for fresh and cycled devices are reported in Fig. 4.19 (a,b). A larger

read window (i.e. the distance between the measured differential resistances

after write operations) and lower standard deviation is observed on fresh de-

vices, however the retention tests do not cause any relevant variation on the

read windows. The average differential resistances ∆R calculated during the

retentions tests on fresh and cycled devices are shown in Fig. 4.19 (c). Again,

no relevant impact of the retention tests is observed.
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(a)

(b)

Figure 4.18: Cumulative distributions of Read Resistances measured after

Write ”0” and Write ”1” before and after the retention tests on fresh (a) and

cycled (b) devices.
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Figure 4.19: Average value and standard deviations of the differential read

resistances measured during 150 hours of retention at 160◦C and 100 hours

at 200◦C, on fresh (a) and cycled (b) devices and comparison of average

differential read resistances during the retention test (c).



Chapter 5

Conclusions

In this thesis the reliability of three promising candidates for the Flash

memory technology replacement was investigated. Looking into more details

at the aforementioned nonvolatile memory technologies, due to the very dif-

ferent nature of the physics behind them different advantages, disadvantages

and reliability issues were observed compared to Flash. Even if all of them

were able to overcome Flash for several performance and reliability features,

not even one of them could today replace Flash in storage applications or

fit all the requirements of the memory hierarchy to became the universal

memory technology of the future. However, their characteristics make them

suitable for satisfying different market requirements. A comparison of the

main features in terms of performance and reliability between standard Flash

technology and the emerging technologies considered in this thesis is reported

in Tab. 5.1.

The experimental results evidenced that the main reliability issue for

Charge Trap NAND technology is the retention. The use of enhanced pro-

gram and read algorithms allows to reduce the charge loss, increasing the

overall memory reliability. The SSD simulations evidenced that the relia-

bility increase obtained with such algorithms allows to satisfy the Quality

of Service requirements of enterprise SSD for a longer number of endurance

cycles compared to the standard programming algorithm. The endurance

153
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Table 5.1: Performance and reliability comparison.

Metric Flash NAND CT-NAND RRAM TAS-MRAM

Write/Read

Speed

Slow

(≈ms)

Slow

(≈ms)

Fast

(≈100 ns)

Fast

(≈100 ns)

Endurance
Low

(≈104)

Low

(≈105)

Medium

(≈106)

High

(>106)

Retention Medium Low Medium High

Integration

Density

High

(≈Tbit)

High

(>Tbit)

Medium

(≈Mbit)

Low

(<Mbit)

Reliability

Limiting Factor
Scalability Retention

Intrinsic

variability
Process

Expected

Applications

SSD,

Storage

SSD,

Storage

Embedded,

Space,

Neuromorphic,

Wearable

Embedded,

Automotive

gain in different SSD architectures for enterprise environments is quantified

by a factor four. As a consequence, the advantages in terms of SSD’s Qual-

ity of Service obtained by using enhanced algorithms are demonstrated to

be outstanding for cold storage scenarios in which the read operations are

much more than the write operations, hence the lower programming speed

of the enhanced program algorithms will not impact the performances. In

conclusion, the high scalability of Charge Trap technology still makes it the

most attractive solution for the 3D integration in hyper-scaled arrays since

its reliability problems can be mitigated through programming algorithms

and error correction techniques. As future work, could be interesting to eval-

uate the impact of the proposed algorithms on 3D CT arrays as well as the

expected SSD performance and reliability.

RRAM technology results showed that its main reliability issue is the
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variability from cell-to-cell and cycle-to-cycle. It has been shown that in HRS

the variability limiting element is the MIM stack, while in LRS is the selector

giving a guideline for variability reduction in both conduction regimes. As

future work could be interesting to study how these intrinsic variability limits

behave when enhanced program algorithms are used. Several solutions were

proposed to reduce and control the variability such as process optimization

and program and verify algorithms usage: both solutions showed promising

results. However, such variability issues are expected to increase on arrays

larger than the 4kbits considered in this thesis. Hence, RRAMs seems to

be promising only for applications were small array sizes are requested. In

embedded and wearable applications RRAM speed and low power features

could be interesting advantages. Space applications is another appealing

market because of RRAM radiation hard intrinsic features. Finally, RRAMs

are gathering a lot of interest for neuromorphic applications, in which a high

variability is requested to emulate the physics of a neural network in an

effective way.

TAS-MRAM characterization results evidenced a low cell-to-cell and cycle-

to-cycle variability. In this technology the reliability is process-dependent

only, hence as soon as the process will be fully optimized this is not expected

to be a limit anymore. Self Referenced TAS-MRAM showed increased relia-

bility and process variability immunity even at high temperatures up to 500k

endurance cycles, at the cost of a longer read. However, the high power re-

quirements (around mA per bit in program) and the process complexity still

prevent this technology from its commercialization. To this extent, process

and stack optimizations will be necessary to reduce the power requirements

without impacting the reliability. TAS-MRAM could be an interesting tech-

nology for automotive/embedded applications, requiring small array sizes

and very high reliability features.
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