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Abstract

Smart grid is a fast-growing technology, and this growth implies an enormous demand
for better modelling and control. Non-linear behaviour and uncertainties represent
for control a challenging task to overcome. These considerations drive the lack of
advanced modelling and further development of optimal control strategies, with the
primary aim of maximising the energy efficiency.
The research proposes an optimal approach for network layout and control for a smart
grid electrical substation with photo-voltaic generation. The optimisation method
relies on heuristics and hierarchical control, minimising the network length and the
steady state error. Smart power substation is the name for the planned scheme.
The network layout is multi-layered and bases on heuristic algorithms. The first and
second layer routes underground geo-reference electrical networks, which minimises
network length. Maximising the power quality, the network reliability and reducing
the implementation cost. The third layer optimally allocates the photo-voltaic rooftop
panels with a geo-reference criterion.
Hierarchical control appears from the primary controller, which controls the current
and the voltage outputs. The secondary control regulates the references for voltage
amplitude and frequency, which based on the expected active and reactive power.
Finally, the tertiary control deals with energy management and dispatching, which
implements a communication coordination among the individual controllers.
The cost functions determine the optimal coefficients values for each individual con-
troller to reduce the steady state error. For this purpose, the investigation tests several
performance indices to notice which reach the less error, like as integral square error
indices methods. The system steady state is over-damped, and it has not over-shoot.
However, it has a 5% of oscillations around the desired voltage level, which keep a
constant pattern. The response time is fast, considering the non-linear elements
behaviour and the multiple system interactions. Hence, the establishing time is less
than 0.4 seconds where, despite the increase in load, the system output satisfies the
system’s requirements in terms of power and voltage.
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Chapter 1

Introduction

The main research objective is to find the optimal routing and control in Electrical
Distribution System (EDS) for MG using heuristic methods and Hierarchical Control
System (HCS) minimising length for electrical path connection and absolute error for
the controllable parameters.
The optimal routing for an EDS minimises implementation cost, environmental im-
pact and accomplish the best technical, regulatory advantages for an electrical net-
work (Aghaei et al., 2014). Since technical perspective a SG, which is a integration
EDS and DG is only possible when the system has an optimal planning, and it is
considered the allocation for generation units (Theo et al., 2017). Thus, an efficient
MG is implemented upon a minimal extension EDS.
The optimal control is focused in minimising the error for loop control but maintain-
ing an acceptable operational cost. The SG is controlled by a SPSS implementing an
optimal HCS, which minimises the absolute error, and improves power quality, taking
on consideration frequency and voltage parameters (Hirsch et al., 2018).
SPSS is implemented in SG to reach a best performance in the general systems, for
instance, voltage and frequency regulation, load sharing, Renewable Energy Resources
(RES) coordination, synchronisation with the main grid, power control and optimising
the operating cost (Irfan et al., 2017).
The model is validated comparing with similar techniques, under parameters such as,
the computational cost, transient response, and others. Including a complete analysis
in the system performance against abrupt change, dynamic behaviour and some types
of faults, incipient or instantaneous and the % of Total Harmonic Distortion Total
Harmonics Distortion (THD).
The review explores several methodologies for optimal planning and control for SG,
taking on account flexibility, reliability, sustainable, security and two way power and
communication sharing (Colak et al., 2015). The research explores some optimisa-
tion techniques to find the optimal control, the objective function can minimise the
response time, the energy consumption, and maximise the reliability by means the
improving the controller to be more robust (Twaha and Ramli, 2018).
The traditional EDS has the similar structure around the world, and its power is un-
reliable, susceptible to blackouts, has poor power quality, high losses, thus, it is not
possible to integrate DER. Therefore, a well controlled SG is a solution for improve the

7
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• There might be a soft computer or heuristic method, which allows to determine
an optimal allocation for distributed generation. It can be based for SG imple-
mentation.

• There might be the appropriate, identifiable, encapsulated in a mathematical
model for the system under study, where it could represents all the dynamic and
transient for several electrical characteristics.

• It is considered that the system is non-linear, thus it could not be represented
by a identification techniques of classic control theory; for instance, state space.
It is necessary to appeal to more complex control structures, including iden-
tification tools, like soft computing models to find an accurate model. The
model quality depends on their ability to modelling the transient and stable
state behaviour, including the time variant and dynamics changes of the system.

• There might be control structures, which can be implemented by a SPSS, in or-
der to improve its transition stability against different disturbance. Additionally,
it is assume that the control can be optimise through algorithms to tackle the
control problem and minimising the absolute error in steady state.

• It is supposed that there are mechanisms to determine "how good" are the
algorithms, which is applied to the optimised controller. Even if, it could not be
the optimal solution; perhaps, it can be found an local optimal using heuristic
approaches.

It is also supposed that the implemented methodology would not reached an
optimal performance due to the following reasons: a) The optimal multi-layer routing
strategy is complicated and take more time than mathematical approaches a) Ade-
quate identification process has not been developed, which allow obtain the total
representation in a mathematical model including the dynamic system behaviour,
and b) comparison between optimisation techniques in the controllers has not been
reach a clear results, showing clearly the best methodology. To this end, a quasi or
totally optimal controller will be defined to take into account energy management or
another parameter.

1.1 Nomenclature

The main definitions were taken from (Isermann and Balle, 1997) and (IEEE, 1970)
listed in the following section, regarding to electrical power, control system, modelling,
and system properties.
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• Electrical Power:

– Power System: A group of one or more generating sources and/or connect-
ing transmission lines operated under common management or supervi-
sion to supply load.

– Control Area: A power system, a part of a system, to which a common
generation control scheme is applied.

– Net Interchange: The algebraic sum of the power of Power and/or Energy
on the area tie lines of a control area.

– System Frequency: The actual frequency of the power system alternating
voltage.

– Unit Control Error: The unit generation minus the assigned unit genera-
tion.

– Master Controller: device that generates a corrective action, in response
to the area control error.

• Control System:

– Error: a deviation between a measured or computed value of an output
variable and its true or theoretically correct one.

– Proportional Control Action: Action in which there is a linear relation
between the output and the input of the controller.

– Integral Control Action: Action in which the output of the controller is
proportional to the time integral of the input.

– Derivative Control Action: Action in which the output of the controller is
proportional to the first time derivative of the input.

– Closed-Loop Control System: A control system in which the controlled
quantity is measured and compared with the desired performance.

– Final Controlling Element: The controlling element which directly changes
the value of the manipulated variable.

– Disturbance: an unknown and uncontrolled input acting on a system.

• Models:

– Quantitative model: use of static and dynamic relations among system
variables and parameters in order to describe the system behaviour in
quantitative mathematical terms.

– Qualitative model: use of static and dynamic relations among system
variables in order to describe the system behaviour in qualitative terms,
such as causalities.

– Analytical model: the mathematical relations among the system variables
are based on physical laws deriving by the knowledge of the system be-
haviour.
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– Data-driven model: the mathematical relations among the system vari-
ables are inferred on the basis of a data set acquired from the system itself.

• System properties:

– Reliability: ability of a system to perform a required function under stated
conditions, within a given scope, during a given period of time.

– Safety: ability of a system not to cause danger to persons or equipment or
the environment.

– Availability: probability that a system or equipment will operate satisfac-
torily and effectively at any point of time.

1.2 Outline of the Thesis

The contents of the thesis are briefly summarized in the following, in order to provide
an overview of the PhD thesis.

• Chapter 2: it presents a discussion about projects and researches papers that
have been published in some relevant journals in the scientific content to con-
tribute to solve the proposed problem. Then, a comparison between centralised
and distributed system generation is described based on bibliographic refer-
ence. Next, the methodology for controlling a SG is listed in chronological order,
including identification, controller, optimisation and verification.

• Chapter 3: Here is presented the optimal routing, which is based on heuristic
algorithms. It is used to solve the routing underground electrical networks prob-
lem in a georeferenced area. The model proposed is a multi-layered algorithm.

• Chapter 4: In this chapter is presented the optimal control methodology for
the smart substation; the SPSS, which controls the SG. The SPSS is based on
Hierarchical Control HCS to operate the entire network. The control system is
divided in layers, from the primary, secondary and tertiary controller.

• Chapter 5: this chapter addresses the performances achieved by developed
SPSS control, implemented on SG. It reports the result obtained in comparison
with other schemes proposed in literature, and briefly described. Then, the
validation is also performed by means of a performance indices.

• Chapter 6: the conclusions and the future work are presented in the section.



Chapter 2

State of the Art

In the present section is presented a discussion about projects and researches papers
that have been published in some relevant journals in the scientific content to con-
tribute to solve the proposed problem. The SotA is divided into relevance and impact
in the world and regionally. However, there is a lack of research evidence about a
proper developing in the region. Therefore, the most of the research considered are
from another places around the world.
SotA includes models developed by other researches, which have proposed to solve
the problem, as well as, several methodologies around the field and different models
used for solving optimisation.
The most important review article in the field are listed below:

• The paper (Ustun et al., 2011) reviews the MG concept, including the current
literature, and the recent research projects, and the relevant standards.

• In (Planas et al., 2013, 2015) presents a description of MG, including the main
features and the control systems.

• In (Hossain et al., 2014) compares the implemented MG in various regions,
defining the features of them. Including the existing MG test-beds.

• (Olivares et al., 2014) reviews the major issues and challenges in MG control. The
author classified the control into three levels, primary, secondary and tertiary.

• (Tareen et al., 2017) explains the current techniques and limitations for devel-
oping and inverted devices for RES, specially PV and Wind Energy Conversion
Systems (WECS).

• In (Nutkani et al., 2015) proposed an autonomous droop scheme for energy
management for inter-tied MG in Grid-Connected Mode (GCM) or stand-alone
mode.

• In (Eghtedarpour and Farjah, 2014) designed a power management system for
power interchange for hybrid ac/dc MG.

12
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The work (Dineva et al., 2019) explores a review of soft computing models for con-
trolling electrical applications, which includes fuzzy systems, Neural Network (NN),
evolutionary composition, probabilistic applications and rough methods.
There are several heuristic approaches, among them, Adaptive Neuro-Fuzzy Inference
System (ANFIS) method, which is an special NN structure, which improved the basic
algorithm and can include new patterns through learning. This model is used in (Fatih
et al., 2017) for controlling a WECS inverter to reduce the disturbance and reducing
the % of THD.
Some authors proposed software based solutions for general optimisation prob-
lems, whose are mostly implemented in MATLAB/Simulink. In (Andersson et al.,
2019) is considered a software framework for nonlinear optimisation and OCP, which
solves constrained problems by differential equations. For instance, a software called
"CasADi", which is proposed in (Leek, 2016) to solve problems related to OCP, the
program mainly improves the solution performance including time variations dis-
cretization problem.
In (Zhang et al., 2017) a strategy is proposed to evaluate novel coordination methods
in smart substation using Field Programmable Gate Array (FPGA); moreover, it pro-
poses an experimental implementation using hardware in loop, which can help to
demonstrate the real performance of any experimental application.
In MG research area, there are some innovative techniques to improve their perfor-
mance. The work (Hajiakbari Fini and Hamedani Golshan, 2018) determines the
optimal virtual inertia and the frequency control parameters to preserve the stability
in the case of islanded MG. In (Heymann et al., 2018) it is addressed the procedure to
implement the OCP in MG through rolling horizon formulation; moreover, it describes
the problem as Mixed Integer Linear Programming (MILP), where the final operation
cost is the objective function and the constraints are the physical battery conditions
and its charge and discharge process.
Figure 2.1 shows a SG with all its constituent elements. Among them, there is imple-
mented a MG with different resources, for instance PV generation, Hydraulic Power
Generation (HG), WECS, Combined Heat and Power (CHP) and Electric Vehicles (EV).
Each of those generation types has different characteristics and control techniques.
The work (Olivares et al., 2014) presented MG trends and the control problems that
challenging this novel and spreading system type. The proposed problem is the system
outputs must track their reference signals, and the control must ensure that the system
oscillations are properly damped in the case of transition between operation modes.
Additionally, the article divides the control types, including primary and secondary
control; in particular, the first is the charge of maintaining the electrical parameters in
acceptable limits, while the second is the responsible for the economical and reliable
grid operation. Finally, the paper discusses about the system nature and its features.
Figure 2.2 shows the centralised control enables the implementation of online opti-
misation routines, while the decentralised control coordinates the action of a grid
connected system with a MG.

The work (Hossain and Ali, 2015) compares the performances of three different soft
computing models, like fuzzy logic controller, static non-linear controller and ANFIS.
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the integration of distributed energy resources (Tulabing et al., 2016), (Duque et al.,
2017).
(Gajić et al., 2008) is one of the most referenced book in the field of OCP. In partic-
ular, this reference analyses the weakly coupled systems, whose small parameters
cause weak connections. The problem is solved through two methodologies, i.e. the
recursive and the Hamilton approach, obtaining great performance in controlling the
analysed systems.
The work (Dong et al., 2018) proposed a coordination strategy in the different substa-
tion transformers in a SG; the problem is defined as a multi-objective optimisation. Its
objective function is minimising the bus voltage deviation and the total power loss; on
the other hand, the control is implemented in a Static Var Compesator (SVR), which is
solved with a genetic algorithm with Pareto frontier.
The paper (Wang et al., 2018a,b) proposed a load optimal control algorithm, which
improve the model of game theory because it cannot accurately optimise the load
control of a SG; on the other hand, it is planned a load distribution using clustering to
improve the load change rate. It is investigated the coordination problem to improve
the reliability in the network and to reduce the cost of energy of the imported power
from the commercial grid. Moreover, a complete network with the calculation proce-
dure is shown in (Khalid et al., 2018).
There are several MG implemented in the literature, for instance in (Ortiz et al., 2019).
It is proposed a MG, which consists of hybrid Direct Current (DC) and Alternating
Current (AC) buses with different types of loads and distributed generation at two
voltage levels. The model was simulated using the MATLAB/Simulink environmental
simulation platform.
The solution for the most optimisation problems can be solved by linear programming.
However, due to its complexity, it can be used a hard mixed programming level, which
is a problem computationally expensive. In the literature there are some authors,
among them (Inga et al., 2016), who presented an optimisation model based on mini-
mum spanning tree required to deploy Phase Measurement Unit (PMU) throughout
the SG.
The work (Simani et al., 2018) presented a self-tuning control technique for wind
turbine and HG plant. These systems have special interest due to their nonlinear
dynamic nature; moreover, they have stochastic inputs, and the systems normally
present excitation and disturbances. Therefore, the paper presents an analysis of the
exploited benchmark in the control objectives, and the development of the control
solutions improving reliability and robustness.
The methodology to control a SPSS is explained in chronological order, Figure 2.3.
First, the SPSS model is determined, which is used to describe the plant model through
soft computing identification techniques. In control engineering is important to de-
fine the plant to be controlled, and it is usual to implement several soft computing
techniques; for example, NN or fuzzy logic and heuristic applied to system identifica-
tion. The identification process can include complex variables of the power system,
and it must include the static and dynamic static system behaviour.

Secondly, SPSS controller must be designed under criteria of improving the tran-
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Control (CPC), which is composed by a high-performance computing platform. The
CPC provide monitoring, protection, control and communication functions through
collecting the data using time synchronised measurements, and high-speed transfer
in the substation (Brahma, 2016). The CPC implement the protection and control
actions within the substation. The protection of the power system against abnormal
operation is responsibility of the protection system (Brahma, 2016). This control
system is supporting the operation of the devices with specific program installed in
Intelligent Electric Device (IED) and protection relay (Giustina et al., 2015).
The optimisation problem would include the grid components and characteristics
related for achieving the required technical constraints with the minimum invest-
ment cost (Khodr et al., 2009). An optimal substation model can consider all the cost
associated, which will provide the optimal selection and scheduling of multistage
transformer installations in the substation, taking into account the constraints in the
substation system (Humayun et al., 2016). All those detailed topics are relevant for the
novel research fields and they have not been fully explored.
SPSS includes the practical implementation of CPC in a SG or MG, depending on the
implement location. SPSS implements an algorithm to solve the problem of designing
a robust control to enhance the best transient performance of a substation, taking into
account the electrical variables, in order to obtain the optimal energy management.
The algorithm should be designed with distributed and extensible approach, declar-
ing its limitation and future opportunities. A dynamic control of the system should
consider different fault types, even though problems such as fault identification and
isolation (Simani et al., 2011).
SPSS is shown in Figure 2.5 where the model is identified and exploited for the optimal
control of the system, including a comparative analysis of the conditions under which
the system enhance the transient performance of the electrical variables.

The MG mathematical modelling can be implemented as block diagram, where is
represented the behaviour of each individual generator and their relationship using
lines, feed-backs, feed-forwards loops, and addition points.
The entire system can be represented by state space model, in order to highlight
the inputs and outputs and their association. Moreover, it is possible to define state
variables and characterise their performance. There are several types of MG and
they are different depending of their applications; regarding this issue, the technical
literature pretend to find a agreement between the model accuracy and simplicity of
the representation (Sen and Kumar, 2018).
In (Lee and Wang, 2008) it is presented a hybrid MG, which is presented in Figure 2.6,
in the system, there are different DG, for instance,WECS, PV, electrolyte generator
and Fuel Cell (FC) and a diesel generator to maintain the frequency. There are two
elements for Energy Storage System (ESS), a flywheel and a BESS. The sources are
connected to the MG using appropriate Power Energy Converter(PEC).
Figure 2.7 shows how the MG can be represented as block diagram, and the relation-
ships between the block represent the interchange of power. It is shown that the
storage energy devices have a bidirectional power behaviour. Meanwhile, each block
can be represented by a transfer function depending of the accuracy of the DG model,
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the master controls the bus DC voltage and sends the reference signals to the others
PEC. Hence, it requires a flexible communication network, which can improve the
reliability and the system capability (Chethan Raj and Gaonkar, 2016).
The second one is known as peer control, where there are not masters or slaves, be-
cause all the DER take part on the active and reactive power regulation for maintaining
the voltage and frequency stability. The droop control belongs to this category, and it
does not need PEC intercommunication to develop its operation. The proportional
load sharing is guaranteed by means droop control. The third controller is a mixed ver-
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sion between master-slave and peer control; it implies a higher degree of complexity
but gathers the advantages and disadvantages of the two controllers (Guerrero et al.,
2011).
Hierarchical control coordinates the actions of each controller in a MG, starting in the
lower level control to reach the higher level in a central controller (Wang et al., 2020).
A hierarchical control normally reduces the power variations outside the MG and links
the action of the external loops (Li et al., 2020).
The SotA is shown in the Table 2.1, which describes the considered topics. Moreover,
the planed problem includes the objective function, meaning that problem can be
solve by means of a optimisation model, and it can exploit a minimisation or maximi-
sation procedure.
The third column of Table 2.1 describes the constraint that the papers has considered,
here include their physical constraints. And finally, the implemented methodology
used to solve the proposed problem.

Table 2.1: Summary of the related research in the SotA.
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Andersson (Andersson et al., 2019) z z z z z z
Leek (Leek, 2016) z z z z z
Hajiakbari (Hajiakbari Fini and Hamedani Golshan, 2018) z z z z
Gangl (Gangl et al., 2015) z z z z z
Olivares (Olivares et al., 2014) z z z z z z z z z z z
Heymann (Heymann et al., 2018) z z z z z z z z
Rocabert (Rocabert et al., 2012) z z z z z z z z z z
Hajimiragha (Hajimiragha and Zadeh, 2011) z z z z z z z
Bahrani (Bahrani et al., 2013) z z z z z z z
Kleftakis (Kleftakis and Hatziargyriou, 2019) z z z z z z z
Dong (Dong et al., 2018) z z z z z z
Mirakhorli (Mirakhorli and Dong, 2018) z z z z z z z z z
Liu (Liu et al., 2019) z z z z z z z z
Mhankale (Mhankale and Thorat, 2018) z z z z z z z z z
BaoNguyen (Bao Nguyen et al., 2017) z z z z z z z z
Wei (Wei et al., 2017) z z z z z z z z z
Wu (Wu and Wang, 2018) z z z z z z z z z z
Rahmani (Rahmani-Andebili, 2017) z z z z z z z z z
Dissanayake (Dissanayake and Ekneligoda, 2018) z z z z z z z z z z z
Colak (Colak et al., 2015) z z z z z z z z

Figure 2.8 shows a summary of the topics which has been considered in 2.1. It can
be seen that the researches have solved the problem using different methodologies.
One of the most used approaches is optimal control, after that, physical constraints,
followed by solving optimisation and optimal operation. The radial graphic of Figure
2.8 is a tool to decide the path that a research can follow to find the right implementa-
tion of SPSS.
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Figure 2.8: Research orientation based on the SotA.



Chapter 3

Optimal Distribution Network
Planning

The objective of a electrical system planning should the achievement of total users
connectivity, connecting all the points in the system, either as generator or consumer
(Theo et al., 2017). In a centralised EDS, the network shapes a radial topology using the
minimum expansion tree to achieve the maximum connectivity. By this methodology,
the power balance in the network is achieved automatically, as well as the scalabil-
ity requirement is guaranteed, whenever further residential or industrial loads are
required to be connected to the system (Bhowmik et al., 2017).
In a georeferenced scenario, all the elements of the network are represented as nodes.
Aside from the map information like streets, roads, and natural features of the selected
region, this representation includes homes, transformers, generators and substations
locations (Zhang et al., 2020).
In Figure 3.1 is shown an EDS, which is composed by PV and combined heat and power
CHP generators. The EDS distributes the energy in DC & AC, depending on the source
loads. The generators are connected to the distribution links though converters, which
transform the energy level or nature depending of the amount of voltage and whether
the distribution is DC or AC.
The EDS is also composed by electrical components like power lines, transformer and
converters. The EDS must be designed to follow a path with the shortest length, as
this represents a reduction of the implementation cost (Pavón et al., 2019).
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taking on account the parameters for the geographic elements location.

Table 3.1: Parameters and variables for optimal routing.

Nomenclature Description
Cap Capacity constraint for transformers
Cost Total distance
dist distance matrix
di stN Distance customer, transformer
G connectivity matrix
ij geographic variables
N Number of residential customers
M Number of LV transformers
S Number of substations
Path Network connectivity route
PVs PV amount in the network
PVC PV rooftop location
PVP PV power assignation
R Distance constraint for all LV paths
SH End user location
X Latitude coordinate
Y Longitude coordinate
Xs ,Ys Customer location
Xnp ,Ynp Street nearest customer
Xse ,Yse Substation location
Xbe ,Ybe Streets intersection
Xtr ,Ytr Transformer location
XLst ,YLst Coordinates of L street

The objective function, in equation 3.1, minimises the length of expansion tree.
Eqs 3.2 and 3.3 are the constraints for accomplish the radial nature for EDS. Moreover,
the Eq. 3.4 represents the connection state, where the state 0 represents a disconnec-
tion, while the state 1 represents that the system is connected. To solve this problem
it is used a heuristic model. The model is presented with Algorithm 1 (Pavón et al.,
2020).

Minimise
∑

i j∈E
Ci j Xi j (3.1)

Subject to
∑

i j∈E
Xi j = n −1 (3.2)



CHAPTER 3. OPTIMAL DISTRIBUTION NETWORK PLANNING 26

∑
i j∈E:i∈S, j∈S

Xi j ≤ |S|−1 ∀S ⊆ V (3.3)

Xi j ∈ {0,1} ∀i j ∈ E (3.4)

Algorithm 1 Optimal planning of a EDS.

1: procedure
2: Step: 1 Variables definition
3: P,di st ,X,Y,Cap,R
4: Step: 2 Optimal transformer location
5: used ← Pr i m(X,Y);
6: Ind ← f i nd(sum(used) == 1);
7: Xtr ← Xbe (Ind);
8: Ytr ← Ybe (Ind);
9: Step: 3 Street to customer minimum path

10: Loc1 ← [XsYs];
11: Loc2 ← [XLst YLst ];
12: di sti , j ← haversine(Loc1,Loc2);
13: z ← f i nd(di sti , j == mi n(mi n(di sti , j )));
14: EndFor
15: Xnp ← Loc2(z,1);
16: Ynp ← Loc2(z,2);
17: Step: 4 Optimal Routing
18: X ← [Xnp Xtr Xse ];
19: Y ← [Ynp Ytr Yse ];
20: di sti , j = haversine(X,Y);
21: G(di sti , j <= R) ← 1;
22: path ← Pr i mmst (spar se(G));
23: Step: 5 Determining Cost
24: costMV ← costMV +di sti , j (path);
25: Step: 6 Allocation of DER PV generator
26: PVs ← f loor (l eng th(SH)∗0.1);
27: PVC ← kmedoi d s(SH,PVs);
28: PVP ← 10KW;
29: End procedure

Algorithm 1 solves the mathematical problem using 6 consecutive steps. In the
first place, the variables are declared, including the constraint constants, as distance
and the maximum number of customer for each transformer. Open street map is
the source of the geographic information, including the longitude and latitude of
customers, streets, corners represented by coordinated points.
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The second step uses Prim1 algorithm, (Prim, 1957), for optimal transformer selection
based on the street corner coordinates, as they are the candidate locations for the
transformers. The third step finds the closed street point to each end-user using
Haversine2 distance function (Eppstein, 1994).
The step four finds the optimal path for distribution network, which implements a
combination of Haversine and Prim functions. The connectivity matrix is calculated
with the distance between the system nodes, and the matrix is modified based on
the problem restrictions. After that, the Prim algorithm minimises the path, trying
several possibilities in an exhausting search. The minimum cost represented by the
total distance among the elements in the EDS is calculated in the step five.
Finally, the algorithm assigns the rooftop PV in the customer location, the location is
designated by the centre of mass using k-medoids3(Jain et al., 1999) algorithm, and
the criteria of assignation is the 10 % of the final users, who installs the PV generation
(Vargas and Pavón, 2020).

3.2 Optimal Routing Results

the real implementation was developed in the geographic area of Foz do Iguaçu in
Medianeira, Brazil. The limits in longitude are -54.595 to -54.589, and the latitude
from -25.527 to -25.5235, the total area is 0.49 Km2. In the scenario, there are 367 loads
with a total planning power of 2.4 MW of consumption.
The presented model allows to plan the EDS network, the model designs an efficient
and reliable deployment, with the minimum investment cost. The results can handle
the network planning expansion using the initial configuration and expanding the
EDS taking on account short and medium horizon period of time. This case has been
implemented in Matlab, but it can be developed in any other programming language.
Table 3.2 presents the parameters and the results of the simulation. The density in the
studied area is the 700 customers per Km2. The assigned constraint is a maximum
distance of 40 meters from a customer to distribution transformer, and the coverage
must be 100 %.

The system reaches the designed constraints like the under grounded path im-
plementation with radial configuration. The expansion tree starts in the substation:
as a result the main feeder is unique. Whilst, the voltage levels in the secondary coil
substation is 11[Kv], and the LV network voltage is 400[V]. Finally, this procedure
ensures that the final installed load is balanced.
Figure 3.2 is shown the studied scenario in the geographic area. It is divided into clus-

1Prim, R. C. (1957). Shortest connection networks and some generalisations. The Bell System
Technical Journal, 36(6), 1389–1401. https://doi.org/10.1002/j.1538-7305.1957.tb01515.x

2Eppstein, D. (1994). Finding the k shortest paths. Proceedings 35th Annual Symposium on Founda-
tions of Computer Science, 154–165. https://doi.org/10.1109/SFCS.1994.365697

3Jain, A. K., Murty, M. N., Flynn, P. J. (1999). Data clustering: a review. ACM Computing Surveys
(CSUR), 31(3), 264–323.
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Table 3.2: Simulation Parameters.

Item Parameter Value

Density 700 per Km2

End user information Amount in study 367 in all study
Location Geo-reference

Deployment Max transformer distance 40 meters
MV Network transformer cov-
erage

100 %

LV Network end users cover-
age

100 %

Installation type Under-grounded
Network configuration Radial

MV network parame-
ters

Number of primary feeders
number

1

Voltage level 11 [KV]
Total power demand 5.4 [MVA]
Installation type Under-grounded

LV network parame-
ters

Network configuration Radial

Voltage level 400 [V]
Concentrated load balanced

ters using k-medoids algorithm to assign the power consumption and the allocation of
the PV panels. The end user the power consumption is assigned randomly, depending
on the membership cluster. The substation location is aleatory is randomly selected.
Further studies will improve this assumption.
In the same figure is shown the universe of possibilities of transformer location. This
geographic coordinates correspond to the corners in the streets, which technically
allows to construct an underground transformer.
These coordinate points are used in the step four in algorithm 1, adding the maximum
distance between transformers, while the step four output is the number and location
for the selected transformers. The step four also concerns the constraint of maximum
distance between the customer and their feeder transformer.
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Figure 3.2: Studied scenario showing the transformer candidate location, in every corner in
the map.

The connectivity matrix superimposes the distance matrix, which is depicted in
Figure 3.3. It is a symmetrical square coloured matrix representation, where the num-
ber of rows and columns is the same and is the number of nodes in the system.
The same figure represents the distance between the nodes in the scenario, thus there
are possible connections whether the colour is darker, whilst the connection is almost
impossible if the colour is light. With this scenario, it can be noted that the distance
can be between 0 to 800 meters.
The connectivity matrix initially imposes physical limitation; the first is the connec-
tion that cannot be with the same element. Moreover, it constraints the maximum
distance as requirements in this problem. This restrictions are represented by the
white dots. While, the number nz represents the number of total possible connections
in the entire scenario.
The number nz is 3674, which allows to have an idea of how is difficult to meet the
total connectivity condition. If the nz is low, the route is almost impossible or difficult,
but when number is higher then is effortless to have an efficient and confident result.
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Figure 3.3: Distance and connectivity matrix represents in the same graphic the possibility
to achieve a successful experiment.

Figure 3.4 shows the result of the designed methodology of algorithm 1, where
a path that connects the elements in medium voltage and routs along the street to
accomplish the underground implementation. The constraints applied to the Medium
Voltage (MV) network was a maximum distance of 40[m] and guaranteed a 100% of
connectivity.
The resulting network must to be radial and must follow the streets path. Therefore, it
can be deployed as an underground network. Moreover, the medium voltage network
can connect all the transformers through Minimal Steiner Tree 4, for its radial nature
(Imase and Waxman, 1991).
The medium voltage network starts in the substation and through one feeder supplies
the power to the entire network of transformers. Moreover, the transformers allocation
is shown in Figure 3.4 that is limited by the distance and connectivity constraints.
In Figure 3.5 it is shown the implementation of the low voltage network, which repre-
sents the result of the application of Algorithm 1.
The Lower Voltage(LV) network connects the end users to the nearest point in the
path and then links it to the connection to the nearest transformer. The resulting
connectivity is 100 %. The total distance in this network accomplishes the distance

4Imase, M., Waxman, B. M. (1991). Dynamic Steiner Tree Problem. SIAM Journal on Discrete
Mathematics, 4(3), 369–384. https://doi.org/10.1137/0404033
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constraint from the house to the transformer.
Figure 3.6 shows the studied scenario in the geographic area. It is divided into clusters
using k-medoids algorithm to assign the power consumption and the allocation of the
PV panels. Depending on end user cluster, the end user the power consumption is 10
[KW] of power.

Figure 3.4: Optimal medium voltage network, that connect the substation with the trans-
formers in Brazil.
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Figure 3.5: Optimal low voltage network connecting the transformers with customers, ac-
complishing the problems constraints.

Figure 3.6: Optimal Medium Voltage Network, that connect the substation with the trans-
formers in Brazil.

The second case study is part of the EDS of the area of Tytherington in the north
of Macclesfield in Cheshire, England. The limits in longitude in the present study are
−2.1360 to −2.1270, meanwhile, the latitude starts from 53.2730 to 53.2810, the total
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area is 1.15 Km2.
In the scenario, there are 813 loads with a total power of 5.4 [MW]. The presented
model deploys the EDS, including the network planning expansion. Therefore, the
model designs an efficient and reliable EDS, with the lowest investment cost. The
network planning expansion allows us to use the initial configuration and expand
the EDS with a short and medium time period. The model was developed with the
algorithm presented in the last section, which was implemented in Matlab.
In the Table 3.3 are presented the simulation parameters used in the implementation.
The selected area has a density of 700 end users per Km2, which is considered lower in
comparison with the average density in the cities in Europe. The deployment requires
a maximum distance of 100[m] from an end user to transformer, with a coverage of
100% in the entire network.
The installation type in both networks is under grounded and the configuration is
radial in order to accomplish with the EDS requirements. The number of main feeders
from the substation is one. Whilst, the voltage in the MV installation, between the sub-
station and the transformers, is 11[KV], and the LV network voltage is 400[V]. Finally,
the concentrated load is balanced in all the experimental procedure.

Table 3.3: Parameter of Model Simulation Model.

Item Parameter Value

Density 700 per Km2

End user information Amount in study 813 in all study
Location Geo-reference

Deployment Max transformer distance 100 m
MV Network transformer cov-
erage

100%

LV Network end users cover-
age

100%

Installation type Under-grounded
Network configuration Radial

MV network parame-
ters

Number of primary feeders
number

1

Voltage level 11 [KV]
Total power demand 5.4 [MVA]

Installation type Under-grounded
LV network parame-
ters

Network configuration Radial

Voltage level 400 V
Concentrated load balanced

Figure 3.7, which was generated with distance and connectivity constraints of
100[m] and 100%, correspondingly. In the present scenario, there are 55 transformers
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located in the candidate sites, accomplishing the desired constraints. The planned
routing is radial, following the routes of the streets, consequently, the MV network can
be implemented as an underground network. The MV network length is 12.15[Km2],
connected by one conductor all the transformers through Minimal Spanning Tree
(MST). In this scenario, there are 21 transformers and 2[Km] of conductor less than
the initial simulation. However, those savings affects the LV distribution network
design because the reduction in the transformers amount represents the overloading
of them. Moreover, the transformers power capacity must be raised by reason that the
corresponding demand will the higher.

Figure 3.7: Optimal medium voltage network, that connect the substation with the trans-
formers in UK.

The LV network was designed through Algorithm 1, explained in the sections above.
The obtained result is presented in Figure 3.8, there is shown the georeferenced sce-
nario withLV network implementation and irregular polygons sketched in the graph,
delimiting the transformers area of service. The end users with 100% connectivity are
connected to the LV network through the operator service cable. Those cables connect
the home nearest point to the corresponding nearest street point; this calculation is
included in the model. The distance in the LV network includes the length from house
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to the street and from that point down the street to the transformer. The model for the
LV network design is subject to the application of distance restriction.
Figure 3.9 shows the allocation of PV rooftop. All the PV panels have a power of
10[KVA]. The percentage of houses with PV panels are 10% of all the scenario, in total
79 houses, with a total power of 790[KV]. As a result, the rooftop PV panels contribute
to 14.5% to the total power demand. Notice that the distribution of the rooftop PV are
in all the maps, showing the practical allocation of the PV panels. The PV will reduce
the power consumption of the power delivered from the substation in approximately
10%. The MV transformer should be bidirectional for the implementation. The design
should include the protection and network control.
The results are shown in table 3.4, where the distance constraint in the scenario, be-
tween end user to the corresponding transformer are 100[m]. The coverage is 100%
and the % of drop voltage is less than 2%. The number of activated transformers for
the scenario a is 55 transformers with a MV grid length of 12.15[Km], and the distance
of the transformer to the end user is 40[m].

Figure 3.8: Optimal low voltage network connecting the transformers with customers, ac-
complishing the problems constraints.
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Figure 3.9: Location of PV generator using K-medoids algorithm in the 10 % of users.

Table 3.4: Implemented Results.

Specification Scenario B

Max distance model constraint [m] 100
MV and LV Coverage [%] 100

Distribution transformers [number] 55
MV grid length [Km] 12.15
Voltage drop in [%] Max. 2%

LV Transformer to end user average distance [m] 40m



Chapter 4

Control System Methodology

4.1 Microgrid Reference Model

The distribution system mostly operates in AC, but there are several DG, ESS and
loads, which operates in direct current. Thus, an hybrid AC/DC MG combines DC and
AC devices, joining the best characteristics of both types.
The hybrid MG challenges future research topics, for instance control strategies for
power flow regulation, efficiency and reliability improvement.
The scalability of hybrid MG is going to easily integrates new RES technology in the
future, and the cost for those changes might be minimum.
Several MG configurations have different features, each one presenting advantages
and drawbacks, depending of the application. Among the hybrid MG, there exists the
completely isolated type. On the one hand, it is low cost and maintenance, but it also
has low scalability capacity. One example of EDS is on Figure 4.1. On the other hand, it
has high dimensions, high reliability, also has medium capacity for controllability and
fault management. All the characteristics should be compared with partially isolated
(Unamuno and Barrena, 2015a).

37
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Figure 4.1: Reference model system from IEEE with 14 bus bar.

4.2 Plant Modelling

The identification is based on the correlation approach that uses the input and the
outputs from the system. The data are acquired form an experimental procedure
in a fixed time. For example, the input u(k) produces a output y(k) for k time. This
information defines the mathematical model for the analysis of the static and dynamic
behaviour of the system.
It is fundamental to define the input or excitation signal for the system, which must
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have several components in frequency and amplitude (Valverde Gil and Gachet Páez,
2007). The use of strategies to reduce the system order results in lack of resolution in
the representation of real system, however the model is convenient to design method-
ologies with effortless approaches.
The research has considered for the PV mathematical model, shown in Figure 4.2,
based on a single-diode model with sufficient accuracy and a moderate complexity,
as shown by Eqs. 4.1-4.7. The nomenclature is reported in Table 4.1 (Piliougine et al.,
2021; Vallejos, 2017).
The model includes a RS , as in Eq. 4.6, that represents the series resistance and the
resistance in the cell. The RS accurately shapes the Point of Maximum Power (MPPT)
and the VOC, according to Eq. 4.6. The diode includes a quality factor n to match
accurately the PV curve.
The current-Voltage (I-V ) relation follows Eq. 4.1, which is the difference between the
photo-current IL and the product of the reverse saturation current I0 and an exponen-
tial component due to voltage and temperature.
The current source generates Iph which is proportional to the sun light hitting the
panel. In the night or shading conditions, the solar cell acts as p-n junction diode. The
diode gives the I-V characteristics to the PV cells. Eq. 4.2 represents the temperature
function of the cell.
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Figure 4.2: Equivalent circuit for the solar cell.
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Table 4.1: Parameters and variables PV modelling.

Nomenclature Description
I Output current
Id Diode or dark current
I0 Reverse saturation current
Iph Photo current
Rs Cell series resistance
VOC Open circuit voltage
ISC Short circuit current
Rsh Cell shunt resistance
n Diode quality factor
S Ambient irradiation
Snom Nominal irradiation
K0 Temperature coefficient of ISC

I = Iph − I0

(
e

q(V+IRS )
nkT −1

)
(4.1)

Iph = Iph(T−1)+K0(T−T1) (4.2)

Iph(T1) = ISC(T1)
S

Snom
(4.3)

K0 = Isc (T2)− Isc (T1)

T2 −T1
(4.4)

I0 = I0(T1)

(
T

T1

) 3
n

e

qVg

nk

(
1
T − 1

T1

)
(4.5)

RS =− dV

dIVOC

− 1

XV
(4.6)

XV = I0(T1)
q

nkT1
e

qVOC(T1)
nkT1 (4.7)

The description of a MG source is required for applications such as control, stabil-
ity, monitoring and protection. This modelling process can have two approaches: the
first, finding the model for each component, which can cost difficulties, and methods
for reduction can be useful to limit the complexity. The second derives the model for
the overall system using stochastic or predictive algorithms.
It is important to mention that there is not an unique representation for a system
and it is preferable to have the least order possible. A system can be represented by a
transfer function or a state-space model (Sen and Kumar, 2018).
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The research (Popov et al., 2010) presents a DER DC source connected to a LV distribu-
tion network by an power inverter, the model includes a Distributed Generation (RLC)
load and the distribution network dynamics is not taking into account. The model is
described by Eqs. 4.8-4.10.

Table 4.2: Parameters and variables for MG modelling.

Nomenclature Description
VDC DC nominal voltage
r1 Resistance filter
L f o l Inductance filter
C Capacitance filter
ω0 Nominal frequency
RLC Flexible load
I f d Filter current in d frame
I f q Filter current in q frame
IL Output current
VC Capacitor/output voltage
TS Sample time
δ Duty cycle from controller

A =


− r1

Lt
ω0 0 − 1

Lt

ω0 − r1
L −2ω0

Rl Cω0
L − ω0

R

0 ω0 −Rl
L

1
L −ω2

0C
1
C 0 − 1

C − 1
RC

 (4.8)

BT =
[

1
L f

0 0 0
]

;C = [
0 0 0 1

]
;D = [0] (4.9)

XT = [
I f d I f q IL Vc

]
(4.10)

The selected model provides a simple approach to design the controller that is
represented by model of Figure 4.3, where it is reduced from the 4th to 3r d order. More-
over, it presents the required dynamics to describes the system complexity. The input
of the system is the duty cycle δ from the controller and the output is the voltage on
the capacitor VC. The Pulse Width Modulation (PWM) block represents the dynamics
from the power electronics of the inverter represented by Eq. 4.13. Eq. 4.11 represents
resistive and inductance filter, while Eq. 4.12 represents the capacitance of the filter.
The feedback loop of 1/ZL in series with ZC gives the plant description by Eqs. 4.14
and 4.14 that show the output and input relationship.
Eq. 4.16 is used to determine the second order state-space model of Eqs. 4.17, 4.18,
which represents the LV behaviour. On the other hand, Eq. 4.13 is considered in series
to take into account the inverter components. The final description corresponds to
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the 3r d order model of Eq. 4.19. Its state-space representation has the form of 4.24,
using equation 4.20-4.21 for facilitating representation.
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Figure 4.3: Electric representation of the MG for plant modelling.
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Figure 4.4: Block diagram of the plant model.

ZL(s) = sL f + r1 (4.11)

ZC(s) = 1

sC
(4.12)

GPWM(s) =
Vdc

2

1+1.5Ts s
(4.13)

GP =
ZC
ZL

1+ ZC
ZL

= ZC

ZL +ZC
(4.14)

GP = 1

Clx2 +Crx +1
= Vcα

δ
(4.15)
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ClV̈C +CrV̇C +VC = δ (4.16)

[
ẋ1

ẋ2

]
=

[
0 1

− 1
Cl − r

l

][
x1

x2

]
+

[
0
1

Cl

]
δ (4.17)

y = [
1 0

][
x1

x2

]
(4.18)

GP ∗GPWM =
Vdc

2

as3 +bs2 + cs +1
(4.19)

a = 1.5LCT (4.20)

b = C(1.5Tr+L) (4.21)

c = 1.5T +Cr (4.22)

a
...
VC +bV̈C + cV̇C +VC = δi n (4.23)

ẋ1

ẋ2

ẋ3

=
 0 1 0

0 0 1
− 1

a − c
a −b

a

x1

x2

x3

+

 0
0

Vdc
2a

δi n (4.24)

XT = [
VC IC V̈C

]
(4.25)

4.3 Primary Control

The design process for the hierarchical control is addressed in this sections, which is
implemented for multiple control objectives and it is required for their coordination.
Furthermore, the MG must operate in an optimal way in different time-scales, which
allows the multiple layer control. In the literature it is difficult to define the best
structure for hierarchical control. However, there are mainly two-layer and three-layer
control. In this research it is applied the latter approach to control the MG (Shuai et al.,
2018).
The hierarchical strategy starts with primary control, that is the lower level, which
implements the voltage and current control loops. In Figure 4.5 it is shown a schematic
diagram of primary control and electrical elements in the system, starting from the
power stage, which implements the Power Electronics (PE). Next, the filter reduces
the oscillation in the output voltage from VSI (Majumder et al., 2010).
The measurements are acquired from the voltage and current sensors, which are in
each phase of filter and load, and they are implemented through voltage and current
transformers. It is also included a conditioning and protection signal, to avoid high
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to the reference current, Ilr e f . Before it, there is the voltage controller GV , applying
Proportional Resonant (PR) scheme, to follow the reference voltage received from
the secondary control and subtract the feedback output voltage (Ziouani et al., 2018;
Teodorescu et al., 2006).

αβ
0

= 2

3

1 −1
2 −1

2

0
p

3
2 −

p
3

2
1
2

1
2

1
2


a

b
c

 (4.26)
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Figure 4.6: Block diagram of primary control the voltage and current structure.

The current loop objective is to inject a higher gain into the reference signal fre-
quency, thus reducing the disturbance effects in the system, as shown by Eq. 4.27. On
the other hand, the outer voltage control loop removes the voltage harmonics, whether
there are nonlinear loads in the system, equation 4.28. The current and voltage loop
are crucial in the system final performance (González-Castaño et al., 2020).
The voltage outer loop is responsible for controlling the capacitor filter voltage, com-
paring it with the reference signal received from the secondary loop. On the other
hand, the output from voltage outer loop is the reference current for the inner current
loop. The inner loop dynamics should be faster than the outer loop ones to maintain
the stability in the system (Wang et al., 2019; Visioli, 2004).
The current controller is implemented by means PID controller of Eq. 4.27, which
includes a a first-order low-pass filter, to reduce the noise in the control variables. The
PID controller is probably the most common structure applied in industry. PID tuning
is calculated with Ziegler-Nichols (ZN) or Force Oscillation Method (FOM)1, using the

1Lorenzini, C., Bazanella, A. S., Pereira, L. F. A., Gonçalves da Silva, G. R. (2019). The
generalized forced oscillation method for tuning PID controllers. ISA Transactions, 87, 68–87.
https://doi.org/https://doi.org/10.1016/j.isatra.2018.11.014
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Algorithm 2 and 3 (Lorenzini et al., 2019; Levine and Koltun, 2012).

Gi (s) = Kpi

(
1+ 1

Ti i s
+ Tdi s

Tdi
N s +1

)
(4.27)

Gv (s) = kpv + kr v s

s2 +ωc s +ω2
0

(4.28)

All the systems can be solely controlled by an integral action, the constraint is that
the system must have minimum phase. But, the controller can cause poor transient
response. A proposed solution is adding a proportional element to achieve a closed-
loop stability and robustness (Pereira and Bazanella, 2015).
The first can be used for any ZN tuning process, where is important to define the
transfer function for the controlled plant. After that, a PR is connected in series. Here,
two method can be used, if the gain margin is determined through mathematical tools,
and it can be used directly. While, the other possibility is applying the increase of the
proportional gain towards the plant oscillation method in closed loop (Pinzón and
Pavón, 2019).
The frequency where the gain margin is located is the Wcg , and it is part of the tuning
process. If the gain margin cannot be computed, different methodologies can be
implemented, for example PR.
Algorithm 3 calculates the PID coefficients using the result from Algorithm 2. In step
2, depending on the selected controller is determined the poles controller, 2 or 3,
depending if is a Proportional Integral (PI) or PID is desired. Also, the PI or PID vari-
ables can be expressed as time constant to be implemented in some industrial devices.
Finally, the controller denominator is an integrator s.
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Table 4.3: Parameters and variables for primary control.

Nomenclature Description
Kp Proportional gain for controller
Ki Integral term for controller
Kd Derivative term for controller
Kcr Critical gain for oscillation
Pcr Oscillation period in resonance
ωcg Oscillation frequency in resonance
Ti i Integral time term for current loop

Tdi
Derivative time term for current
loop

GM Gain Margin
N Gain for the derivative filter
DENPI Denominator for PI controller
DENPID Denominator for PID controller
GC Transfer function for controller

Gv
Voltage controller transfer func-
tion

Kpv Proportional gain for controller
Kr v Resonant term for controller
ωc Resonant frequency
ω0 Fundamental frequency
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Algorithm 2 Tuning procedure for open loop system using ZN.

1: procedure ZN TUNING(Kcr ,Pcr )
2: Step: 1 Variables definition
3: Kp ,Ki ,Kd ,Kcr ,Pcr

4: Step: 2 Plant Definition
5: Determining the complete transfer function

6: G1 ←
ZC
ZL

1+ ZC
ZL

7: GP ← GPWM ∗G1

8: Step: 3 Eliminating components controller
9: Guaranteeing proportional controller

10: Ki ← 0
11: Kd ← 0
12: Step: 4 Proportional controller
13: K proportional constant
14: G ← K∗GP

15: Step: 5 Determine gain margin
16: if GM is determined = Tr ue then
17: Kcr = GM
18: else
19: while K = O : const ant : Kcr do
20: if Closed loop GP is oscillating then
21: Kcr = K

22: if GM =∞ then
23: Applied PR controller

24: Step: 6 Oscillation period
25: Wcg where GM is measured
26: Pcr ← 2π

Wcg
. Ending
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Algorithm 3 PID initial coefficient using ZN tuning.

1: procedure PID INITIAL(Gc )
2: Step: 1 Variables definition
3: Kp ,Ki ,Kd ,Ti ,Td ,Kcr ,Pcr

4: Step: 2 PID denominator
5: if case = 1 then
6: PI controller
7: DenPI = Kcr

2.2

[
1 1.2

Pcr

]
8: if case = 2 then
9: PID controller

10: DenPID = 2∗Kcr
1.7∗Pcr

[
Pcr

8 1 2
Pcr

]
11: Step: 3 Defining independent constants
12: Kp ← DenPI(1)
13: Ti ← DenPI(2)
14: if DenPD(2) 6= 0 then
15: Td ← DenPI(3)

16: Ki ← Kp

Ti
17: Kd ← Kp Td

18: Step: 4 Proportional controller
19: K proportional constant
20: G ← K∗GP

21: Step: 5 Defining controller
22: if case = 1 then
23: PD controller
24: Gc ← DenPI

s

25: if case = 2 then
26: PID controller
27: Gc ← DenPID

s
. Ending

A PR controller is implemented to control the voltage loop, which is used as this
loop has infinite gain margin and it is not possible to find a PID controller with ZN. The
PR controllers are applied to get a better voltage regulation with less harmonics and
eliminates the steady state errors on the control system, and they can be expressed by
means of Eq. 4.28 (Wang et al., 2017).
The PR has a resonant frequency, which matches the reference signal, and PR can
track a sinusoidal reference signal. The pure integral control is a particular type of
PR controller. Comparing with PID classical controllers, where the signal are RMS,
the computation cost is increased. The PID modifies the phase and amplitude of the
signal components, thus causing delay in the control loop. This solution can affect
the overall performance (Teodorescu et al., 2006; Pereira and Bazanella, 2015).
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In a SG, there are several VSI connected in parallel, which produces net inter-
change. The secondary control provides the reference frequency and voltage to the
inner loop . In addition, the secondary loop provides power sharing implementation
by P-f and Q-V droop control of Figure 4.8. The compensation is represented by m
and n or the deviations of δQ/δV and δP/δω, which maintain the synchronisation in
the system within the limits of voltage and stability.
The relations that represents the droop control are represented by Eqs. 4.29 and 4.30.
ω and E represents the frequency and voltage, respectively, while ω* and E* are the
references of these magnitude, respectively. GP(s) and GQ(s) are the control transfer
functions: it is not possible to implement them by pure integral control, specially in
islanded mode, due to the total injected power that will not match the total power
(Marín et al., 2019).
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Figure 4.8: Droop control controlling active and reactive power.
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Table 4.4: Parameters and variables for secondary and tertiary control.

Nomenclature Description

GP
Transfer function for active power con-
troller

GQ
Transfer function for reactive power
controller

GF Filter transfer function
δE Voltage variation
δω Frequency variation
Ke Proportional gain for controller
Vpcc Point of common coupling voltage
n, nd Drop coefficients for P power control
m, md Drop coefficients for Q power control
kpE Proportional gain for voltage deviation
ki E Integral gain for voltage deviation

kpω
Proportional gain for frequency devia-
tion

kiω Integral gain for frequency deviation
GVR Voltage restoration controller
GFR Frequency restoration controller
GLPF Filter transfer function
Gd Primary order transfer function

ω=ω∗−GP(s)(P−P∗) (4.29)

E = E∗−GQ(s)(Q−Q∗) (4.30)

Ė = [
Ke (E∗+δE−Vpcc )−n(P−P∗)−GF ∗nd (P−P∗)

]
(4.31)

ω= [
ω∗+δω+m(Q−Q∗)+GF ∗md (Q−Q∗)

]
(4.32)

GP(s) and GQ(s) can be implemented by different control techniques: in this re-
search implements the universal droop control introduced by (Zhong and Zeng, 2016),
according to Eqs. 4.31 and 4.32, whilst the implementation in the figure 4.9. E is the
RMS voltage and ω is the frequency; both magnitudes are measured in the Point of
Common Coupling (PCC), E* and ω* are the desired or nominal values, whilst the
desired ones for the active and reactive power are P* and Q*, depending if the MG is
connected to the grid. The desired active and reactive power values in islanded mode
are normally zero.
The droop coefficients are n and m, while the droop coefficients due to the active and



CHAPTER 4. CONTROL SYSTEM METHODOLOGY 53

reactive power are nd and md , as shown by Eqs. 4.33 and 4.34. The constant Ke is a
proportional controller used to regulate the PCC voltage within at a specific range. G f

is the filter implemented to reduce the noise in the signal, described by Eq. 4.35.
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Figure 4.9: Block diagram for the secondary control.

n = ∆ω

Pmax
(4.33)

m = ∆V

2∗Qmax
(4.34)

GF = 100s

100+ s
(4.35)

The tertiary control focuses on the energy management, organising the energy
dispatch according to the economic and efficiency point of view (Zheng et al., 2018).
The outputs for the tertiary level are the deviation values of frequency and amplitude
(Colak et al., 2015) that are used to compensate the deviations produce due to sec-
ondary control with respect to their nominal values.
Figure 4.11 shown the voltage and frequency restoration, which uses the Vpcc voltage.
First, the RMS voltage is computed, which is the measured value for the MG and it is
compared with the nominal voltage. Note that GVR of Figure 4.11 controls the loop via
Eq. 4.36.
The GVR and GFR in Figure 4.11 represent the PI controllers for the voltage and fre-
quency restoration, described by Eqs. 4.36 and 4.37, respectively. On the other hand,
the frequency restoration uses the Frequency Lock Loop (FLL), whose output is the
MG frequency, and it is compared with the nominal frequency. The GFR control is
described by Eq. 4.37. Finally, the outputs δE and δω are sent to the secondary loops
in each DER.
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GFR = kpω+ kiω

s
(4.39)

The secondary controller receives the variations for δE and δω, shown in Figure
4.12. The implemented approach is based on the uniform changes in the equilibrium
point and the dynamic differences between each hierarchical control. Therefore, each
external loop should be slower compared with the its inner loop. The change in the
dynamics allows to design the controllers independently.
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Figure 4.12: Block diagram for secondary and tertiary controller.

4.5 Optimal Control Strategies

This optimisation process is focused on the minimisation of the energy, which is
achieved through the incorporation of certain elements in the control structure that
allows the system to implement an on-line optimisation, as shown in Figure 4.13
(Ziouani et al., 2018).
The results of the present research to find the model and the optimal control of the
substation may be extended to other areas of electrical engineering and other fields of
applied control. For example, the optimal control considering energy consumption
can be applied to the control centralised generators, where sometimes the determina-
tion of certain electrical parameters is most important than their efficiency.
Moreover, there are specific optimisation applications of control techniques in order
to find the optimal solution of the regulation problem, which can be focused on search
the best energy management in the controlled system.
There are several sub problems within the main fields of the research, for instance the
droop control, which represents the main problem to reach the stability in any DER.
On the other hand, the optimal operation, which aims to determine the best option to
operate the SG; moreover, the optimal control, implemented in SPSS to satisfy all its
the technical performances.
Finally, but it not less important, the cost related with the operation is one of the key
points in the newest engineering technologies.
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Sub j ect to 0 < θ1,i ≤ θi max , i = 1,2,3 (4.46)

Sub j ect to 0 < θ2, j ≤ θi max , j = 1,2,3 (4.47)

θ1 =
[
Kpi Ti i Tdi

]T (4.48)

θ2 =
[
Kpv Kr v ωC

]T (4.49)

The performance parameter used to determine whether a control accomplish an
objective mainly represented by settling time and maximum overshoot. The ts , in Eq.
4.50 represents the smallest time where the tracking error is sufficiently small. The
normalised tracking error is in equation 4.51, while ε is the tolerance that is normally
2% or 5%. In the considered simulation, the reference is a sinusoidal signal, ts is fixed
to 4.55.
M0 is the maximum overshoot expressed by Eq. 4.53, r is the reference signal. M is the
maximum amplitude reached by the output signal when the system is in the transient
response, and when the input is an unit step reference. On the other hand, if the
reference input is a sinusoidal signal, Eq. 4.54 has an amplitude ar and a frequency
ωr , ts and M0 refer to Eq. 4.55 and 4.56 (Pereira and Bazanella, 2015).

ts = mi nt1 : |en(t )| < ε (4.50)

en(t ) = e(t )/r (4.51)

M = maxt
∣∣y(t )

∣∣ (4.52)

M0 = max

(
M−|r |
|r |

)
(4.53)

r (t ) = 0∀t < 0,r (t ) = ar si n(ωr t )∀t > 0 (4.54)

ns = tsωr

2π
(4.55)

M0 = max

(
M−ar

ar

)
(4.56)

The Algorithm 4 explains the calculation for the OCP, and the meaning for the
variables are in the Table 4.5. The step 1 is the parameter initialisation, defining the
tolerance for the procedure. Next, the step 2 is the objective function minimisation;
starting from calculating the general error in the line 11. Next, depending of the value
of i d x is calculated the error; if idx is 1, the calculation is ISE. Finally, in the line 24 is
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decided the best calculation method.

Table 4.5: Algorithm parameters for determining the optimal controllers values.

Nomenclature Description
t Range of time for evaluating function
dt Interval time for evaluating function
idx Index selection for cost function evaluation
θ Objective function variables vector
Fval (θ) Value at solution for objective function

Tolfun
Algorithm toleration termination for
Fval (θ)

Fl ag
Flag algorithm for showing the tolerance
accomplish

vr e f a,b,c Reference sinusoidal signals in a,b,c phases

e
error between the reference and output sig-
nal

J
Cost function under different performance
index
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Algorithm 4 Algorithm for determining the optimal parameters for controllers.

1: procedure OPTIMAL CONTROLLER

2: Step: 1 Initial parameters
3: d t ← t (n)− t (n −1)
4: t ← 0 : d t : t (end)∗2
5: Tol x ← 1e−9

6: Tol f un ← 1e−9

7: Fl ag ← 0
8: Step: 2 Objective function Minimisation
9: while f l ag = 0 do

10:

11: e =∑∞
t=0

[(
vr e f abc − vCabc (θ)

ZC

)2
]

12: if i d x == 1 then
13: ISE
14: J ←∑

e2d t

15: if i d x == 2 then
16: IAE
17: J ←∑ |e|d t

18: if i d x == 3 then
19: ITAE
20: J ←∑

t |e|d t

21: if i d x == 4 then
22: ITSE
23: J ←∑

t
∣∣e2

∣∣d t

24: if J < Fval then
25: Flag=1

26: Retur nθ
27: EndWhile . Ending



Chapter 5

Simulations, Experiments and Results

This chapter shows the simulations related to the optimal control system, in which
the proposed solutions for the optimal control of a smart power substation have been
implemented. Firstly, the focus is placed on plant identification for a PV panel. Then,
their performances are compared to those of other control methodologies, commonly
adopted in the related literature.
After this analysis, the complete system is evaluated. Similarly to the analysis carried
out for the single inverter, the optimal control systems for substation are tested, vali-
dated and evaluated with respect to other commonly adopted solutions.

5.1 Model Verification

The implemented PV panel parameters are shown in Table 5.1. The system DC bus is
1000 [V], which is a nominal value for DC link generation. The values for shunt and
series resistance are represented by Rsh and Rs , respectively. There is a DC filter for
reducing oscillations, with resistance and inductance, represented by R f cd and L f cd .
The power parameters are expressed for each module, for example, the power is 213
[W], the VOC and ISC are 36.3 [V] and 7.84 [A], respectively. While the desired voltage
and current are 29 [V] and 7.35 [A], which is the desired Point of Maximum Power
(MPP). Then, those values are multiplied by the number of modules in parallel and
series, resulting a total current of 345 [A] and a total voltage of 812 [V].
In the model, there are constants for adjusting the PV curve, for example, the parame-
ter, Tr is the reference temperature and K0 is the temperature coefficient. Additionally,
60 is the number of cells per module, determining the among of power delivered for
the entire panel.
Figure 5.1 shows the final I-V curve for the entire array, for example, 15[žC] of temper-
ature, the total VMPP is 812 [V] and the total IMPP is 370 [A]. Those parameters result
from the multiplication of VMPP by the modules in series, and IMPP by the modules
in parallel. The coordinate (VMPP, IMPP) is the point, corresponding to the maximum
power from the panel; normally this point is the desired for extracting the maximum
power from the PV module.

60
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Both PV curves demonstrate the temperature dependency of this type of generation
system. Comparing their behavior, both curves intersect with X and Y axis in the same
point, VOC and ISC, respectively. However, the MPP reduces towards the origins; if
the temperature is higher the power delivered to load reduces, for instance with a
temperature 10ºC less than the nominal case of 25ºC, the possible power increases.
The power delivered to a load from PV module is represented by a linear relationship
y = 1

R x, starting in the centre of the coordinate axis. The line slope 1/R, then the power
delivered to load depends on its resistance value. Then, the objective is to find the
optimal value for the resistance Ropt , changed virtually by the controller, where the
PV module generates the maximum power amount.
I-V curve can be divided by Ropt line. Above the line, the resistance is small, and PV
acts like a constant current source and the current delivered to the load is close to ISC.
On the other hand, below the line, PV acts like a constant voltage source, and the load
is fed by a voltage close to VOC.
Figure 5.2 shows the relation between the voltage and the output power. The MPP
changes as the temperature varies, the maximum possible power in 15[žC] is higher
than 25[žC] of temperature. Moreover, the voltage of the MPP varies with the tempera-
ture, the possible voltage would be higher with smaller temperature. The initial slope
is similar, starting from the beginning of the coordinate axis.
There are control strategies for extracting the maximum amount of power from the
PV, and these methods are called MPPT, which are applied specially to DC MG with a
DC-DC converter or when the connected load is purely resistive. The MPP is optimally
reached by means 1/Ropt ; then the control method implements the variable virtual
resistance to change the load and modifying the point of power.
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Table 5.1: System parameters for PV source.

Parameter Symbol Value Units

Nominal voltage V∗ 800 Vdc
Shunt resistance Rsh 313 Ω

Series resistance Rs 0.39 Ω

DC filter resistance R f cd 1 mΩ

DC filter inductance L f dc 1000 υH
Maximum power per mod-
ule

Pmax 213 W

Open circuit voltage (Voc) 36.3 V
Short-circuit current (Isc) 7.84 A
MPP voltage VMPP 29 V
MPP current IMPP 7.35 A
Reference temperature Tr 25 T
Temperature coefficient of
Isc

K0 0.06

Modules in parallel 47 u
Total MPP current IMPP 345 A
Modules in series 28 u
Total MPP voltage VMPP 812 V
Cells per module 60 u
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Figure 5.1: I-V curve for PV source.
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Figure 5.2: P-V curve for PV source.

The parameters selected for the inverter are shown in Table 5.2. 2.5[msec] is the
sample time, hence the computational effort is important, which has to be considered
in the analysis. The nominal frequency is 2π60, which is an standard in this region.
The desired AC RMS voltage E∗ is 450 [Vrms], which is an standard for AC MG. The fil-
ter parameters, r1,L f and C f are considered for eliminating the undesired frequencies
and amplifying the fundamental sinusoidal signal with 0.38[Ω], 3.83[mH] and 92[µC],
respectively.

Table 5.2: Electrical AC system parameters.

Parameter Symbol Value Units

Sample time TS
2.5 ∗
10−6 sec

Nominal frequency ω* 2π60 rad/sec
AC nominal RMS voltage Vr ms 450 Vrms
Nominal peak voltage E* 600 Vp
Filter resistance r1 0.38 Ω

Filter inductance L f 3.83 mH
Filter capacitance C f 92 µC
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The resulting state space identification is a Simple-Input-Simple-Ouput (SISO)
system and it is represented by the equations 5.1-5.3, where the system input is the
duty cycle feeded to the inverter and the output is the capacitor voltage.
Eq. 5.1 shows the states, which are capacitor voltage, inductor current, and the rate
of capacitor voltage reported as VC, IC and V̈C, in Eq. 5.3. The matrix A represents
the relation between the first derivative of the state with the second state and the
second derivative of the state with the third state, while the third derivative of the state
represents the dynamics of the three state in one relation. The matrix A coefficients
are quite high due to the difference of magnitudes between the input and the output.
The C matrix shows the relation among the system input and the states, the while the
system input is δi n , which is the duty cycle received from the controller. The duty
cycle affects directly the third state equation.
The output is VC, as shown by Eq. 5.2, however it is possible to monitor the voltage in
the capacitor and the output current measured in the filter capacitor, if required.
The results of the identification of the state-space model are shown in Figure 5.3. It is
shown two curves; the first is the 3r d order system represented in state space, while
the second is the PV + inverter system. The duty cycle used as input is the unity step,
which is applied in both systems. Comparing the model with the real system, it can be
noted that the overshoot is 91.1% compared to 80%, respectively.
The system in state space has a damped behaviour while the real system has more
complex dynamics. However, the system response and its overall dynamic is well rep-
resented by the state-space model. Therefore, the state state model is useful to design
a simple controller, but it is not suitable for advanced methodologies, for example, an
adaptative control approach.

ẋ1

ẋ2

ẋ3

=
 0 1 0

0 0 1
−7.58∗1011 −2.95∗107 −2.67∗105

x1

x2

x3

+
 0

0
3.79∗1014

δi n (5.1)

y = [
1 0 0

]x1

x2

x3

 (5.2)

XT = [
VC IC V̇C

]
(5.3)



CHAPTER 5. SIMULATIONS, EXPERIMENTS AND RESULTS 65

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
time [sec]

0

100

200

300

400

500

600

700

800

900

1000
RM

S 
Ca

pa
ci

to
r 

Vo
lta

ge
 [V

rm
s]

Real system vs 3rd order state space model in step input

Model Real system Dynamics

Figure 5.3: Model verification, real system vs 3rd order state space model.

Figure 5.4 displays the identification result using different approaches to deter-
mine which is the best methodology to identity the PV and inverter system. There are
four different graphics: the first is the real system output, the second is the identifica-
tion via polynomial structure, specifically an ARX771.
While, the third is a second order discrete transfer function, with one zero; in total,
there are three free coefficients to be determined. Finally, a NN using the Levenber g−
Mar quar d t training, its structure is three layers, including the input, hidden and
output layer.
The Pseudorandom Binary Sequence (PRBS) is the input used for determining the
output information. It contributes with several frequency components, in order to
simulate the system behaviour under a real control devices. It may represent the duty
cycle, which is the sequence used for controlling the power switches in the inverter.
These methodologies can generate models with different features. The polynomial
and transfer function identified models have problems for reproducing constant and
peak values; however, the overall fitness level is good, and these methods can be used
to accurately represent the system.
Table 5.3 depicts the Mean Squared Error (MSE) comparison among the strategies. The
discrete transfer function gives the worst results, but it can be improved using different
structures, perhaps increasing the pole number. The polynomial identification leads
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to very good results, with with a MSE value small enough.
Finally, the NN has an outstanding performance and it is the best identified model
with an MSE very close to zero. It can accurately track all the dynamics of the output,
including the maximum and minimum output values. The NN can reach this superior
result because it is an heuristic method, particularly efficient with nonlinear systems.
The test scenario for the NN identification includes uncertainty in the input and out-
put signals. The variance of each noise process affecting the input and the output for
each noise is 0.25 and 1, respectively.
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Figure 5.4: Comparison of different identification strategies.

Table 5.3: Identification result using different methodologies.

Methodology MSE
Polynomial ARX751 4.91∗10−8

Discrete Transfer Function 4445
Neural Network → 0
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5.2 Control System Simulations

The primary control is implemented in the system with the parameters of Table 5.4.
The first and second parameter, GM and Pcr , are the gain margin and oscillation
period, which have been calculated as initial values for the optimisation algorithm.
While the following parameters Kpi , Ki i , Kpv , Kr v and ωc are the constants for the
primary controller.
It is composed by the voltage and current controller, implemented by a PR and a PID
controller, respectively. The resulting parameters have been calculated by means the
proposed optimisation algorithm.
Figure 5.5 shows two signals, which represent the comparison the system output and
its reference voltage. The reference is calculated by the secondary controller, while it
is the input of primary loop control. The reference voltage has a amplitude of 600 [Vp]
and a frequency of 60 [Hz], nominal values for MG.
The primary controller effectively tracks the reference signal, as shown by the graph.
There is not delay between the signals, but there is a small reduction in the maximum
voltage. It is present a steady-state error in the system, which can be neglected because
it is less than 5%.
Moreover, the RMS output of the inverter is shown in Figure 5.7. The rise time to reach
the nominal value is around 0.15[sec]. The system is over-damped and there is no
overshoot, but it is seen 5% of oscillations around the desired voltage. The oscillations
maintain a constant pattern, the response is fast and has acceptable performance
considering the included elements and multiple system interactions.
In Figure 5.6 it is shown the comparison between the output system voltage, result-
ing from the proposed methodology, and the performance of a classical PID. It is
important to mention, that the second controller can control the output voltage, but
it cannot maintain the limit in current or interchange power between converters. It
is seen that the SPSS is more stable and there is not an overshoot, due to there is an
over-damped response. The performance in general terms is better the SPSS, without
consider the advantages in other control level.

Table 5.4: Parameters for primary control.

Parameter Symbol Value
Gain margin GM 2.15
Oscillation period Pcr 0.116 m
Integral time term Kpi 0.22
Derivative time term Ki i 201.6
Proportional gain Kpv 0.1
Resonant term Kr v 209.9
Resonant frequency ωc 0.001
Filter gain N 100



CHAPTER 5. SIMULATIONS, EXPERIMENTS AND RESULTS 68

0.2 0.202 0.204 0.206 0.208 0.21 0.212 0.214 0.216 0.218 0.22

time [sec]

-400

-300

-200

-100

0

100

200

300

400

V
ol

ta
ge

 [V
]

Reference vs Output 3-phase Voltage Comparison

Vabc Reference Vabc Out

Figure 5.5: Voltage output inverter.
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Figure 5.8: Voltage output in load variation scenario.

The results for the optimisation algorithm implemented in the primary loop are
shown in Figures 5.9 and 5.10.
Figure 5.9 reports 5 system responses, each one corresponding to a PID controller
calculated by ISE, IAE, ITSE, ITAE and ZN approaches. The objective of each strategy
is to find the controller coefficients, which produce the minimum steady state error in
the system.
Each of the ISE, IAE, ITSE, ITAE and ZN approaches consider the step input. It is seen
that all responses more or less have the same behaviour. They reach the step input
in step in 4.5x10−4[sec]. The system has an over-damped response, and thus there
is not overshoot. In the magnified square, the highest differences among the four
methodologies and the ZN approach are highlighted. The ZN method provides the
initial values for the considered optimisation procedures.
The values of the optimisation indices are reported in Table 5.5, where the methods
are sorted with respect to the achieved minimum value. For the current control loop
with the ITSE is the best the optimal strategy to find the smallest error in steady state.
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Figure 5.9: Comparing of the optimisation techniques for the current inner loop of the
primary control.

Table 5.5: Minimisation results for the current loop.

Methodology Value
ITSE 1.15∗10−11

ITAE 5.84∗10−11

ISE 1.81∗10−6

IAE 6.09∗10−6

Figure 5.10 displays the voltage closed-loop response feeded by a 60[Hz] sinu-
soidal input, which is controlled by the PR approach. The ZN was not exploited, as the
current does not correspond to any magnitude margin. Therefore, there are not a reso-
nant constant to derive the initial values for the algorithm. However, the methodology
implements random values as a initial guess in the controller optimal calculation, and
the algorithm should find the same values as optimal parameters.
The methods ISE, IAE, ITSE and ITAE have been compared with respect to a sinusoidal
reference. Note that there is an important difference between the reference and ITSE.
Table 5.6 shows the evaluation of the objective functions, and the ITSE has led to the
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least effectiveness.
ISE and ITAE are the closes to the reference, with a small difference in the reference
peak, but the objective function evaluation has led to quite good results. Finally, IAE
is the best approach as the results in the experiments, and there is not a significant
difference reference and the controller under IAE optimisation.
The values for determined from the function minimisation are summarised in Table
5.6. The methods are sorted starting from the least value. Therefore, the best method
for voltage loop control is IAE optimisation.
Figure 5.11 shows the comparison between the current and the voltage bode diagrams.
The magnitude and phase, in voltage loop present abrupt changes around the desired
frequency under desired frequency, 60[Hz]. While, the current loop magnitude and
phase is more smooth, and it has not amplification or gap frequency.
About the phase margin, it can be computed for the current and voltage loops, in
0[r ad/sec] and 60[r ad/sec], respectively. While, magnitude margin can be evaluated
only for the voltage loop. This problem affects the algorithm and the initial values for
the optimisation algorithm are based on random values.
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Figure 5.10: Comparison of the optimisation techniques for voltage inner loop primary
control.



CHAPTER 5. SIMULATIONS, EXPERIMENTS AND RESULTS 74

Table 5.6: Minimisation results for the voltage loop.

Methodology Value
IAE 5.84∗10−5

ITAE 9.32∗10−5

ISE 2.50∗10−4

ITSE 7.31∗10−4
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Figure 5.11: Bode diagram comparing the current and voltage primary control.

The secondary control level has the objective of adjusting the voltage and fre-
quency reference values for the primary level. Also The secondary one reduces the
circulating current, which is generated by the non-lineal elements.
The secondary level controls the energy flow in the entire MG, using the evaluation
between the generation and consumption.
In this section, the interconnection and the relations existing among the VSI have
been considered. The values for the secondary control level are summarised in Table
5.7.
The methodology for calculating the parameter was summarised in the previous chap-
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ter, where the mathematical relations were also recalled and referenced. There are
two controller, one for the active power P control and the other for the reactive power
Q control. The both the feed-forward schemes include a PI controller. The parameters
of the PI regulator for Active Power (P) power control are kpE and ki E, while for the Q
power control are kpω and kiω.
Also the parameters for droop control are divided in P and Q control, and the con-
stants n and nd for P, while m and md for Q controller. Finally, Ke is the controller
proportional constant used to compensate the voltage variation and its effect in the
final result.
The active and reactive power values generated by a generator, for the stand-alone,
are shown in Figure 5.12. At the beginning, the signals are the same, but they change
transient behaviour. Moreover, after 0.01[s], each model follows a response as a
second-order system. Both signals reach a maximum point around 0.25 seconds and
after that, they follow the individual reference, 375[W] and 220[VAr ], respectively. In
the stand-alone case, the source response to the load power, while the load is not
perfectly linear, and includes capacity and inductance elements in order to supply an
imaginary part of power.

Table 5.7: Parameters for secondary and tertiary control.

Parameter Symbol Value
Proportional gain for controller Ke 7
Drop coefficient for P power con-
trol

n 0.21

Drop coefficient for P power con-
trol

nd 0.003

Drop coefficient for Q power
control

m 160µ

Drop coefficient for Q power
control

md 2µ

P gain for voltage deviation kpE 1.82
I gain for voltage deviation ki E 4.29
P gain for frequency deviation kpω 2.23
I gain for frequency deviation kiω 7.68
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Chapter 6

Conclusions and Future Works

The thesis firstly proposes a strategy for controlling an electrical substation of a smart
grid with photo-voltaic generation, adopting an optimal approach for network layout
and control. It relies on heuristic approach and hierarchical control, and involving
a design based on optimisation for reducing the network length and steady state
error. The plant under study involves a complex non-linear behaviour, and its know
that classical controller might not control this system. Clearly, power electronics has
multiples non-linear components and the photo-voltaic generation is unpredictable
and changeable.
The author based the proposed method on scientific documents and information
extract from the established state-of-the art. For this reason, the based papers are
the most cited and relevant investigations in the fields of electrical power system,
power electronics, renewable generation, smart grid, heuristics methodologies, and
intelligent control system.
Optimal routing method relies on heuristic algorithms, including Prim, Haversine,
K-medoids and Minimal Steiner Tree application. This method determined the under-
ground electrical networks routing problem in geo-referenced areas. The model is a
multi-layered algorithm. Where, the first part algorithm deals with the transformer
allocation and the medium voltage network routing. Then, the second part designs
the low voltage grid and transformer sizing. Finally, the third part optimally allocates
the photo-voltaic rooftop panels with a specific criterion. A simulation software deter-
mined the designed method feasibility and performance.
The proposed routing optimal algorithm can route a grid in a geo-referenced area,
dealing with the terrain attributes, such as roads or junctions, building scenarios with-
out squared streets. In fact, the modelled network achieves distance and customer
transformer number constraint.
Optimising network algorithm minimised the implementation cost and the length
network, while maximised the power quality and the network reliability. Thus, the
farthest node becomes a greatest 2% of dropping voltage. The optimal implemen-
tation based on heuristic methodologies reduces the medium and low voltage grid
dimension, keeping a specific number for electricity customer in each individual
sub-network.
Smart power substations is the name for the planned control scheme, which controls
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the entire system hierarchically. Hence, the hierarchical control appears from the
primary controller, which controls the current and the voltage outputs. The secondary
control regulates the references for voltage amplitude and frequency, which based on
the expected active and reactive power. Finally, the tertiary control deals with energy
management and dispatching, which implements a communication coordination
among the individual controllers.
The cost functions determined the optimal coefficients values for each individual
controller to reduce the steady state error. For this purpose, the investigation tested
several performance indices to notice which reach the less error, like as integral square
error indices methods. The control strategy had excellent results compared with simi-
lar facilities. In fact, the parameter variation and some faults implementation verified
the system robustness.
The system steady state is over-damped, and it has not over-shoot. However, it has
a 5% of oscillations around the desired voltage level, which keep a constant pattern.
The response time is fast, considering the non-linear elements behaviour and the mul-
tiple system interactions. Hence, the establishing time is less than 0.4 seconds where,
despite the increase in load, the system output satisfies the system’s requirements in
terms of power and voltage.
Further it can carry out similar researches, aimed at optimising the optimal power
interchange, in particular with other generation, as wind or hydroelectricity gener-
ation. As well as, it can explore different bio-inspired controllers, as fuzzy or neural
network, to improve the nonlinear adaptability. Also, the power electronics would
develop by exploring different solutions for the new electronic arrangement. They
should fulfil a noteworthy validation by testing the proposed power substations in
different benchmark systems, first the energy reduction, and the most power point
efficiency.
The overall achieved result induces future considerations about introducing dis-
tributed generation, smart grid and photo-voltaic installations. The adopted control
strategy is often too conservative, as they involve the classical individual controller,
as proportional-integral derivative and proportional resonant. Future research will
concentrate on a broader analysis including economical and social fields involved in
smart grid.
In conclusion, smart grid is a fast-growing technology, and this growth implies an
enormous demand for better modelling and control. Non-linear behaviour and uncer-
tainties represent for control a challenging task to overcome. These considerations
drive the lack of advanced modelling and further development of optimal control
strategies, with the primary aim of maximising the energy efficiency. This renewable
energy source could match the global electricity demands, specially in rural areas, if
it will overcome the technological barriers. The industrial application of sustainable
control is still in its prototyping phase, and it means many opportunities to improve.
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Glossary

AC Alternating Current.

AMI Advanced Metering Infrastructure.

ANFIS Adaptive Neuro-Fuzzy Inference System.

BESS Battery Energy Storage System.

CHP Combined Heat and Power.

CPC Centralized Substation Protection and Control.

CSI Current Source Inverter.

DC Direct Current.

DER Distributed Energy Resources.

DG Distributed Generation.

EDS Electrical Distribution System.

ESS Energy Storage System.

EV Electric Vehicles.

FC Fuel Cell.

FLL Frequency Lock Loop.

FOM Force Oscillation Method.

FPGA Field Programmable Gate Array.

GCM Grid-Connected Mode.
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HCS Hierarchical Control System.

HG Hydraulic Power Generation.

I-V Current-Voltage.

IAE Integral Absolute Error.

IED Intelligent Electric Device.

Isc Current in Short Circuit.

ISE Integral Square Error.

ITAE Integral Time Absolute Error.

ITSE Integral Time Square Error.

LV Lower Voltage.

MG Micro Grid.

MILP Mixed Integer Linear Programming.

MPP Point of Maximum Power.

MPPT Point of Maximum Power Tracking.

MSE Mean Squared Error.

MST Minimal Spanning Tree.

MV Medium Voltage.

NN Neural Network.

OCP Optimal Control Problem.

P Active Power.

P-f Active Power-frequency.

P-V Power-Voltage.

PCC Point of Common Coupling.

PE Power Electronics.

PEC Power Energy Converter.

PI Proportional Integral.
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PID Proportional Integral Derivative.

PMU Phase Measurement Unit.

PR Proportional Resonant.

PRBS Pseudorandom Binary Sequence.

PV Photovoltaic Generation.

PWM Pulse Width Modulation.

Q-V Reactive Power-Voltage.

RES Renewable Energy Resources.

RLC Resistor Inductor and Capacitor.

RMS Root Mean Square.

SCADA Supervision and Control Data Acquisition.

SG Smart Grid.

SISO Simple-Input-Simple-Ouput.

SoTA State of the Art.

SPSS Smart Power Substation.

SVR Static Var Compesator.

THD Total Harmonics Distortion.

Voc Voltage in Open Circuit.

VR-FCL Variable Resistance for Fault Current Limiter.

VSI Voltage Source Inverter.

WECS Wind Energy Conversion Systems.

ZN Ziegler-Nichols.
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