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Introduction

This thesis, after introducing the deőnition of groupoid and its main properties, aims to
discuss the extensions to the groupoid context of two important topics in group representation
theory: Burnside and Mackey theories. In this introduction, after an historical overview about
groupoids, Burnside theory and Mackey theory, we are going to outline the content of this
thesis, chapter by chapter. After this, we are going to enumerate the main results of this
thesis.

Historical overview

Groupoids

Groupoids are natural generalization of groups and they have proved to be useful in different
branches of mathematics. Many surveys have been written about them: see, for example,
[Bro87], [Car08] and [Wei96] (references therein included). Furthermore, the relevance of
groupoids in category theory and in topology has been made clear in [Hig71] and in [Bro06],
respectively. Actually, using category theory, a groupoid (without further structure, e.g.,
a topological one or a differential one, sometimes also called an abstract groupoid) can be
deőned as a small category whose every morphism is an isomorphism. This entail that a
groupoid, as a category, is equivalent to a disjoint union of groups and, thus, that a groupoid
can be considered as a łgroup with many objectsž. In the same way, a group can be seen as
a groupoid with only one object. The problem is that, as explained in [Bro87], this forces
unnatural choices of base points and obscures the overall structure of the situation. This
becomes especially evident with the fundamental groupoid of a topological space.

As it will be realized from this thesis, even for abstract groupoids, the idea of treating these
objects as a certain bundle of groups, using classical tools, obscures their internal structure
and behaviour. For instance, when treating abstract groupoids, from the classical Burnside
theory point of view by using the classical groupoid-set notions (i.e., functors to the core
category of sets), we will see that this theory discriminate against subgroupoids with several
objects, as this class of subgroupoids becomes absolutely absent. This makes manifest that
the łposetž of subgroupoids of a given abstract groupoid needs new techniques in order for its
study to be approached. We write the word poset between quotation marks because we think
that the set of subgroupoids could have more structure than the poset one.

Moreover structured groupoids, like topological or differential groupoids (see [Mac87]
and [Mac05]), in contrast with abstract groupoids, have łmore structurež and are not equivalent,
as as a category, to a disjoint union of topological or differential groups, respectively. Several
mathematicians came to the conclusion (see, for instance, [Bro87] and [Con94, page 6-7]),
in fact, that extending a certain well known result in the group context to the framework

vii



viii INTRODUCTION

of groupoids is not a trivial research problem and has its own difficulties and challenges to
overcome.

Burnside theory

The Burnside theory is a classical part of the representation theory of őnite groups and its őrst
introduction has been realized by Burnside in [Bur11]. Subsequently, further progresses have
been accomplished by Solomon and Dress in [Sol67] and [Dre69], respectively. Apparently,
there are two interrelated aspects of this theory. The őrst is the renowned Burnside Theorem,
that codiőes some basic combinatorial properties of the lattice of subgroups of a given őnite
group, providing, for instance, its table of marks. As we will see here, this lattice can be
viewed as a category whose arrows are equivariant maps between cosets. An entry in the table
of marks coincides with the number of morphisms between two objects in this category. This
approach could be considered innovative, even in the case of groups.

The other aspect is the construction of the Burnside ring over the integers and its extension
algebra over the rational numbers. Years after its discovery, the Burnside ring of a group has
became a very powerful tool in different branches of pure mathematics. For instance, in certain
equivariant stable homotopies (e.g., that of the sphere in dimension zero, see [Seg71]), the
inŕuence of the Burnside ring is conspicuously present so that, in particular, stable equivariant
homotopy groups are modules over the Burnside ring (see [Die79] for further details).

Mackey theory

The classical Mackey formula, which appeared for the őrst time in [Mac51, Theorem 1], deals
with linear representations of őnite groups. To summarize, given a group G, let us consider
two subgroups H and K of G. Roughly speaking (see [Ser77, Proposition 22]), this formula
states that applying őrst the restriction functor with respect to H and, then, the induction
functor with respect to K, we obtain a representation that is isomorphic, although in a not
canonical way, to a coproduct of a particular set of representations.

As it was explained in [Ser77, Section 7.4], the Mackey formula is a key tool in proving
the Mackey irreducibility criterion, which gives us necessary and sufficient conditions for
the irreducibility of an induced representation, proving to be useful to study the linear
representations of a semidirect product by an abelian group (see [Ser77, Proposition 25]).

Another formulation of the classical Mackey formula, using modules over groups algebras,
was stated in [CR62, Theorem 44.2]. Successively, in [Mac52, Theorems 7.1 and 12.1], the
Mackey formula was extended to the context of locally compact groups (with opportune hy-
potheses), and used to prove a generalization of the Frobenius Reciprocity Theorem (see [Mac52,
Theorems 8.1, 8.2 and 13.1]). Afterwards, many variants and different formulations of the
Mackey formula have been investigated. For example, in [Tay17], [Bon00] and [Bon03], Taylor
and Bonnafé proved speciőc versions of this formula for algebraic groups. The importance of
Mackey formula version in this context had already been made clear in [DM91] and previous
work had been done in [DL76, Theorem 6.8], [LS79, Lemma 2.5] and [DL83, Theorem 7].

Outline of the thesis

Now we are going to summarize the content of this thesis.
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Chapter 1

We’ll start by giving the basic deőnitions about groupoids and showing their basic properties,
introducing the notion of groupoid-set, that is, a set with a groupoid action.

After that, we will turn to the concept of groupoid-biset: this notion will be used to
introduce the crucial notion of cosets by subgroupoids in Subsection 1.2.2.

Lastly, we’ll discuss monoidal equivalence between categories of groupoid-sets with respect
to different groupoids. Actually, these categories have two different monoidal structures: one
given by the coproduct, that is, by the disjoint union, and the other given by the őbre product
(a generalization of the cartesian product). The aforementioned equivalences, of course, have
to be monoidal with respect to both monoidal structure, and we’ll call łLaplazaž this kind of
equivalences of categories (see Subsection 1.3.1).

The content of Section 1.3 has been published in the following preprint: [ES18a].

Chapter 2

In this chapter we will develop a theory of conjugations for subgroupoids, even with multiple
objects, showing, through multiple examples and counterexamples, many particularities of
this new theory.

Subsequently, we will apply all of this to study how to reproduce the classical Burnside
Theorem (see [Bou10a, Thm. 2.4.5]) in the groupoid context (Theorem 2.2.7). This result, under
reasonable őniteness conditions of the groupoid, provides necessary and sufficient conditions
in order for two groupoid-sets to be isomorphic, and it will be useful later on, in Chapter 4, to
study the Burnside ring of a given groupoid.

The content of this chapter has been published in the following preprint: [ES18a].

Chapter 3

The classical Mackey formula can be applied, in a not trivial way, in many different mathemati-
cal őelds. In this direction, motivated by the study of the structure of biset functors over őnite
groups (see [Bou10a, Deőnitions 3.1.1, 3.2.2 ] for the pertinent deőnitions), Serge Bouc proved
in [Bou10a, Lemma 2.3.24] a different version of the classical Mackey formula in the framework
of group-bisets (a set with a left action and a right action that commute with each other).
The gist is that, given two groups H and G and a őeld F, an pH,Gq-biset (of groups) is a left
H-invariant and right G-invariant F-basis of an pFH,FGq-bimodule. Since the classical Mackey
formula on linear representations can be rephrased using bimodules, and bimodules induce
bisets, the classical Mackey formula can be reformulated using an isomorphism of group-bisets
(see the end of [Bou10a, Section 1.1.5]) which is further on reformulated as [Bou10a, Lemma
2.3.24].

We have to mention that, in [Bou10b], Bouc himself proved an additional version of the
Mackey formula, which is expressed using bimodules and group-bisets.

In this chapter we will generalize the Mackey formula proved by Bouc in [Bou10a, Lemma
2.3.24] to the environment of groupoid-bisets. To achieve this goal we’ll have őrst to prove a
few technical results, which will be necessary to even state this new formula.

The content of this chapter has been published in [ES18b].
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We notice that the content of this chapter, as well as of Chapter 5 and, probably, also
of Chapter 6, could be investigated also in the context of linear representations of groupoids
(see [EB18]) but this will be the object of future work.

Chapter 4

We’ll start this chapter explaining how the right translation groupoid induces a functor from
the category of groupoid-sets to the category of groupoids and we will describe its properties.

Next, we will examine another issue. Since groupoids are categories, even if two of them are
not isomorphic, they can be equivalent as categories. After having examined this notion, we
will use it to deőne a new concept: we will deőne two groupoid-sets as weakly translationally
equivalent if their translation groupoids are equivalent and we will conclude describing the
properties of this relation.

Chapter 5

From a categorical point of view, the Burnside ring can be constructed, with the help of
the Grothendieck functor, from any skeletally small category with initial object and őnite
coproducts, which possesses a monoidal structure compatible with this coproduct (a structure
we called a Laplaza category). The special case is when this category is a certain category
of representations over a speciőc object: a group, a groupoid, a 2-group, a 2-groupoid, etc.
The idea is to use this ring in order to analyse the structure of the handled object. This
heavily depends, of course, on the choice of the category of representations and on the chosen
łequivalence relationž between its objects. Precisely, one could use a kind of weak equivalences -
if there is any relation of this type compatible with the tensor product - instead of the obvious
isomorphism relation between objects.

The situation of groupoids corroborates this dependency. More precisely, we will show, in
Chapter 5, that the use of the category of łclassicalž groupoid-sets, in building up the Burnside
ring, does not reŕects the groupoid structure. Namely, this construction treats a groupoid as
if it were a bundle of groups, which is absolutely not the case.

The problem seems to have it origin in the decomposition of a given (right or left) groupoid-
set into its orbit subsets. Indeed, each of these orbits is isomorphic to a set of right cosets
of the groupoid by a subgroupoid with a single object, as proved in Proposition 1.2.10 and
Corollary 1.2.11. Thus, in this łclassicalž Burnside theory, most łelementsž in the lattice of
subgroupoids just don’t show up: speciőcally, those subgroupoids with more than one object.

The content of this chapter has been published in the following preprint: [ES18a].

Chapter 6

In this chapter we will develop a new version of the Burnside ring, named the categorified
Burnside ring, using the idea of categoriőcation. This ring, in a certain sense (see Remark 6.6.2),
extends the classical Burnside ring and provides a őner invariant although, even in this case,
it doesn’t distinguish a bundle of groups from a groupoid.

The concept of categoriőcation has been explained extensively in [BC04, pag. 495]
and [BL04]: the idea is to replace the underlying set of an algebraic structure, like a group,
with a category, with the goal of obtaining a new and more complex structure. Moreover, the
old structure maps are replaced by functors. The aim is to explain and include more complex
situations that cannot be explained using the tools of the classical algebraic structure. In the
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case of the category of groups, for example, the categoriőcaton process produces the notion of
2-group (see [BL04]), which has been proved to be equivalent to the concept of crossed module
introduced by Whitehead in [Whi46] and [Whi49]. To performe the categoriőcation of a
structure, the notions of internal category, interal functor and internal natural transformation,
introduced in [Ehr63a], [Ehr63b] and [Ehr66], are crucial and they will be used extensively in
this chapter.

We note that there are, in the literature, other generalizations of the classical Burnside
theory: see [OY01], [HY07], [DL09] and [GRR12].

The content of this chapter has been published in the following preprint: [ES18c]. Note that
the entity that we call right categoriőed G-sets in this thesis has been called a simplicial right
G-set in [ES18c]. In this thesis the terminology has been changed to prevent incomprehensions,
as explained in Remark 6.1.5.

Appendixes

In Appendixes A and B we will brieŕy recall the concepts of łrigž (also called semiring) and of
Grothendieck functor, fundamental tools to construct the classical and categoriőed Burnside
theories in Chapters 5 and 6, respectively. We deőne a rig as a ring without negative elements,
that is, without the inverses of the addition. The Grothendieck functor enables us to ładdž
the additive inverses to a rig to obtain a ring. It’s exactly in this way that the ring of integers
Z is constructed from the natural numbers N, the quintessential example of rig.

In Appendix C, after recalling some deőnitions about monoidal categories and monoidal
functors, we will proceed to prove a necessary result for our work (Proposition C.0.9) whose
proof, albeit known, we have been able to őnd only brieŕy hinted.

Main results of the thesis

For the convenience of the reader, we will explicitly enumerate all the original results contained
in this thesis.

(a) Theorem 1.3.15.

(b) Theorem 2.1.4, Proposition 2.2.3 and Theorem 2.2.7.

(c) Theorem 3.2.1.

(d) Corollary 4.4.2.

(e) Proposition 5.1.3, Theorem 5.1.8 Corollary 5.1.10 and the content of Section 5.2.

(f) Propositions 6.4.3 and 6.5.11, Theorems 6.6.5, 6.6.7 and 6.6.8, Corollary 6.6.9.
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Chapter 1

Basic notions

1.1 Abstract groupoids: General notions and basic properties

The material of this section, which will be used throughout the rest of the thesis, is somehow
considered folklore and most of its content can be found in [EK17] and [El 18]. However, for
the sake of completeness and for the convenience of the reader, we are going to illustrate the
basic notions, as well as some motivating examples, of the groupoid theory. The exposition is
written in a very elementary way in order to render it accessible to every kind of reader.

1.1.1 Notations, basic notions and examples

Definition 1.1.1. We say that a category C is a small category if its class of arrows is
actually a set.

Given functions f : A ÝÑ D and g : B ÝÑ D, we will use the notation:

A f̂g B “ t pa, bq P ÂB | f paq “ g pbq u . (1.1.1)

This set is well known as the fiber product (or fibre product) of f and g and it is the
pullback of the maps f and g in the category of sets. This notation can be also adopted
in a categorical setting replacing sets with small categories and functions with functors (see
equation 6.1.1).

Definition 1.1.2. A groupoid is a (small) category such that all its morphisms are invertible.
Given a groupoid G, we will denote by G0 its set of objects and by G1 its set of morphisms, which
are also called arrows. Given a morphism f : a ÝÑ b in G, we will use the notations a “ s pfq
and b “ t pfq where s stands for łsourcež and t stands for łtargetž. Given an object a of G,
we will denote by ιa the identity morphism at a. Moreover, the set t g P G1 | tpgq “ spgq “ a u
is obviously a group, is denoted by Ga, is called the isotropy group of G at a and its elements
are called loops.

As a consequence a groupoid is a pair of two sets G “ pG1,G0q endowed with the following
functions:

G1

s

↘↘

t
↗↗

p q´1

→→

G0
ι←← and G1 ŝt G1

→→ G1,

1
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where ι assigns to each object its identity arrow, the multiplication (i.e. the second map in the
previous equation) is associative and unital and p q´1 associates to each arrow g : a ÝÑ b its
inverse g´1 : b ÝÑ a. Note that ι is an injective map thus G0 can be identiőed with a subset of
G1. To summarize, a groupoid is a small category with more structure, namely the map that
sends any arrow to its inverse. We implicitly identify a groupoid with its underlying category.
Interchanging the source and the target will lead to the opposite groupoid which we denote
by Gop.

Given a groupoid G, consider two objects x, y P G0: we denote by Gpx, yq the set of all
arrows with source x and target y (in particular we have Gx “ Gpx, xq).

Remark 1.1.3. Let G be a groupoid such that the composition is commutative that is, for
each g, h P G1 such that spgq “ tphq, we have sphq “ tpgq and gh “ hg. In this case we obtain
sphq “ tpgq “ tphq and tpgq “ sphq “ spgq. Therefore every arrow of the groupoid G is a loop
and G is merely a disjoint union of abelian groups.

Clearly each of the sets Gpx, yq is, by the groupoid multiplication, a left Gy-set and right
Gx-set. In fact, each of the Gpx, yq sets is a pGy,Gxq-biset, in the sense of [Bou10a]. Two
objects x, x1 P G0 are said to be equivalent if and only if there is an arrow connecting them.
This in fact deőnes an equivalence relation whose quotient set is the set of all connected
components of G, which we denote by π0pGq :“ G0{G and we call orbit set of the groupoid
G. Alternatively, this equivalence relation can be described as follows: given an object x P G0,
deőne

Ox :“ t
̀
s´1ptxuq

̆
“

!
y P G0| D g P G1 such that spgq “ x, tpgq “ y

)
, (1.1.2)

which is equal to the set s
̀
t´1ptxuq

̆
. This is a not empty set, since x P Ox. Two objects

x, x1 P G0 are said to be equivalent if and only if Ox “ Ox1 . We will also use the notation
OrbGpxq to denote Ox and we will call it the orbit of x.

Given a set I and a family of groupoids tGpiqui P I , the coproduct groupoid is a groupoid
denoted by G “ š

i P I G
piq and deőned by

G0 “
ě

i P I

G
piq
0 , Gpx, yq “

#
Gpiqpx, yq, if D i P I such that x, y P G

piq
0

H, otherwise.

Definition 1.1.4. A groupoid G is said transitive (or connected) if for every py, xq P
G0 ̂ G0, there is g P G1 such that tpgq “ y and spgq “ x. Equivalently, G is transitive if the
map ps, tq : G1 ÝÑ G0 ̂ G0 is surjective.

Remark 1.1.5. In general, any groupoid can be seen as a coproduct of transitive groupoids:
namely, its connected components. Note that, with this deőnition, the empty groupoid is
transitive.

Definition 1.1.6. Given two groupoids H and G, we say that H is a subgroupoid of G if H
is a subcategory of G which is stable under the inverse map, that is, for every h P H1, also
h´1 P H1.

For instance, any connected component of G is a subgroupoid. On the other hand, a
subgroup H of an isotropy group Gx, for an object x P G0, can be considered as a subgroupoid
with only one object of G. Conversely, any subgroupoid of G with one object is of this form.
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Definition 1.1.7. Given two groupoids H and G, a morphism of groupoids ϕ : G ÝÑ H
is a functor between the underlying categories.

Groupoids and their morphisms form a category denoted by Grpd.

In a more explicit way, a morphism of groupoids ϕ : H ÝÑ G can be characterized as a
pair of functions ́

ϕ1 : H1 ÝÑ G1, ϕ0 : H0 ÝÑ G0

̄

such that the following diagrams commute:

H1
ϕ1

→→

s

↓↓

G1

s

↓↓

H0
ϕ0

→→ G0,

H1
ϕ1

→→

t

↓↓

G1

t

↓↓

H0
ϕ0

→→ G0,

H0
ϕ0

→→

ι

↓↓

G0

ι

↓↓

H1
ϕ1

→→ G1

and

H1 ŝtH1
ϕ1ˆϕ1

→→

↓↓

G1 ŝt G1

↓↓

H1
ϕ1

→→ G1.

Of course, a morphism of groupoids ϕ : H ÝÑ G induces homomorphisms of groups ϕa : Ha ÝÑ
Gϕ0paq between the isotropy groups for every a P H0. The homomorphisms of groups

́
ϕa : Ha ÝÑ Gϕ0paq

̄
aPH0

are refereed to as the isotropy maps of ϕ. Clearly any subgroupoid H of G induces a
morphism τ : H ãÑ G of groupoids whose both maps τ0 and τ1 are injective. In order to
illustrate the foregoing notions, we quote here some standard examples of groupoids and their
morphisms.

Example 1.1.8 (Trivial groupoid). Given a set X, the pair pX,Xq is a small discrete category,
that is, a category with only identities as arrows. This is known as the trivial groupoid.
Note that, with this deőnition, the empty groupoid is the trivial groupoid pH,Hq which, by
convention, is also considered as a transitive groupoid.

Example 1.1.9 (Product of groupoids). Given two groupoids G and H, the product groupoid
ĜH is the direct product of their underlying categories. This means that pG ̂ Hq1 “ G1̂H1

and pG ̂ Hq0 “ G0 ̂ H0. Moreover, the multiplication, inverse and unit arrow are canonically
given as follows:

pg, hq pg1, h1q “ pgg1, hh1q, pg, hq´1 “ pg´1, h´1q, ιpx, uq “ pιx, ιuq.

Example 1.1.10 (Action groupoid). Any group G can be considered as a groupoid by taking
G1 “ G and G0 “ t̊u (a set with one element). Now if X is a right G-set with action
ρ : X ̂ G ÝÑ X, it is possible to deőne the action groupoid G, whose set of objects is
G0 “ X and whose set of arrows is G1 “ X ̂ G; the source and the target maps are,
respectively, s “ ρ and t “ pr1 and, lastly, the identity map sends x to px, eq “ ιx, where e
is the identity element of G. The multiplication is given by px, gqpx1, g1q “ px, gg1q, whenever
xg “ x1, and the inverse is deőned by px, gq´1 “ pxg, g´1q. Clearly the pair of maps
ppr2, ̊q : G “ pG1, G0q ÝÑ pG, t̊uq deőnes a morphism of groupoids. For a given x P X, the
isotropy group Gx is obviously identiőed with StabGpxq “ tg P G| gx “ xu, the stabilizer
subgroup of x in G (see subsection 1.1.3).
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Example 1.1.11 (Equivalence relation groupoid). Here is a standard class of examples of
groupoids, ordered by inclusion.

(1) One can associated to a given set X the so called the groupoid of pairs (called fine
groupoid in [Bro87] and simplicial groupoid in [Hig71]) whose set of arrows is X̂X

and whose set of objects is X. The source and the target are s “ pr2 and t “ pr1, the
second and the őrst projections, and the map of identity arrows ι is the diagonal map
x ÞÑ px, xq. The multiplication and the inverse maps are given by

px, x1q px1, x2q “ px, x2q, and px, x1q´1 “ px1, xq.

(2) Given a function ν : X ÝÑ Y , we deőne a groupoid with X as set of objects, the őber
product X ν̂ ν X as set of arrows, s “ pr2, t “ pr1 and the diagonal map as the map of
identity arrows ι. The multiplication and the inverse map are deőned as for the groupoid
of pairs.

(3) Assume that R Ď X ̂ X is an equivalence relation on the set X. It is possible to
construct a groupoid, as before in p2q, but with set of arrows R. This is an important
class of groupoids known as the groupoid of equivalence relation (or equivalence
relation groupoid). Obviously the inclusion pR, Xq ãÑ pX ̂X,Xq is a morphism of
groupoid and pR, Xq is a subgroupoid of pX ̂X,Xq (see for instance [DG70, Example
1.4, page 301]).

Notice, that in all these examples each of the isotropy groups is the trivial group.

Example 1.1.12 (Induced groupoid). Let G “ pG1,G0q be a groupoid and ς : X ÝÑ G0 a map.
Consider the following pair of sets:

pGςq1 :“ X ς̂ t G1 ŝ ς X “
#

px, g, x1q P X ̂ G1 ̂X

̌̌
̌̌
̌
ςpxq “ tpgq
ςpx1q “ spgq

+
, pGςq0 :“ X.

Then Gς “ pGς1,Gς0q is a groupoid, with source, target and identity maps as follow: s “
pr3, t “ pr1 and ιx “ pςpxq, ιςpxq, ςpxqq, for each x P X. The multiplication is deőned by
px, g, yqpx1, g1, y1q “ px, gg1, y1q, whenever y “ x1, and the inverse is given by px, g, yq´1 “
py, g´1, xq. The groupoid Gς is known as the induced groupoid of G by the map ς, (or the
pullback groupoid of G along ς, see [Hig71] for dual notion). Clearly, there is a canonical
morphism ϕς :“ ppr2, ςq : Gς ÝÑ G of groupoids.

Remark 1.1.13. A particular instance of an induced groupoid is when G “ G has a single
object. Thus for any group G it is possible to consider the Cartesian product X ̂ĜX as a
groupoid with set of objects X. This groupoid, denoted by GG,X , is clearly transitive with
G as isotropy group type. It is noteworthy to mention that the class of groupoids given in
Example 1.1.12 characterizes, in fact, transitive groupoids. More precisely, every transitive
groupoid is isomorphic, although in a not canonical way, to a groupoid of the form GG,X with
admissible choices X “ G0 and G “ Gx for any x P G0.

Furthermore, given groups G and H and sets S and T , it is easily shown that the following
statements are equivalent:

(1) The groupoids GG,S and GH,T are isomorphic.

(2) There is a bijection S » T and an isomorphism of groups G – H.
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1.1.2 Groupoid actions and equivariant maps

The following crucial deőnition, which we reproduce here from [EK17] and [El 18], is a natural
generalization to the context of groupoids of the usual notion of group-set (see, for instance,
[Bou10a]). This is an abstract formulation of that given in [Mac05, Deőnition 1.6.1] for Lie
groupoids, and it’s essentially the same deőnition based on the Sets-bundles notion given in
[Ren80, Deőnition 1.11].

Definition 1.1.14. Given a groupoid G, a set X and a map ς : X ÝÑ G0, we say that pX, ςq
is a right G-set, with a structure map ς, if there is a right action ρ : X ς̂t G1 ÝÑ X,
sending px, gq to xg, and satisfying the following conditions:

(1) for each x P X and g P G1 such that ς pxq “ t pgq, we have s pgq “ ς pxgq;

(2) for each x P X, we have xιςpxq “ x;

(3) for each x P X and g, h P G1 such that ς pxq “ t pgq and s pgq “ t phq, we have
pxgqh “ x pghq.

In order to simplify the notation, the action map of a given right G-set pX, ςq will be
omitted and, by abuse of notation, we will simply refer to a right G-set X without even
mentioning the structure map. A left action is analogously deőned by interchanging the source
with the target map.

Definition 1.1.15. Given a groupoid G, a set X and a map ς : X ÝÑ G0, we say that pX, ςq
is a left G-set, with a ς, if there is a left action ρ : G1 ŝς X ÝÑ X, sending pg, xq ÝÑ gx,
and satisfying the following conditions:

(1) for each x P X and g P G1 such that ς pxq “ s pgq we have t pgq “ ς pgxq;

(2) for each x P X, we have ιςpxqx “ x;

(3) for each x P X and h, g P G1 such that s pgq “ ς pxq and s phq “ t pgq we have h pgxq “
phgqx.

In general a set X with a (right or left) groupoid action is just called a groupoid-set but
we will also employ the terminology: a set X with a left (or right) G-action.

Obviously, any groupoid G acts over itself on both sides by using the regular action, that
is, the multiplication G1 ŝ t G1 ÝÑ G1. This means that pG1, sq is a right G-set and pG1, tq is a
left G-set with this action. It is also clear that pG0, IdG0

q is a right G-set endowed with the
action given by

G0 IdG0
̂t G1 ÝÑ G0

pa, gq ÝÑ ag “ spgq
(1.1.3)

Given a groupoid G, let pX, ςq be a right G-set with action map ρ. Then the pair of sets

X ̧ G :“
́
X ς̂t G1, X

̄
(1.1.4)

is a groupoid with structure maps s¸ “ ρ, t¸ “ pr1 and ι¸x “ px, ιςpxqq for each x P X. The
multiplication and the inverse maps are deőned as follows: For each px, gq, py, hq P Xς̂t G1

such that t¸py, hq “ s¸px, gq the multiplication is given by

px, gqpy, hq “ px, ghq.
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That is, for any pairs of elements in Xς̂t G1 as before, we have

ςpxq “ tpgq, s¸px, gq “ ρpx, gq “ xg, t¸px, gq “ pr1px, gq “ x,

ςpxq ςpxgqg
←←

and
ςpyq “ tphq, s¸py, hq “ ρpy, hq “ yh, t¸py, hq “ pr1py, hq “ y,

ςpyq ςpyhq.h←←

Consequently, the multiplication is explicitly given by

y “ t¸py, hq “ s¸px, gq “ xg,

ςpxq ςpxgq “ ςpyqg
←← ςpyhq “ ςpxghqh←←

gh

←←

and schematically can be presented by

x xg “ y
px,gq

←← yh “ xgh.
py,hq

←←

px, ghq

←←

For each px, gq P Xς̂t G1 the inverse arrow is deőned by px, gq´1 “ pxg, g´1q . The groupoid
X̧G is called the right translation groupoid of X by G. Furthermore, there is a canonical
morphism of groupoids σ : X ̧ G ÝÑ G, given by σ0 “ ς pr1 and σ1 “ pr2.

Regarding the left version, let pZ, ϑq be a left G-set with structure map ϑ and action λ.
Then

G ̇ Z :“
́
G1 ŝϑ Z,Z

̄

is a groupoid with structure maps s˙ “ λ, t˙ “ pr2 and, for each x P X, ι˙x “ px, ιςpxqq.
Moreover, for each pg, xq, ph, yq P G1 ŝϑX such that t˙ph, yq “ s˙pg, xq we deőne the multipli-
cation in this way: pg, xqph, yq “ phg, xq. For each pg, xq P G1 ŝϑ Z the inverse map is deőned
by pg, xq´1 “ pgx, g´1q . The groupoid G ̇ Z is called the left translation groupoid of Z
by G.

Definition 1.1.16. Given a groupoid G, a morphism of right G-sets, also called a right
G-equivariant map, F : pX, ςq ÝÑ pY, θq is a function F : X ÝÑ Y such that the following
diagrams commute:

X

ς
↘↘

F →→ Y

θ↙↙

G0

and

X ς̂t G1
→→

FˆIdG1
↓↓

X

F

↓↓

Y θ̂t G1
→→ Y.

Clearly any such a G-equivariant map induces a morphism of groupoids F : X̧G ÝÑ X 1̧G.
A subset Y Ď X of a right G-set pX, ςq, is said to be G-invariant subset whenever the inclusion
Y ãÑ X is a G-equivariant map. Morphisms of left G-sets can be deőned in a similar way.

Definition 1.1.17. Given a groupoid G, a morphism of left G-sets (or left G-equivariant
map) F : pX, ςq ÝÑ pY, θq is a function F : X ÝÑ Y such that the following diagrams
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commute:

X

ς
↘↘

F →→ Y

θ↙↙

G0

and

G1 ŝς X →→

IdG1 ˆF

↓↓

X

F

↓↓

G1 ŝθ Y →→ Y.

We denote by Sets-G the category of right G-sets and by HomSets-G pX,X 1q the set of all
G-equivariant maps from pX, ςq to pX 1, ς 1q. The category of left G-sets, denoted by G-Sets, is
analogously deőned and it is isomorphic to the category of right G-sets, using the inverse map
by switching the source with the target. It is noteworthy to mention that the deőnition of the
category of groupoid-sets, as it has been recalled in Deőnition 1.1.14, can be rephrased using
the core of the category of sets. To our purposes, it is advantageous to work with Deőnition
1.1.14, rather than this formal deőnition (see Remark 1.1.18 for further explanations).

Remark 1.1.18. A right G-set can be deőned also as a functor X : Gop ÝÑ Sets to the core of
the category of sets. Then to any functor of this kind we can attach a set X “ Ţ

aPG0
X paq

with the canonical map ς : X ÝÑ G0 and action

ϱ : X ς̂ t G1 ÝÑ X

px, gq ÝÑ xg :“ X pgqpxq.

Notice that, if none of the őbers X paq is an empty set, then the induced map ς is surjective.
However, as the example expounded in subsection 1.1.4 shows, this is not always the case.

Any natural transformation between functors as above leads to a G-equivariant map between
the associated right G-sets. This in fact establishes an equivalence of categories between the
category of the functors of this form (i.e., functors from Gop to the core category of the category
of sets) and the category of right G-sets. The functor, which goes in the opposite direction,
associates to any right G-set pX, ςq the functor X : Gop ÝÑ Sets that sends any object a P G0

to the őbre ς´1ptauq, and any arrow g in Gop to the bijective map ς´1pttpgquq ÝÑ ς´1ptspgquq
that sends x to xg.

Formally there should not be a more advantageous choice between these two deőnitions.
Nevertheless, in our opinion, for technical reasons, it is perhaps better to deal with groupoid-sets
as given in Deőnition 1.1.14, instead of the aforementioned functorial approach. Speciőcally,
the latter approach presents an inconvenient, since one is forced to distinguish, in certain
łlocalž proofs, between the cases when the őber is empty and when it is not. There is no such
difficulty using Deőnition 1.1.14, as we will see in the sequel.

Example 1.1.19. Given a morphism of groupoids ϕ : H ÝÑ G, let us consider the triple
pH0 ϕ0

̂ t G1, pr1, ςq, where ς : H0 ϕ0
̂ t G1 ÝÑ G0 sends pu, gq ÞÑ spgq and pr1 is the őrst

projection. Then the following maps

́
H0 ϕ0

̂ t G1

̄
ς̂ t G1

→→ H0 ϕ0
̂ t G1

́
pu, g1q, g

̄
✤ →→ pu, g1qâg :“ pu, g1gq

H1 ŝpr1

́
H0 ϕ0

̂ t G1

̄
→→ H0 ϕ0

̂ t G1

́
h, pu, gq

̄
✤ →→ hãpu, gq :“ ptphq, ϕphqgq

(1.1.5)
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deőne structures of right G-set and of left H-set, respectively. Analogously, the maps

́
G1 ŝϕ0

H0

̄
pr2

̂ t H1
→→ G1 ŝϕ0

H0

́
pg, uq, h

̄
✤ →→ pg, uqàh :“ pgϕphq, sphqq

G1 ŝϑ

́
G1 ŝϕ0

H0

̄
→→ G1 ŝϕ0

H0

́
g, pg1, uq

̄
✤ →→ gápg1, uq :“ pgg1, uq

(1.1.6)

where ϑ : G1 ŝϕ0
H0 ÝÑ G0 sends pg, uq ÞÑ tpgq, deőne structures of right H-set and of left

G-set on G1 ŝϕ0
H0, respectively. This in particular can be applied to any morphism of

groupoids of the form
pX,Xq ÝÑ pY ̂ Y, Y q
px, x1q ÝÑ

̀
pfpxq, fpxqq, fpx1q

̆
,

where f : X ÝÑ Y is any map. On the other hand, if f is a G-equivariant map, for a group G
acting on both X and Y , then the above construction applies, as well, to the morphism of
action groupoids

pĜX,Xq ÝÑ pĜ Y, Y q̀
pg, xq, x1

̆
ÝÑ

̀
pg, fpxqq, fpx1q

̆
.

The proofs of the following useful lemmas are immediate.

Lemma 1.1.20. Given a groupoid G, let pX, ςq be a right G-set with action ρ and let be
pX 1, ς 1q be a right G-set with action ρ1. Let F : pX, ςq ÝÑ pX 1, ς 1q be a G-equivariant map with
bijective underlying map. Then F´1 : pX 1, ς 1q ÝÑ pX, ςq is also G-equivariant.

Proposition and Definition 1.1.21. Given a groupoid G, let pX, ςq be a right G-set with
action ρ and let be X 1 Ď X. We define

ς 1 “ ς|X 1 : X
1 ÝÑ G0 and ρ1 “ ρ|X 1

ς1 ˆ
t
G1

: X 1
ς 1̂t G1 ÝÑ X

and let’s suppose that for each pa, gq P X 1
ς 1̂t G1 we have ρpa, gq P X 1. Then pX 1, ς 1q is a right

G-set with action map ρ1 and we say that pX 1, ς 1q is a right G-subset of pX, ςq.

1.1.3 Orbit sets and stabilizers

Next we recall the notion (see, for instance, [Jel03, page 11]) of the orbit set attached to a
right groupoid-set. This notion is a generalization of the orbit set in the context of group-sets.
Here we use the (right) translation groupoid to introduce this set.

Given a right G-set pX, ςq, the orbit set X{G of pX, ςq is the orbit set of the (right)
translation groupoid X ̧ G, that is, X{G “ π0pX ̧ Gq, the set of all connected component.
For an element x P X, the equivalence class of x, called the orbit of x, is denoted by:

rxsG :“ OrbX ¸Gpxq “

$
’&
’%
y P X

̌̌
̌̌
̌̌
̌

D px, gq P pX ̧ Gq1 such

that x “ t¸px, gq and

y “ s¸px, gq “ xg

,
/.
/-

“
!
xg P X

̌̌
̌ tpgq “ ςpxq

)
.

Let us denote by repGpXq a representative set of the orbit set X{G. For instance, if
G “ pX ̂G,Xq is an action groupoid as in Example 1.1.10, then obviously the orbit set of
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this groupoid coincides with the classical set of orbits X{G. Of course, the orbit set of an
equivalence relation groupoid pR, Xq (see Example 1.1.11) is precisely the quotient set X{R.
The left orbits sets for left groupoids sets are analogously deőned by using the left translation
groupoids. We will use the following notations: given a left G-set pZ, ϑq, its orbit set will be
denoted by GzZ and the orbit of an element z P Z by Grzs.

A right G-set is said to be transitive if it has a single orbit, that is, if X{G is a singleton
or, equivalently, if its associated right translation groupoid X ̧ G is transitive.

Now let pX, ςq be a right G-set with action ρ : Xς̂t G1 ÝÑ X. The right stabilizer
StabG pxq of x in G is the groupoid with arrows

pStabG pxqq1 “ t g P G1 | ς pxq “ t pgq and xg “ x u

and objects
pStabG pxqq0 “ t u P G0 | D g P G1pς pxq , uq : xg “ x u Ď Oςpxq.

Therefore, we have that

pStabG pxqq0 “ t ς pxq u , StabGpxqςpxqq “ pStabG pxqq1 ď Gςpxq.

and, as a groupoid with only one object ςpxq, the set of arrow is:

pStabG pxqq1 “
!
g P G1

̌̌
̌ s pgq “ t pgq “ ς pxgq and xg “ x

)
.

In other words, the stabilizer of an element x P X is the subgroup of the isotropy group Gςpxq

consisting of those loops g which satisfy xg “ x. The following lemma is then an immediate
consequence of this observation.

Lemma 1.1.22. Let pX, ςq be a right G-set and consider its associated morphism of groupoids

σ : X ̧ G ÝÑ G,

given by σ0 “ ς pr1 and σ1 “ pr2. Then, for each x P X, the stabilizer StabG pxq is the image
by σ of the isotropy group pX ̧ Gqx and there is an isomorphism of groups:

pStabG pxqq1 – pX ̧ Gqx .

The left stabilizer of an elements of a left groupoid set is similarly deőned and enjoys
analogue properties, as in Lemma 1.1.22.

1.1.4 A right groupoid-set with a non surjective structure map

We will give an example of a right G-set whose structure map is not surjective, completing by
this the observations made in Remark 1.1.18. Given a set S, let be H ‰ S1 Ř S and let R
be an equivalence relation on S. Assume that there is x0 P SzS1 such that for every y P S1,
px0, yq R R. Let’s deőne RS1 “ R X pS1 ̂ S1q, that is, the restriction of R to S1. It is clear
that RS1 is an equivalence relation on S1.

We have the following two groupoids of equivalence relation: G “ pR,Sq and H “ pRS1 , S1q
with the inclusion τ : H ãÝÑ G of groupoids. Let us deőne X :“ H0 τ̂s G1 “ S1

τ̂tR. Note
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that we have to choose S1 ‰ H otherwise X would be empty. The set X becomes a right G-set
with structure map

ς : X ÝÑ G0̀
s1, pa, bq

̆
ÝÑ spa, bq “ b

and action
X ς̂s G1 ÝÑ X́ ̀
s1, pa, bq

̆
,
̀
b1, d

̆ ̄
ÝÑ

̀
s1, pa, bq

̀
b1, d

̆̆
“
̀
s1, pa, dq

̆
,

where
b “ ς

̀
s1, pa, bq

̆
“ t

̀
b1, d

̆
“ b1.

The axioms of right G-set are not difficult to verify.

Now, we want to prove that ς is not surjective. By contradiction, let us assume that ς is
surjective. Therefore, there is ps1, pa, bqq P X “ S1

τ̂tR such that x0 “ ς ps1, pa, bqq “ b: in
particular a “ tpa, bq “ τ0 ps1q “ s1, hence ps1, x0q “ pa, bq P R, with s1 P S1, which contradicts
our assumption. As a consequence x0 doesn’t belong to the image of ς in G0 and ς is not
surjective. As a particular implementation of this example, we can choose S “ R, S1 “ Q,
x0 “

?
2 and for every s1, s2 P S we can deőne s1Rs2 if and only if s1 ́ s2 P Z.

1.2 Groupoid-bisets, translation groupoids, orbits and cosets

In this section, we recall from [El 18] (with sufficient details) the notions of groupoid-biset,
two sided translation groupoid, coset by a subgroupoid and tensor product of bisets. After
that, we will discuss the decomposition of a set, with a groupoid acting over it, into disjoint
orbits. Moreover, we will prove the bijective correspondence between groupoid-bisets and left
sets over the product of the involved groupoids.

1.2.1 The category of bisets and two sided translation groupoids

The following deőnitions are abstract formulations of those given in [Jel03] for topological
groupoids and in [MM05] for Lie groupoids. In this regard, see also [El 18].

Definition 1.2.1. Given a set X and two groupoids H and G, let ϑ : X ÝÑ H0 and ς : X ÝÑ
G0 be two maps. The triple pX,ϑ, ςq is said to be an pH,Gq-biset if there is a left H-action
λ : H1 ŝϑX ÝÑ X and a right G-action ρ : X ς̂t G1 ÝÑ X such that:

(1) for each x P X, h P H1 and g P G1 such that ϑ pxq “ s phq and ς pxq “ t pgq, we have

ϑ pxgq “ ϑ pxq and ς phxq “ ς pxq ;

(2) for each x P X, h P H1 and g P G1 such that ϑ pxq “ s phq and ς pxq “ t pgq, we have

h pxgq “ phxq g.

The triple pX,ϑ, ςq is referred to as a groupoid-biset, whenever the two groupoids H and G
are clear.

Note that the őrst condition in the deőnition of biset is necessary for the second one to
have meaning. For simplicity the actions maps of a groupoid-bisets are omitted in the notation.
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Definition 1.2.2. Given two groupoids H and G, let pX,ϑ, ςq and pY, α, βq be two pH,Gq-
bisets. A morpshism of pH,Gq-biset is a function f : X ÝÑ Y such that f pX,ϑq ÝÑ pY, αq
is a morphism of left H-set and f : pX, ςq ÝÑ pY, βq is a morphism of right G-sets. The
resulting category will be denoted by H-BiSets-G.

The two sided translation groupoid associated to a given pH,Gq-biset pX,ϑ, ςq is
deőned to be the groupoid H ̇X ̧ G whose set of objects is X and whose set of arrows is

H1 ŝϑ X ς̂ s G1 “
!

ph, x, gq P H1 ̂X ̂ G1| sphq “ ϑpxq, spgq “ ςpxq
)
.

The structure maps are:

sph, x, gq “ x, tph, x, gq “ hxg´1 and ιx “
̀
ιϑpxq, x, ιςpxq

̆
.

The multiplication and the inverse map are given by

ph, x, gqph1, x1, g1q “
̀
hh1, x1, gg1

̆
and ph, x, gq´1 “

̀
h´1, hxg´1, g´1

̆
,

respectively.

Example 1.2.3. Given two groups G and H and a group-biset U , the category xUy deőned by
Bouc in [Bou10b, Notation 2.1] is the translation groupoid of the pH,Gq-biset V , where H,
respectively G, is the groupoid with only one object and isotropy group H, respectively G,
and V is exactly U considered as a groupoid-biset.

The orbit space of the two translation groupoid is the quotient set X{pH,Gq deőned
by the following equivalence relation: for each x, x1 P X, x „ x1 if and only if there exist h P H1

and g P G1 with sphq “ ϑpxq and tpgq “ ςpx1q such that hx “ x1g. We will also employ the
notation HzX{G :“ X{pH, Gq and denote by reppH,GqpXq one of its representative sets.

Example 1.2.4. Let ϕ : H ÝÑ G be a morphism of groupoids. Consider, as in Example 1.1.19,
the associated triples pH0 ϕ0

̂ t G1, ς, pr1q and pG1 ŝϕ0
H0, pr2, ϑq with actions deőned as

in equations (1.1.5) and (1.1.6). Then these triples are an pH,Gq-biset and a pG,Hq-biset,
respectively.

Proposition 1.2.5. Let pX,ϑ, ςq be an pH,Gq-biset with actions

λ : H1 ŝϑ X ÝÑ X and ρ : X ς̂ t G1 ÝÑ X.

Then HzX is a right G-set with structure map and action as follows:

pς : HzX ÝÑ G0

Hrxs ÝÑ pς pHrxsq “ ς pxq
and

pρ : pHzXq pς̂t G1 ÝÑ HzX
pHrxs, gq ÝÑ pρ pHrxs, gq “ Hrxgs “ Hrρ px, gqs.

Proof. Let be x1, x2 P X such that Hrx1s “ Hrx2s. Then by deőnition of orbit there is
h P H1 such that x1 “ hx2 and ϑ px2q “ s phq. One of the biset conditions says that
ς px1q “ ς phx2q “ ς px2q. This shows that pρ is well deőned. Now let be g P G1, x1, x2 P X
such that Hrx1s “ Hrx2s, pς pHrx1sq “ t pgq and pς pHrx2sq “ t pgq. We have

ς px1q “ pς pHrx1sq “ t pgq “ pς pHrx2sq “ ς px2q
and

ρ px1, gq “ x1g “ phx2q g “ h px2gq “ hρ px2, gq
so Hrx1gs “ Hrx2gs which shows that pρ is well deőned.

Now we only have to check the axioms of right G-set but this is easy and is left to the
reader. As a consequence, we have proved that HzX is a right G-set as stated.
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The left version of Proposition 1.2.5 also holds true. Precisely, given an pH,Gq-biset
pX, ς, ϑq, since X is obviously a pGop,Hopq-biset, applying Proposition 1.2.5 we obtain that
GopzX is right Hop-set, that is, X{G is a left H-set.

1.2.2 Left (right) cosets by subgroupoids and decompositions

Now we will introduce the notion of left and right cosets associated to a morphism of groupoids.
Let us assume that a morphism of groupoids ϕ : H ÝÑ G is given and denote by

ϕHpGq “ H0ϕ0
̂

t
G1

the underlying set of the pH,Gq-biset of Example 1.2.4. Then the left translation groupoid is
given by

H ̇ ϕH pGq “ H ̇
̀
H0ϕ0

̂
t
G1

̆
“
̀
H1 ŝpr1

̀
H0ϕ0

̂
t
G1

̆
,H0ϕ0

̂
t
G1

̆

where the source s˙ is the action ã described in equation (1.1.5) and the target t˙ is the
second projection pr2 on X. The multiplication of two arrows ph1, a1, g1q and ph2, a2, g2q of
H ̇ ϕH pGq such that s˙ph1, a1, g1q “ t˙ph2, a2, g2q is given as follows. Since

́
tph1q, ϕ1ph1qg1

̄
“
́
h1ãpa1, g1q

̄
“ s˙ph1, a1, g1q “ t˙ph2, a2, g2q “ pa2, g2q

and sph2q “ pr1pa2, g2q “ a2 “ tph1q we can write h2h1. We calculate t˙ph1, a1, g1q “ pa1, g1q
and

s˙ ph2, a2, g2q “
́
h2ãpa2, g2q

̄
“
́
tph2q, ϕ1ph2qg2

̄
“
́
tph2h1q, ϕ1ph2qϕ1ph1qg1

̄

“
́
tph2h1q, ϕ1ph2h1qg1

̄
“
́

ph2h1qãpa1, g1q
̄
,

therefore the situation is as follows

pa1, g1q
́
tph1q, ϕ1ph1qg1

̄
ph1,a1,g1q

←←

́
ph2h1qãpa1, g1q

̄
ph2,a2,g2q

←←

and we obtain
ph1, a1, g1qph2, a2, g2q “ ph2h1, a1, g1q.

Definition 1.2.6. Given a morphism of groupoids ϕ : H ÝÑ G, we deőne

pG{HqRϕ :“ π0

́
H ̇ ϕH pGq

̄
“ HzϕH pGq

and, for each pa, gq P H0ϕ0
̂

t
G1, we set

ϕHrpa, gqs “
! ́

hãpa, gq
̄

P ϕH pGq
̌̌
̌ h P H1, sphq “ a

)
.

If H is a subgroupoid of G, that is, if ϕ :“ τ : H ãÑ G is the inclusion functor, we use the
notation

pG{HqR “ HzH pGq “ HzτH pGq “ Hz pH0 τ0̂t G1q “ t Hrpa, gqs | pa, gq P H0 τ0̂t G1, u
(1.2.1)

and, for each pa, gq P H0 τ0̂t G1,

Hrpa, gqs “ τHrpa, gqs “
! ́

hãpa, gq
̄

P H pGq
̌̌
̌ h P H1, sphq “ a

)
. (1.2.2)

Moreover, pG{HqR is called the set of right cosets of G by H.
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For each arrow ph, a, gq of H ̇ τH pGq we have

́
hãpa, gq

̄
“ pt phq , τ1 phq gq “ pt phq , hgq and s phq “ a “ τ0 paq “ t pgq

thus, for each pa, gq P H0 τ0̂t G1, we obtain

Hrpa, gqs “
!

pt phq , hgq P H pGq
̌̌
̌h P H1, s phq “ t pgq

)
.

Keeping the notation of the previous deőnition we can state:

Lemma 1.2.7. Given pa1, g1q, pa2, g2q P H0τ0̂t G1, we have Hrpa1, g1qs “ Hrpa2, g2qs if and
only if there is h P H pa2, a1q such that h “ g1g

´1
2 .

Proof. We have Hrpa1, g1qs “ Hrpa2, g2qs if and only if pa1, g1q P Hrpa2, g2qs, if and only if
there is h P H1 such that sphq “ tpg2q and pa1, g1q “ ptphq, hg2q, if and only if there is h P H1

such that #
tpg1q “ a1 “ tphq
g1 “ hg2,

if and only if there is h P H1 such that sphq “ tpg2q “ a2, tphq “ tpg1q “ a1, h “ g1g
´1
2 , if and

only if there is h P H pa1, a2q such that h “ g1g
´1
2 .

The set of left coset of G by H is deőned using the pG,Hq-biset

HpGqτ :“ G1 ŝ τ0 H0

of Example 1.2.4 with action maps as in equation (1.1.6). If τ : H ÝÑ G is the inclusion
functor, then we use the notation

pG{HqL “ HpGqτ {H “
!

rpg, uqsH
̌̌
̌ pg, uq P HpGqτ

)
(1.2.3)

and, for each pg, uq P HpGqτ ,

rpg, uqsH “
! ́

pg, uqàh
̄

“ pgh, s phqq P HpGqτ
̌̌
̌ h P H1, spgq “ u “ tphq

)
.

Moreover, pG{HqL is called the set of left cosets of G by H. The following is an analogue
of Lemma 1.2.7.

Lemma 1.2.8. If τ : H ÝÑ G is an inclusion functor, then for each pg1, u1q , pg2, u2q P
G1ŝτ0 H0 we have rpg1, u1qsH “ rpg2, u2qsH if and only if g´1

2 g1 P H1.

Proof. Is similar to that of Lemma 1.2.7.

As a corollary of Proposition 1.2.5, we obtain:

Corollary 1.2.9. Let H be a subgroupoid of G via the inclusion functor τ : H ÝÑ G. Then
pG{HqR becomes a right G-set with structure map and action given as follows:

ς : pG{HqR ÝÑ G0

Hrpa, gqs ÝÑ s pgq
and

ρ : pG{HqR ς̂t G1 ÝÑ pG{HqR̀
Hrpa, g1qs, g2

̆
ÝÑ Hrpa, g1g2qs.

(1.2.4)
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In a similar way the left coset pG{HqL becomes a left G-set with a structure and action
maps given by:

ϑ : pG{HqL ÝÑ G0

rpg, uqsH ÝÑ t pgq
and

λ : G1ŝϑ pG{HqL ÝÑ pG{HqL̀
g1, rpg2, uqsH

̆
ÝÑ rpg1g2, uqsH.

(1.2.5)

The following crucial proposition characterizes, as in the classical case of groups, right
orbits of an element (i.e. right transitive G-sets) using the stabilizer subgroupoid of that
element.

Proposition 1.2.10. Let pX, ςq be a right G-set with action map ρ : X ς̂t G1 ÝÑ X. Given
x P X, let us consider H “ StabG pxq its stabilizer as a subgroupoid of G (see Subsection 1.1.3).
Then the following map

ϕ : pG{HqR →→ rxsG
Hrpa, gqs ✤ →→ xg

establishes an isomorphism of right G-sets. Likewise, a similar statement is true for left cosets.
That is, for a given left G-set pY, ϑq with action λ, we have, for every y P Y , an isomorphism
of left G-set

ψ : pG{HqL →→ Grys
rpg, uqsH ✤ →→ gy,

where H “ StabG pyq is the stabilizer of y.

Proof. We only show the right side of the statement. Given Hrpa, gqs P pG{HqR, we have
a P H0 “ t ς pxq u and, since pa, gq P H0 τ0̂t G1, where τ : H ÝÑ G is the inclusion functor, we
have t pgq “ a “ ς pxq and we can write xg. Now consider pa1, g1q , pa2, g2q P H0 τ0̂t G1 (that
is, a1 “ t pg1q and a2 “ t pg2q) such that Hrpa1, g1qs “ Hrpa2, g2qs. Then, by Lemma 1.2.7,
there exists h P H1 such that s phq “ a2, t phq “ a1 and h “ g1g

´1
2 . Since H “ StabG pxq we

have a1 “ a2 “ ς pxq and xh “ x so x “ xh “ xg1g
´1
2 , whence xg2 “ xg1. This shows that ϕ

is well deőned. Now let be

Hrpa1, g1qs, Hrpa2, g2qs P pG{HqR

such that ϕ
̀
Hrpa1, g1qs

̆
“ ϕ

̀
Hrpa2, g2qs

̆
. Then we have

xg1 “ ϕ
̀
Hrpa1, g1qs

̆
“ ϕ

̀
Hrpa2, g2qs

̆
“ xg2,

so xg1g
´1
2 “ x, which means that g1g

´1
2 P StabG pxq “ H. Therefore Hrpa1, g1qs “ Hrpa2, g2qs

and ϕ is injective. Now consider an element xg P rxsG: by deőnition we have ϕ pHrpςpxq, gqsq “
xg, therefore ϕ is a surjective map. As a consequence, ϕ is bijective.

By Corollary 1.2.9 and Proposition 1.1.21 it follows that pG{HqR and rxsG are right G-sets.
We denote by ςx and ρx the structure and the action maps of rxsG, respectively. To prove
that ϕ is a morphism of right G-set we have to prove that the following two diagrams are
commutative:

pG{HqR pς̂t G1
pρ

→→

ϕˆ IdG1
↓↓

pG{HqR

ϕ

↓↓

prxsGq ςx̂t G1
ρx

→→ rxsG

and pG{HqR

ϕ

↓↓

pς
→→ G0

rxsG,
ςx

→→
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where we used the notation pς and pρ for the structural and the action maps given in (1.2.4). Let
us check the commutativity of the triangle. So take Hrpa, gqs P pG{HqR, using the deőnition of
right action, we have

ςxϕ pHrpa, gqsq “ ςx pxgq “ ς pxgq “ s pgq “ pς pHrpa, gqsq

since t pgq “ a “ ς pxq. As for the rectangle, take an arbitrary element
́
Hrpa, gqs, g1

̄
P

pG{HqR pς̂t G1, we have

ρx pϕ̂ IdG1
q
́
Hrpa, gqs, g1

̄
“ ρx pϕ pHrpa, gqsq , g1q

“ ρx pxg, g1q “ ρ pxg, g1q “ pxgq g1 “ x pgg1q “ ϕ pHrpa, gg1qsq “ ϕpρ
̀
Hrpa, gqs, g1

̆
.

Therefore, ϕ is compatible with the action and by using Lemma 1.1.20, we conclude that ϕ is
an isomorphism of right G-set as desired.

Corollary 1.2.11. Let pX, ςq be a right G-set. Then there is an isomorphism of right G-sets:

X –
ě

x P repGpXq

pG{StabG pxqqR .

where the right hand side is the coproduct in the category of right G-sets and with repGpXq we
indicate a set of representatives of the orbits of the right G-set X.

Proof. Immediate from Proposition 1.2.10, considering the fact that a right G-set is a disjoint
union of its orbits.

1.2.3 Groupoid-bisets versus (left) groupoid-sets

In this subsection we give the complete proof of the fact that the category of groupoid
pH,Gq-bisets is isomorphic to the category of left groupoid pH ̂ Gopq-sets (equivalently right
pHop ̂ Gq-sets). Here the groupoid structure of the (cartesian) product of two groupoids is
the one given by the product of the underlying categories as described in Example 1.1.9.

Proposition 1.2.12. Given a set X and two groupoids H and G, there is a bijective corre-
spondence between structures of pH,Gq-bisets on X and structures of left pH ̂ Gopq-sets on
X.

Proof. Let X be an pH,Gq-biset with actions and structures map as follows:

ϑ : X ÝÑ H0

λ : H1 ŝϑX ÝÑ X
and

ς : X ÝÑ G0

ρ : Xς̂t G1 ÝÑ X.

We deőne the structure map and action as follows

α : X ÝÑ pH ̂ Gopq0
x ÞÝÑ pϑ pxq , ς pxqq

and
β : pH ̂ Gopq1 ŝαX ÝÑ X

pph, gq, xq ÞÝÑ h pxgq .

Now the veriőcation that pX,αq is a left pH ̂ Gopq-set is obvious.

Conversely, let X be an pH ̂ Gopq-left set with

α : X ÝÑ pH ̂ Gopq0 and β : pH ̂ Gopq1 ŝαX ÝÑ X
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as structure map and action. Let be pr1 and pr2 the canonical projections

pr1 : pH ̂ Gopq0 ÝÑ H0

ph, gq ÞÝÑ h
and

pr2 : pH ̂ Gopq0 ÝÑ G0

ph, gq ÞÝÑ g.

We deőne a structure of left H-set as follows

ϑ : X ÝÑ H0

x ÞÝÑ pr1 α pxq
and

λ : H1ŝϑX ÝÑ X

px, gq ÞÝÑ β
̀
ph, ιςpxqq, x

̆

and a structure of right G-set as follows:

ς : X ÝÑ G0

x ÞÝÑ pr2 α pxq
and

ρ : Xς̂t G1 ÝÑ X

px, gq ÞÝÑ β
̀
pιϑpxq, gq, x

̆
.

For each ph, xq P H1ŝϑX we have

α pxq “ pϑ pxq , ς pxqq “
̀
s phq , t

̀
ιςpxq

̆̆
“ s

̀
h, ιςpxq

̆

so λ is well deőned. The veriőcation that pX,ϑq is a left H-set is obvious. As for the right
action, for each px, gq P Xς̂t G1, we have

α pxq “ pϑ pxq , ς pxqq “
̀
s
̀
ιϑpxq

̆
, t pgq

̆
“ s

̀
ιϑpxq, g

̆

so ρ is well deőned. The veriőcation that pX, ςq is a right G-set is also obvious. Now we
only have to verify the properties of a biset but this is easy and it is left to the reader. As a
consequence, X is an pH,Gq-biset. Lastly, it is clear that these two constructions are mutually
inverse and this completes the proof.

A similar proof to that of Proposition 1.2.12, works to show that there is a bijective
correspondence between right pHop ̂Gq-set structures and pH,Gq-set structures. Furthermore,
any pH,Gq-equivariant map (i.e., any morphism of pH,Gq-bisets) is canonically transformed,
under this correspondence, to a left pH ̂ Gopq-equivariant map. This allows us to state the
following corollary.

Corollary 1.2.13. Let H and G be two groupoids. Then there are canonical isomorphisms
of categories between the category of pH,Gq-bisets, the category of left pH ̂ Gopq-sets and the
category of right pHop ̂ Gq-sets.

1.2.4 Orbits and stabilizers of bisets and double cosets

We will use the notations of the proof of Proposition 1.2.12. Let X be an pH,Gq-biset and let’s
consider x P X. Thanks to Proposition 1.2.12, X becomes an pH ̂ Gopq-left set, therefore we
can deőne the bilateral stabilizer StabpH,Gq pxq of x in pH,Gq as the left stabilizer of x in
H ̂ Gop. As a result we have

̀
StabpH,Gq pxq

̆
0

“
̀
StabpHˆGopq pxq

̆
0

“ t pϑ pxq , ς pxqq u

and

̀
StabpH,Gq pxq

̆
1

“
̀
StabpHˆGopq pxq

̆
1

“
#

ph, gq P H1 ̂ Gop
1

̌̌
̌̌
̌
s ph, gq “ t ph, gq “ α pxq

ph, gqx “ x

+

“

$
’&
’%

ph, gq P H1 ̂ Gop
1

̌̌
̌̌
̌̌
̌

s phq “ t phq “ ϑ pxq
s pgq “ t pgq “ ς pxq

hxg “ x

,
/.
/-
.
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Similarly, we can deőne the orbit of x, with respect to the pH,Gq-biset X, as the orbit set
of x with respect to the left pH ̂ Gopq-set X and we denote it by OrbpH,Gqpxq or HrxsG.
Consequently, we have

OrbpH,Gqpxq “ HrxsG “
!
hxg “ ph, gqx P X

̌̌
̌ s phq “ ϑ pxq , ς pxq “ t pgq

)
.

The following proposition is an useful precursor of Proposition 3.1.7.

Proposition 1.2.14. Given a groupoid H, let A and B be subgroupoid of H. We define

X “ A0̂tHŝ B0 “
!

pa, h, bq P A0 ̂ H1 ̂ B0

̌̌
̌ a “ t phq , s phq “ b

)
.

Then X is an pA,Bq-biset with structure maps

ϑ : X ÝÑ A0

pa, h, bq ÞÝÑ a
and

ς : X ÝÑ B0

pa, h, bq ÞÝÑ b

and action maps

λ : A1ŝϑX ÝÑ X

pr, pa, h, bqq ÞÝÑ pt prq , rh, bq
and

ρ : Xς̂t B1 ÝÑ X

ppa, h, bq , qq ÞÝÑ pa, hq, s pqqq .

Proof. We have to check the properties of a groupoid right action.

(1) For each pa, h, bq P X and q P B1 such that ς pa, h, bq “ t pqq we have

ς ppa, h, bq dq “ ς pa, hq, s pqqq “ s pqq .

(2) For each pa, h, bq P X we have

pa, h, bq ιςpa,h,bq “ pa, h, bq ιb “ pa, hιb, s pιbqq “ pa, h, bq .

(3) For each pa, h, bq P X and q, q1 P B1 such that ς pa, h, bq “ t pqq and s pqq “ t pq1q we have

ppa, h, bq qq q1 “ pa, hq, s pqqq q1 “
̀
a, hqq1, s

̀
q1
̆̆

“
̀
a, hqq1, s

̀
qq1

̆̆
“ pa, h, bq

̀
qq1

̆
.

The properties of the left action are similarly proved. Now, we have to check the compatibility
conditions of a biset. For each pa, h, bq P X, r P A1 and q P B1 such that ϑ pa, h, bq “ s paq and
ς pa, h, bq “ t pqq we have

ϑ ppa, h, bq qq “ ϑ pa, hq, s pqqq “ a “ ϑ pa, h, bq ,
ς pr pa, h, bqq “ ς pt prq , rh, bq “ b “ ς pa, h, bq

and

r ppa, h, bq qq “ r pa, hq, s pqqq “ pt prq , rhq, s pqqq “ pt prq , rh, bq q “ pr pa, h, bqq q,

and this őnishes the proof.

Proposition 1.2.14 allows us to deőne the orbit set AzX{B as the set of double cosets
of H by A and B, thus a double coset of H by A and B will be in the form Apa, h, bqB with
pa, h, bq P X.
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1.2.5 The tensor product of groupoid-bisets

Now we are going to recall, from [MM05, page 161], [DG70, Chap. III, ğ4, 3.1] and [Gir71,
Déőnition 1.3.1, page 114] the deőnition of the tensor product of two groupoid-bisets and we
are going to show its universal property.

Given groupoids G, H and K, let pX,ϑ, ςq be a pH,Gq-biset and let pY, χ, ϱq be a pG,Kq-biset.
Considering the triple

̀
X ς̂ t G1 ŝχ Y, ϑ, ϱ

̆
, where

ϑ : X ς̂ t G1 ŝχ Y ÝÑ H0

px, g, yq ÝÑ ϑpxq
and

ϱ : X ς̂ t G1 ŝχ Y ÝÑ K0

px, g, yq ÝÑ ϱpyq,

we have that
̀
X ς̂ t G1 ŝχ Y, ϑ, ϱ

̆
is an pH,Kq-biset with actions

́
X ς̂ t G1 ŝχ Y

̄
ϱ̂ t K1 ÝÑ X ς̂ t G1 ŝχ Y

̀
px, g, yq, k

̆
ÝÑ px, g, ykq

and
H1 ŝϑ

́
X ς̂ t G1 ŝχ Y

̄
ÝÑ X ς̂ t G1 ŝχ Y

̀
h, px, g, yq

̆
ÝÑ phx, g, yq.

Then we can deőne a right G-set pX ς̂χ Y, ωq with structure map and action

ω : X ς̂χ Y ÝÑ G0

px, yq ÝÑ ςpxq “ χpyq
and

pX ς̂χ Y q ω̂t G1 ÝÑ pX ς̂χ Y q
ppx, yq, gq ÝÑ

̀
xg, g´1y

̆
,

respectively.

Following the notation and the terminology of [El 18, Remark 2.12], we use the notation

X bG Y :“ pX ς̂χ Y q {G

to denote the orbit set of the right G-set pX ς̂χ Y, ωq and we refer to it as the tensor product
over G of X and Y . We also use the notation xbG y to denote the equivalence class of the
element px, yq P X ς̂χ Y , therefore for every g P G1 such that ςpxq “ χpyq “ tpgq we have
xg bG y “ xbG gy. Moreover, X bG Y admits a structure of pH,Kq-biset whose left and right
structure maps are

ϑ̃ : X bG Y ÝÑ H0

xbG y ÝÑ ϑpxq
and

ϱ̃ : X bG Y ÝÑ K0

xbG y ÝÑ ϱpyq

respectively, and whose left and right actions are

H1 ŝϑ̃ pX bG Y q ÝÑ X bG Y

ph, xbG yq ÝÑ hxbG y
and

pX bG Y q ϱ̃̂tK1 ÝÑ X bG Y

pxbG y, kq ÝÑ xbG yk

respectively.

Now we will state the universal property of the tensor product between groupoid-bisets (in
this regard, see also [EK17, Remark 2.2]). We will denote with π : X ς̂χ Y ÝÑ X bG Y the
canonical projection to the quotient.
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Lemma 1.2.15. Let G,H and K be three groupoids and pX,ϑ, ςq, pY, χ, ϱq the above groupoid-
bisets. Then the following diagram

X ς̂ t G1 ŝχ Y
ρˆ 1X →→

1Y ˆλ
→→ X ς̂χ Y

π →→ →→ X bG Y (1.2.6)

is the co-equalizer, in the category of pH,Kq-bisets, of the pair of morphisms
̀
ρ̂ 1X , 1Y ̂ λ

̆
.

Furthermore, if f : X ÝÑ X 1 and g : Y ÝÑ Y 1 are morphism of pH,Gq-biset and pG,Kq-biset,
respectively, then there is a unique map f bG g : X bG Y ÝÑ X 1 bG Y

1 rendering commutative
the following diagram:

X ς̂ t G1 ŝχ Y

fˆIdG1 ˆg

↓↓

ρˆ 1X →→

1Y ˆλ
→→ X ς̂χ Y

fˆg

↓↓

π →→ →→ X bG Y

fbGg

↓↓

X 1
ς̂ t G1 ŝχ Y

1
ρ1 ˆ 1X1

→→

1Y 1 ˆλ1
→→ X 1

ς̂χ Y
1 π1

→→ →→ X 1 bG Y
1.

Proof. Straightforward.

Remark 1.2.16. It is clear from its universal construction that the tensor product establishes a
functor:

H-BiSets-G ̂ G-BiSets-K →→ H-BiSets-K̀
X,Y

̆
✤ →→ X bG Y

̀
f, g

̆
✤ →→ f bG g

(1.2.7)

Although we will not employ the notion of bicategory in the context of bisets, it is noteworthy
to mention that groupoids and groupoid-bisets give rise to a bicategory as follows: 0-cells are
groupoids, 1-cells are groupoid-bisets and 2-cells are morphisms between groupoid-bisets. The
horizontal and vertical compositions, as well as the coherence constraints, are given by the
tensor product stated in Lemma 1.2.15 and equation (1.2.7).

1.3 Monoidal equivalences between groupoid-sets

The material in this section will be essential in Chapter 5 to construct the Burnside ring of a
groupoid. Mainly, we will prove some isomorphisms of categories of groupoid-sets, after having
described two monoidal structures on them. Before starting doing this, however, we have to
establish some deőnitions that will help us to state the future theorems and propositions in a
more succinct way.

1.3.1 Laplaza categories and their functors

Given two monoidal structures ̉ and ‘ on a category C, let’s assume that one of them, let’s
say ̉, distributes over the other, that is, for each object A, B and C of C, there are natural
isomorphisms

A ̉ pB ‘ Cq – A ̉B ‘A ̉ C and pA‘Bq ̉ C – A ̉ C ‘B ̉ C.

To distinguish the two monoidal structures, we call ̉ the łmultiplicativež monoidal structure of
C and ‘ the ładditivež monoidal structure of C. This situation was foreshadowed in [Lap72a]
and studied more thoroughly in [Lap72b, page 29], where a complete set of coherence conditions
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is provided. We will call such a category, for lack of a better name, a Laplaza category and
we will denote the category of small Laplaza categories by LPZCat. An example of a small
Laplaza category, as we will see in subsection 1.3.2, is the category Sets-G of the őnite right
G-sets over a groupoid G where ‘ is the coproduct, i.e., the disjoint union Z, and ̉ is the
őbered product

Ĝ0

.

In this subsection, for brevity reasons, we will omit the unity of the monoidal structures
involved and we will denote a Laplaza category with the notation pC, ̉,‘q where the őrst
monoidal product, ̉, is the multiplicative one the second monoidal structure the additive one.
For the deőnition of strong monoidal functor and monoidal natural transformation we remand
to Appendix C.

Definition 1.3.1. Let pC1, ̉1,‘1q and pC2, ̉2,‘2q be Laplaza categories. A Laplaza functor

F : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q

is simultaneously both a strong monoidal functor F : pC1, ̉1q ÝÑ pC2, ̉2q and a strong monoidal
functor F : pC1,‘1q ÝÑ pC2,‘2q.

Definition 1.3.2. Let pC1, ̉1,‘1q and pC2, ̉2,‘2q be Laplaza categories. A Laplaza functor

F : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q

is said to be an isomorphism of Laplaza categories if it is an isomorphism of categories
and the inverse functor F´1 is also a Laplaza functor.

Definition 1.3.3. Given two Laplaza categories pC1, ̉1,‘1q and pC2, ̉2,‘2q, let

F, G : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q

be two strong monoidal functors. A Laplaza natural transformation (respectively, a
Laplaza natural isomorphism)

ϕ : F ÝÑ G : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q

is simultaneously both a monoidal natural transformation (respectively, a monoidal natural
isomorphism)

ϕ : F ÝÑ G : pC1, ̉1q ÝÑ pC2, ̉2q

and a monoidal natural transformation (respectively, a monoidal natural isomorphism)

ϕ : F ÝÑ G : pC1,‘1q ÝÑ pC2,‘2q .

Definition 1.3.4. Given pC1, ̉1,‘1q and pC2, ̉2,‘2q two Laplaza categories, let

F : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q

be a Laplaza functor. We say that F realizes a Laplaza equivalence of categories if there
is a Laplaza functor

G : pC2, ̉2,‘2q ÝÑ pC1, ̉1,‘1q

and Laplaza natural isomorphisms η : IdC1 ÝÑ GF and ε : FG ÝÑ IdC2 .
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1.3.2 The monoidal structures of the category of (right) G-sets and the
induction functors

We will start describing the Laplaza structure on Sets-G and, after that, we will explore the
concept of the induction functor and of the induced natural transformation.

Given a groupoid G the category of right G-sets is a symmetric monoidal category with
respect to the disjoint union Z. This structure is given as follows: given two right G-set pX, ςq
and pY, ϑq, we set pX, ςq Z pY, ϑq “ pZ, µq where Z “ X Z Y and the map µ : Z ÝÑ G0 is
deőned by the conditions µ|X “ ς and µ|Y “ ϑ. The action is deőned by:

Z µ̂t G1 ÝÑ Z

pz, gq ÝÑ zg

where zg stands for xg if z “ x P X or yg if z “ y P Y . The identity object of this monoidal
structure is the right G-set with an empty underlying set whose action is, by convention, the
empty one.

On the other hand, the őbre product ́
Ĝ0

́ induces another symmetric monoidal structure

(see, for instance, [EK17, section 2]). Explicitly, the product of pX, ςq and pY, ϑq is deőned as
follows:

pX, ςq
Ĝ0

pY, ϑq “
̀
X

Ĝ0

Y, ςϑ
̆
,

where X
Ĝ0

Y “ X ς̂θ Y and ςϑ : X
Ĝ0

Y ÝÑ G0 sends px, yq to ςpxq “ ϑpyq. The action is

given by px, yqg “ pxg, ygq for each g P G1 and px, yq P X
Ĝ0

Y such that ςϑpx, yq “ tpgq. The

identity object is the right G-set pG0, IdG0
q with action given as in (1.1.3). Furthermore, up to

isomorphisms, pG0, IdG0
q is the only dualizable object with respect to this monoidal category.

The compatibility between the two monoidal structure is expressed by the subsequent
lemma, while the coherence condition expressed in [Lap72b, page 29] are clear.

Lemma 1.3.5. Given a groupoid G, let be ppXi, ςiqqi P I and ppYj , ϑjqqj P J two families of right
G-sets. Then there is an isomorphism of right G-sets

ě

i P I
j P J

̂
pXi, ςiq

Ĝ0

pYj , ϑjq
̇

–
̃ě

i P I

pXi, ςiq
̧

Ĝ0

̃ě

j P J

pYj , ϑjq
̧
.

Proof. It is omitted, since it is a direct veriőcation.

Let ϕ : H ÝÑ G be a morphism of groupoids. We deőne the induced functor, referred to
as the induction functor

ϕ˚ : Sets-G ÝÑ Sets-H,

which sends the right G-set pX, ςq to the right H-set pX ς̂ϕ0
H0, pr2q with the following action:

pX ς̂ϕ0
H0q pr2

̂tH1 ÝÑ X ς̂ϕ0
H0̀

px, aq, h
̆

ÝÑ pxϕ1phq, sphqq.

Given a morphism of right G-set f : pX, ςq ÝÑ pY, ϑq, we deőne the morphism

ϕ˚pfq : ϕ˚ pX, ςq ÝÑ ϕ˚ pY, ϑq
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as the morphism
f ̂ H0 : pX ς̂ϕ0

H0, pr2q ÝÑ pY θ̂ϕ0
H0, pr2q

px, aq ÝÑ pfpxq, aq.

For instance, we have that ϕ˚pG0, IdG0
q “

́
G0 IdG0

̂ϕ0
H0, pr2

̄
. The following is a well known

property of the induction functor (see [EK17]). However, for the sake of completeness and for
the convenience of the reader, we give here an elementary proof.

Proposition 1.3.6. The functor ϕ˚ : Sets-G ÝÑ Sets-H is Laplaza, that is, is monoidal with
respect to both the disjoint union Z and the fibered product ́

Ĝ0

́.

Proof. The fact that ϕ˚ is well deőned is a routine computation and we leave it to the reader.
Let us check that ϕ˚ is monoidal with respect to Z. Given right sets pX, ςq and pY, ϑq we
have the natural isomorphisms

ϕ˚ ppX, ςq Z pY, ϑqq “ ϕ˚ pX Z Y, ς Z ϑq “ ppX Z Y q ςZϑ̂ϕ0
H0, pr2q

– pX ς̂ϕ0
H0, pr2q Z pY ϑ̂ϕ0

H0, pr0q “ ϕ˚ pX, ςq Z ϕ˚ pY, ϑq

and, we also have that

ϕ˚ pH,Hq “ pH Ĥϕ0
H0, pr2q “ pH,Hq .

Now we have to prove that ϕ˚ is monoidal with respect to the őbered product. Given right
G-sets pX, ςq and pY, ϑq we have the natural isomorphisms

ϕ˚

̂
pX, ςq

Ĝ0

pY, ϑq
̇

“ ϕ˚ pX ς̂ϑ Y, ςϑq “ ppX ς̂ϑ Y q ςϑ̂ϕ0
H0, pr2q

–
̀
pX ς̂ϕ0

H0q pr2
̂pr2

pY ϑ̂ϕ0
H0q , ppr2q ppr2q

̆

“ pX ς̂ϕ0
H0, pr2q

Ĥ0

pY ϑ̂ϕ0
, pr2q “ ϕ˚ pX, ςq

Ĥ0

ϕ˚ pY, ϑq ,

because an element of pX ς̂ϕ0
H0q pr2

̂pr2
pY ϑ̂ϕ0

H0q is of the kind px, a, y, aq with x P X,
y P Y , a P H0. Therefore, we have a natural isomorphism

ϕ˚

̂
pX, ςq

Ĝ0

pY, ϑq
̇

– ϕ˚ pX, ςq
Ĥ0

ϕ˚ pY, ϑq ,

for every pair of right G-sets pX, ςq and pY, ϑq. On the other hand, we have that

ϕ˚ pG0, IdG0
q “

́
G0 IdG0

̂ϕ0
H0, pr2

̄
– pH0, IdH0

q ,

since the map pr2 : G0 Id̂ϕ0
H0 ÝÑ H0 establishes an isomorphism of right H-sets.

Proposition and Definition 1.3.7. Given groupoid H and G, let ϕ, ψ : H ÝÑ G be two
morphisms of groupoids and consider a natural transformation α : ϕ ÝÑ ψ. We define an
induced natural transformation

α˚ : ϕ˚ ÝÑ ψ˚

between the induced functors

ϕ˚, ψ˚ : Sets-G ÝÑ Sets-H
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as follows: for each right G-set pX, ςq and for each px, aq P ϕ˚pX, ςq, we set

α˚
pX, ςq : ϕ

˚pX, ςq ÝÑ ψ˚pX, ςq
px, aq ÝÑ α˚

pX, ςqpx, aq “
̀
x ̈ pαaq´1, a

̆
.

Then α˚ is a Laplaza transformation (as defined in subsection 1.3.1).

Proof. Given a right G-set pX, ςq and px, aq P ϕ˚pX, ςq, the situation is as follows:

ςpxq “ ϕ0paq αa →→ ψ0paq.

We have ςpxq “ ϕ0paq “ spαaq “ t
̀
pαaq´1

̆
thus we can write x ̈ pαaq´1 and we have

ς
̀
x ̈ pαaq´1

̆
“ s

̀
pαaq´1

̆
“ tpαaq “ ψ0paq.

Therefore α˚pX, ςq is well deőned. We have to check that ϕ˚pX, ςq is a morphism of right
H-sets. The condition on the structure map is obviously satisőed. Regarding the condition
on the actions, let be px, aq P ϕ˚pX, ςq and h P H1 such that a “ pr2px, aq “ tphq: the arrow
h : b ÝÑ a is a morphism in H thus the following diagram is commutative:

ϕ0pbq αpbq
→→

ϕ1phq
↓↓

ψ0pbq
ψ1phq
↓↓

ϕ0paq αpaq
→→ ψ0paq.

As a consequence we can compute

α˚
pX, ςqppx, aqhq “ α˚

pX, ςq pxϕ1phq, bq “
̀
x ̈ ϕ1phq ̈ pαbq´1, b

̆
“
̀
x ̈ pαbq´1 ̈ ψ1phq, b

̆

“
̀
x ̈ pαbq´1, a

̆
̈ h “

́
α˚

pX, ςqpx, aq
̄

̈ h,

which show that α˚
pX, ςq is an H-equivariant map.

We have to check that α˚ is natural that is, given a morphism of right G-sets f : pX, ςq ÝÑ
pY, ϑq, that the following diagram is commutative:

ϕ˚pX, ςq “ pX ς̂ϕ0
H0, pr2q α˚pX,ςq

→→

ϕ˚pfq“fˆIdH0

↓↓

ψ˚pX, ςq “ pX ς̂ψ0
H0, pr2q

ψ˚pgq“gˆIdH0

↓↓

ϕ˚pY, ϑq “ pY ϑ̂ϕ0
H0, pr2q α˚pY,ϑq

→→ ψ˚pY, ϑq “ pY ϑ̂ψ0
H0, pr2q .

This follows from the following computation: given px, aq P ϕ˚pX, ςq, we have

pψ˚fq pα˚pX, ςqq px, aq “ pψ˚fq
̀
x ̈ pαaq´1, a

̆
“
̀
f
̀
x ̈ pαaq´1

̆
, a
̆

“
̀
fpxqpαaq´1, a

̆

“ α˚pY, ϑq pfpxq, aq “ α˚pY, ϑq pϕ˚fq px, aq.

The fact that α˚ is a Laplaza transformation is proved directly and it is left to the reader.

Proposition 1.3.8. Given groupoids K, H and G, let’s consider the following homomorphism
of groupoids:

K
ψ

→→ H
ϕ

→→ G .
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Then the following diagrams commute up to a natural isomorphism

Sets-G

ϕ˚

↓↓

–

pϕψq˚

→→ Sets-K

Sets-H
ψ˚

→→

and Sets-G

IdSets-G

↗↗

pIdGq˚

↘↘

– Sets-G.

That is, there are Laplaza natural isomorphisms

γ : pϕψq˚ ÝÑ ψ˚ϕ˚ and β : pIdGq˚ ÝÑ IdSets-G .

Proof. Given a homomorphism f : pX, ςq ÝÑ pY, θq in Sets-G, we have

pX ς̂ϕψ K0, pr2q “ pϕψq˚ pX, ςq pϕψq˚pfq
→→ pϕψq˚ pY, θq “ pY θ̂ϕψ K0, pr2q

px, aq →→ pfpxq, aq

and

ψ˚ pX ς̂ϕ0
H0, pr2q “ ψ˚ϕ˚ pX, ςq ψ˚ϕ˚pfq

→→ ψ˚ϕ˚ pY, θq “ ψ˚ pY θ̂ϕ0
H0, pr2q

̀
pX ς̂ϕ0

H0q pr2
̂ψ0

K0, pr3
̆ ̀

pY θ̂ϕ0
H0q pr2

̂ψ0
K0, pr3

̆

px, a, bq →→ pϕ˚px, aq, bq “ pfpxq, a, bq .

Now, for each right G-set pX, ςq we consider the G-equivariant maps

γ pX, ςq : ψ˚ϕ˚ pX, ςq ÝÑ pϕψq˚ pX, ςq
px, a, bq ÝÑ px, bq

and
β pX, ςq : pIdGq˚ pX, ςq ÝÑ pX, ςq

px, aq ÝÑ x

that give us the desired natural transformations. The proof of the fact that γ and β are
Laplaza isomorphisms is immediate.

Proposition 1.3.9. Given groupoids H and G and morphisms of groupoids ϕ, ψ, µ : H ÝÑ G,
let’s consider natural transformations α : ϕ ÝÑ ψ and β : ψ ÝÑ µ. Then the diagrams

ϕ˚

α˚

↓↓

pβαq˚

→→ µ˚

ψ˚
β˚

↗↗

and ϕ˚

pIdϕq˚

→→

Idϕ˚

→→ ϕ
˚

are commutative. Moreover, if α is a natural isomorphism, then we have
̀
α´1

̆˚ “ pα˚q´1.

Proof. Straightforward.

We őnish this subsection with the following useful results.

Proposition 1.3.10. Given a groupoid G, let A be a subgroupoid of G. Then the functor

F : Sets-G ÝÑ Sets-A

pX, ςq ÝÑ
́
ς´1 pA0q , ς|ς´1pA0q

̄
,

opportunely defined on morphisms, is a Laplaza functor.
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Proof. The fact that F is a well deőned functor is obvious. We have to prove that F is
monoidal with respect to the disjoint union. So, let be pX1, ς1q , pX2, ς2q P Sets-G: we have

F pX1, ςq Z F pX2, ς2q “
́
ς´1
1 pA0q , ς1|ς´1

1
pA0q

̄Z ́
ς´1
2 pA0q , ς2|ς´1

2
pA0q

̄

“
́
ς´1
1 pA0q Z ς´1

2 pA0q , ς1|ς´1

1
pA0q Z ς2|ς´1

2
pA0q

̄

“
̂

pς1 Z ς2q´1 pA0q , pς1 Z ς2q|pς1Zς2q´1
pA0q

̇

“ F pX1 ZX2, ς1 Z ς2q “ F ppX1, ς1q Z pX2, ς2qq

and evidently, we have F pH,Hq “ pH,Hq. Therefore, since the coherency conditions are
immediate to verify, F is monoidal strict with respect to Z. It remains to check that F is
monoidal with respect to the őber product. For each pX1, ς1q , pX2, ς2q P Sets-G, we have, using
the notations ϑi “ ςi|ς´1

i pA0q for i P t 1, 2 u,

F pX1, ς1q
Â0

F pX2, ς2q “
̀
ς´1
1 pA0q , ϑ1

̆
Â0

̀
ς´1
2 pA0q , ϑ2

̆

“
̀
ς´1
1 pA0q ϑ1̂ϑ2 ς

´1
2 pA0q , ϑ1ϑ2

̆

“
́

pς1ς2q´1 pA0q , ς1ς2|pς1ς2q´1pA0q

̄

“ F pX1 ς1̂ς2 X2, ς1ς2q “ F

̂
pX1, ς1q

Ĝ0

, pX2, ς2q
̇

and, obviously, we have that F pG0, IdG0
q “ pA0, IdA0

q. Therefore, since the coherency
conditions are immediate to verify, F is monoidal strict with respect to the őber product and
the proof is concluded.

1.3.3 Monoidal equivalences and category decompositions

We will describe several equivalences of categories of groupoid-sets that will be used in the
forthcoming sections. Before starting, we need to talk about the coproduct in the category of
small categories and, in particular, in the category of (small) groupoids.

Proposition 1.3.11. Let Cat be the category of small categories and let pXjqjPI be a family of
objects in Cat (respectively, in Grpd). Let X be the small category (respectively, the groupoid)
whose set of object is the disjoint union of the Xj’s, that is,

Obj pX q “
ě

jPI

Obj pXjq ,

and such that, for every y, z P Obj pX q,

HomX py, zq “
#
HomXj

py, zq if D i P I : y, z P Obj pXiq
H otherwise.

Now let pXjqjPI be a family of objects in Cat (respectively, in Grpd) and, for each j P I,
let ij : Xj ÝÑ X be the inclusion functor. Then pij : Xj ÝÑ X qjPI is the coproduct in Cat
(respectively, in Grpd) of the family pXjqjPI . Henceforth, we will often simply write X “š

jPI Xj.
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Proof. Let pϕj : Xj ÝÑ YqjPI be a family of morphisms in C. We have to prove that there is a
unique morphism ϕ : X ÝÑ Y such that for every j P I the following diagram is commutative:

Xj

ij
↓↓

ϕj
→→ Y

X

ϕ

↗↗

.

Let be x be an object of X : then there is a unique j P I such that x P Xj so we deőne
ϕpxq :“ ϕjpxq (note that j is unique because Obj pX q is the disjoint union of the Xj ’s). Next,
let g : x ÝÑ y be a morphism in X : then there is a unique j P I such that g : x ÝÑ y is a
morphism in Xj and we can deőne

ϕ pg : x ÝÑ yq :“ ϕj pg : x ÝÑ yq .

Proving that ϕ is actually a functor, that is, a morphism in Cat (respectively, in Grpd) is
immediate, therefore we just have to show that ϕ is unique. Let ϕ1 : X ÝÑ Y be another
functor such that, for each j P I, the diagram

Xj

ij
↓↓

ϕj
→→ Y

X
ϕ1

↗↗

commutes. Given x P X , there is j P i such that x P Xj thus ϕ1pxq “ ϕ1 pijpxqq “ ϕjpxq “ ϕpxq.
Now let be g : x ÝÑ y a morphism in X: there is j P J such that g is a morphism in Xj , thus
we have ϕ1pgq “ ϕ1 pijpgqq “ ϕjpgq “ ϕpgq and, consequently, ϕ “ ϕ1.

Note that this proof works both for small categories and groupoids.

Lemma 1.3.12. Given a family of groupoids pGiqi P I , let be j P J and let’s consider and
object pX, ςq P Sets-Gj. Let G “ š

jPJ Gj be the coproduct of the family pGiqi P I , as explained in

Proposition 1.3.11. We can define an object {pX, ςq “ pX, pςq P Sets-G as follows. The structure
map pς : X ÝÑ G is such that for every x P X, pςpxq “ ςpxq. The action

pρ : X pς̂t G1 ÝÑ Xj

is such that for every x P X and g P G1 such that pςpxq “ tpgq, we have pρpx, gq “ ρpx, gq, where
ρ : X ς̂t G1 ÝÑ X is the action of pX, ςq.

Proof. Straightforward.

Proposition 1.3.13. Let tGiui P I be a family of groupoids and let tij : Gj ÝÑ Guj P I be their
coproduct in Grpd. Then we have a Laplaza isomorphism of categories:

Sets-

̃ž

j P I

Gj

̧
–

ź

j P I

Sets-Gj .

Proof. We deőne a functor

T :
ź

j P I

Sets-Gj ÝÑ Sets-

̃ž

j P I

Gj

̧
“ Sets-G



1.3. MONOIDAL EQUIVALENCES BETWEEN GROUPOID-SETS 27

in the following way. Let be ppXj , ςjqqj P I an object of
ś
j P I Sets-Gj . Using Lemma 1.3.12, we

set
T
́

ppXj , ςjqqj P I

̄
“

ě

j P I

{pXj , ςjq.

It is clear that T becomes a functor in the expected way.

In the other direction, we deőne

S : Sets-

̃ž

j P I

Gj

̧
ÝÑ

ź

j P I

Sets-Gj

as follows. Given pX, ςq P Sets-G, we set

S pX, ςq “
́́
ς´1

̀
pGjq0

̆
, ς|ς´1ppGjq

0
q
̄̄

j P I
.

It is clear that S becomes a functor in the expected way and that T and S are isomorphism of
categories such that S “ T´1. To conclude, thanks to Corollary C.0.14, is it enough to prove
that S is a Laplaza functor, but this follows from Proposition 1.3.10.

Proposition 1.3.14. Let H and G be isomorphic groupoids. Then there is a Laplaza isomor-
phism of categories Sets-G – Sets-H.

Proof. It is an immediate veriőcation.

Given a groupoid G and a őxed object x P G0, we denote with Gpxq the one object
subgroupoid with isotropy group Gx.

Theorem 1.3.15. Given a transitive and not empty groupoid G, let be a P G0. Then there is
a Laplaza equivalence of categories

Sets-G » Sets-Gpaq.

Proof. Set S “ G0. Thanks to Propositions 1.3.14 and Remark 1.1.13, it is enough to prove
the theorem when G “ GG,S and Gpaq “ GG,t a u. We set A “ Gpaq for brevity. Let’s deőne the
functor

F : Sets-G ÝÑ Sets-A

pX, ςq ÝÑ
́
ς´1paq, ς|ς´1paq

̄

where ς : X ÝÑ G0 is the structure map of X. Thanks to Proposition 1.3.10, F is a well
deőned Laplaza functor, opportunely deőned on morphisms, of course.

Now we have to construct a functor G : Sets-A ÝÑ Sets-G: for each pX, ςq P Sets-A we
deőne G pX, ςq “ pY, ϑq P Sets-G such that Y “ X ̂ G0 and

ϑ “ pr2 : Y “ X ̂ G0 ÝÑ G0

px, bq ÝÑ b.

Note that ςpxq “ a for every x P X because A0 “ t a u. We also want to extend the
action X ς̂tA1 ÝÑ X to Y ϑ̂t G1 ÝÑ Y . Let be px, bq P Y and pb, g, dq P G1: we set
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px, bqpb, g, dq “ pxpa, g, aq, dq. It’s easy to prove that the action axioms are satisőed. Now let
be f : pX1, ς1q ÝÑ pX2, ς2q a morphism in Sets-A: we deőne

G pfq “ pf ̂ IdSq : pX1 ̂ S, pr2q ÝÑ pX2 ̂ S, pr2q
px, bq ÝÑ pfpxq, bq .

It is easy to see that G is well deőned and respects the properties of a functor. Thanks to
Corollary C.0.14, it is now sufficient to show that F and G establish an ordinary equivalence
of categories.

For each pX, ςq P Sets-A we calculate

FG pX, ςq “ F pX ̂ G0, ϑ : X ̂ S ÝÑ Sq “
́
ϑ´1paq, ϑ|ϑ´1paq

̄

“ pX ̂ t a u , ς ̂ Idaq – pX, ςq .

Since the behaviour on the morphisms is obvious, we obtain FG – IdSets-A.

For each pX, ςq P Sets-G we have

GF pX, ςq “ G
́
ς´1paq, ς|ς´1paq

̄
“
̀
ς´1paq ̂ S, pr2 : ς

´1paq ̂ S ÝÑ S
̆
:“ pY, ϑq

We have to deőne a natural isomorphism α : GF ÝÑ IdSets-G . Thus, given pX, ςq P Sets-G, we
have to deőne α :“ αpX,ςq : pY, ϑq ÝÑ pX, ςq and prove that it is a homomorphism of right
G-set. According to the above notation, for each px, bq P Y we set αpx, bq “ x pa, 1, bq. We left
to the reader to check that this is a G-equivariant map turning commutative the following
diagram of G-sets

Y1 :“
̀
ς´1
1 paq ̂ S, pr2

̆ αpX1,ς1q
→→

f |
ς

´1

1
paq

ˆIdS

↓↓

pX1, ς1q

f

↓↓

Y2 :“
̀
ς´1
2 paq ̂ S, pr2

̆ αpX2,ς2q
→→ pX2, ς2q

and the proof is completed.

In Chapter 4 we will explain, using Lemma 4.3.4, how to obtain another proof of Theo-
rem 1.3.15.



Chapter 2

Conjugations and Burnside Theorem

In this chapter we will explore in depth, with several example and counterexamples, the
concept of conjugation of two subgroupoids of a given groupoid, illustrating instances of new
phenomenons that are not present in the group context. For example, unlike the classical case
of groups, there can be two subgroupoids that are conjugated without being isomorphic (see
Example 2.1.11). Another peculiar situation is described in Example 2.1.7, where we show
that there is a groupoid with two conjugated subgroupoids such that not each isotropy group
of the őrst subgroupoid is conjugated to each isotropy group of the second subgroupoid. Both
Examples make manifest the complexity of the study of the łposetž of all subgroupoids using
the conjugacy relation.

Next we will apply these concepts to an in-depth discussion of the Burnside Theorem
for groupoids: őrst in the general case (Proposition 2.2.3) and, then, in the őnite one
(Theorem 2.2.7). The proof in the őnite case is based on the fact that the table of marks, or
the matrix of marks, of the groupoid under consideration can be shown to be a diagonal block
matrix, where each block is a lower triangular matrix, which corresponds to the matrix of
marks of an isotropy group type of the groupoid (see Proposition 2.1.21).

2.1 Conjugation of subgroupoids and the fixed points functors

We give in this section our őrst result concerning the conjugacy criteria between subgroupoids of
a given groupoid, and we expound some illustrating examples. A discussion, from a categorical
point of view, about őxed point subsets is provided here, as well as the description, under
certain őniteness conditions, of the table of marks of groupoids.

2.1.1 The conjugation equivalence relation

In this subsection we clarify the notion of conjugation between subgroupoids. To illustrate the
concept, crucial in the sequel, of conjugacy in the groupoid context, the following notion is
needed.

Definition 2.1.1. Let G be a groupoid and let H and K be two subgroupoids of G with
inclusion monomorphisms τK : K ÝÑ G and τH : H ÝÑ G. We say that K and H are
conjugally equivalent subgroupoids if there is an equivalence F : K ÝÑ H, between their
underlying categories, and a natural transformation g : τHF ÝÑ τK.

29
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Remark 2.1.2. It follows from the deőnition that g is, actually, a natural isomorphism, because
for each a P K0, gpaq P G1, thus it is an isomorphism, and the inverses of these arrows lead to
the inverse of g.

We note that all the groupoids under consideration are assumed to be small, therefore the
subgroupoids of a given groupoid actually constitute a set and, even more, a small category.

Lemma 2.1.3. Being conjugally equivalent subgroupoid, as defined in Definition 2.1.1, induces
an equivalence relation on the set of subgroupoids of G.

Proof. The fact the relation is reŕexive is immediate: it’s sufficient to take F “ IdH and
g “ IdF “ IdIdH . Now let H and K be conjugally equivalent subgroupoids: there is an
equivalence of categories F : K ÝÑ H and a natural transformation g : τHF ÝÑ τK. Since F
is an equivalence there is a functor G : H ÝÑ K such that there are natural isomorphisms
ε : FG ÝÑ IdH and η : GF ÝÑ IdK. The functor G and the natural transformation

τKG
g´1G

→→ τHFG
τHε →→ τH

render K and H conjugally equivalent therefore the relation is transitive.

Now, to prove the transitivity, we consider subgroupoids H, K and A of G such that H
and K are conjugally equivalent and such that K and A are too. This means that there
are equivalences of categories F : K ÝÑ H and L : A ÝÑ K, and natural transformations
g : τHF ÝÑ τK and n : τKL ÝÑ τA. The equivalence of categories FL : A ÝÑ H and the
natural transformation

τHFL
gL

→→ τKL
n →→ τA

imply that H and A are conjugally equivalent.

Using elementary arguments, this deőnition is equivalent to say that there is a functor
F : K ÝÑ H, which is an equivalence of categories, such that there is a family pgbqbPK0

as
follows. For every b P K0 it has to be gb P G pF pbq, bq and for every arrow d : b1 ÝÑ b2 in K it
has to be F pdq “ g´1

b2
dgb1 , which justiőes the terminology. This will be explained in the proof

piiiq ñ pivq of the following Theorem 2.1.4, which is the main result of this subsection.

Theorem 2.1.4. Let H and K be two subgroupoids of a given groupoid G. Then the following
conditions are equivalent:

(i)
̀
G{H

̆R –
̀
G{K

̆R
as right G-sets;

(ii) There are morphisms of groupoids F : K Ñ H and G : H ÝÑ K together with two natural
transformations g : τHF ÝÑ τK and f : τKG ÝÑ τH.

(iii) The subgroupoids H and K are conjugally equivalent.

(iv) There are families pubqbPK0
and pgbqbPK0

with ub P H0 and gb P G pub, bq for every b P K0,
such that:

(a) for each b1, b2 P K0 we have g´1
b2

K pb1, b2q gb1 “ H pub1 , ub2q;
(b) for each u P H0 there is z P K0 such that H puz, uq ‰ H.

(v)
̀
G{H

̆L –
̀
G{K

̆L
as left G-sets.
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Proof. piq ñ piiq. Let us assume that there is a G-equivariant isomorphism

F :
̀
G{K

̆R ÝÑ
̀
G{H

̆R

and for each class of the form Krpb, ιbqs P
̀
G{K

̆R
, denote by Hrpab, gbqs its image by F . Thus,

for each b P K0, there could be many objects ab P H0 such that F
̀
Krpb, ιbqs

̆
“ Hrpab, gbqs

and, moreover, two such objects ab and a1
b are isomorphic. Therefore, we can make a single

choice by taking a representative element, which will be denoted by F0pbq, and we will have
F
̀
Krpb, ιbqs

̆
“ HrpF0pbq, gbqs, according to this choice. As a consequence, we have a map

F0 : K0 ÝÑ H0, which will be the object function of the functor we are going to built. On
the other hand, considering the deőnition of F , we have spgbq “ b and tpgbq “ F0pbq, thus we
obtain a family of arrows

pgb : F0pbq ÝÑ bqb PK0

with gb “ g´1
b for every b P K0. Now, given an arrow k : b ÝÑ b1 in K1, we have Krpb, ιbqs “

Krpkãpb, ιbqqs “ Krpb1, kqs, which implies

HrpF0pbq, gbqs “ F
̀
Krpb, ιbqs

̆
“ F

̀
Krpb1, kqs

̆
“ F

̀
Krpb1, ιb1qsk

̆
“ F

̀
Krpb1, ιb1qs

̆
k

“ HrpF0pb1q, gb1qsk “ HrpF0pb1q, gb1kqs

Therefore, there is a unique arrow h P HpF0pbq, F0pb1qq such that we have the equality hgb “ gb1k

in G1. In this way we can construct a map, at the level of arrows, F1 : K1 ÝÑ H1 with the
property that, for any k P Kpb, b1q, we have kgb “ gb1F1pkq as an equality in G1. The properties
of groupoid action show that F : K ÝÑ H is actually a functor with a natural transformation
g : τHF ÝÑ τK, as claimed in piiq. To complete the proof of this implication, it’s enough to
use the inverse G-equivariant map of F to construct, in a similar way, the functor G with the
required properties.

piiq ñ piiiq We have the following natural transformations:

τHFG
gG

→→ τKG
f

→→ τH “ τH IdH

and

τKGF
fF

→→ τHF
g

→→ τK “ τK IdK .

Since τH and τK are just inclusion functors, it is now clear that F and G establish an equivalence
of categories.

piiiq ñ pivq. Let F : K ÝÑ H be the given equivalence of categories and g the accompanying
natural transformation. For each element b P K0 we set ub “ F pbq P H0 and gb “ gb P Gpub, bq.
Condition paq follows now from the naturality of g, while condition pbq from the fact that F is
an essentially surjective functor.

pivq ñ pvq. We deőne the following map:

ψ : pG{K
̆L ÝÑ

̀
G{H

̆L

rpg, bqsK ÝÑ rpggb, ubqsH

Condition paq in the statement implies that ψ is a well deőned and injective G-equivariant map.
Let us check that it is also surjective. Let be rpp, uqsH P pG{HqL: thanks to the condition pbq
there is z P K0 such that there is h P H puz, uq. The situation is as follows:

z
g´1
z →→ uz

h →→ u
p

→→ tppq.
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Computing

ψ
́ “̀

phg´1
z , z

̆‰
K
̄

“ rpph, uzqsH “ rpp, uq àhsH “ rpp, uqsH

we obtain that ψ is surjective.

pvq ñ piq. It’s enough to use the isomorphism of categories between right G-sets and left
G-sets.

Definition 2.1.5. Let H and K be two subgroupoids of a given groupoid G. We say that H
and K are conjugated subgroupoids if one of the equivalent conditions in Theorem 2.1.4 is
fulőlled.

Definition 2.1.6. Given a groupoid G, let be a, b P G0, H a subgroup of Ga and K a subgroup
of Gb. We say that H and K are conjugated isotropy subgroups if there is d P G pa, bq
such that K “ dHd´1.

Example 2.1.7. There is a groupoid G with not empty subgroupoids H and K which are
conjugally equivalent and satisfy the following property: there are x P H0 and w P K0 such
that Hx and Kw are not conjugated. Namely, let us consider a group G, with two distinct
subgroups A and B which are not conjugated, and a set S with at least four elements x, y,
z and w. Set G “ GG,S , as in Remark 1.1.13, we construct two subgroupoids H and K of G,
with only loops as arrows, in the following way. We set H0 “ t x, z u, K0 “ t y, w u,

Hx “ px,A, xq, Hz “ pz,B, zq, Ky “ py,A, yq, and Kw “ pw,B,wq

where we made the abuse of notation px,A, xq “ t x u ̂ A ̂ t x u. We want to prove the
condition pivq of Theorem 2.1.4: to this purpose we set uy “ x and uw “ z. We obtain
H puy, xq “ Hx ‰ H and H puw, zq “ Hz ‰ H thus pbq is proved. Since all the arrows
of H and K are loops we just have to prove that there are gy P G puy, yq “ G px, yq and
gw P G puw, wq “ G pz, wq such that

g´1
y K py, yq gy “ H puy, uyq and g´1

w K pw,wq gy “ H puw, uwq .

To this end we set gy “ py, 1, xq and gw “ pw, 1, zq and we calculate

g´1
y K py, yq gy “ g´1

y Kygy “ px, 1, yqpy,A, yqpy, 1, xq “ px,A, xq “ Hx “ H puy, uyq

and

g´1
w K pw,wq gw “ g´1

w Kwgw “ pz, 1, wqpw,B,wqpw, 1, zq “ pz,B, zq “ Hz “ H puw, uwq

proving paq and, thus, the claim. Now, by contradiction, let be d : w ÝÑ x such that
Kw “ d´1Hd. Of course, there has to be g P G such that d “ px, g, wq. Calculating

pw,B,wq “ Kw “ d´1Hxd “
̀
x, g´1x

̆
px,A,Xq px, g, wq “

̀
w, g´1Ag,w

̆

we obtain g´1Ag “ B, which is a contradiction.

Proposition 2.1.8. Given a groupoid G, let’s consider two conjugated subgroupoids H and K.
Then H is transitive if and only if K is transitive. Moreover, in this case, every isotropy group
of H is conjugated to every isotropy group of K.
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Proof. Let’s assume H transitive and let’s consider b1, b2 P K0: for i P t 1, 2 u there are ubi P H0

and gbi P G pubi , biq such that

g´1
b2

K pb1, b1q gb1 “ H pub1 , ub2q

therefore K pb1, b2q ‰ H. If we assume K to be transitive, we can obtain H to be transitive
using pivq of Theorem 2.1.4 with the two subgroupoids exchanged.

Now let’s assume H and K to be transitive (i.e., connected) and let be u P H0 and v P K0.
Thanks to pivq of Theorem 2.1.4 there are uv P H0 and gv P G puv, vq such that g´1

v Kvgv “ Huv .
Since H is transitive there is h P H puv, uq such that Huv “ h´1Huh therefore

̀
gvh

´1
̆´1

Kv
̀
gvh

´1
̆

“ hg´1
v Kvgvh

´1 “ Hu,

which shows that Hu and Kv are conjugated, and őnishes the proof.

Corollary 2.1.9. Now let’s consider a, b P G0, H ď Ga and K ď Gb. Then H and K

induce subgroupoids H and K of G such that H0 “ t a u , H1 “ Ha “ H and K0 “ t b u ,
K1 “ Kb “ K. Moreover, H and K are conjugated subgroupoids if and only if H and K are
conjugated isotropy subgroups.

Proof. It follows from Proposition 2.1.8.

Remark 2.1.10. The conjugation in the context of groupoids is a much more complex phe-
nomenon then in the case of groups. For instance, there is a difference between a global
conjugation, between subgroupoids, and a local conjugation, between isotropy subgroups. In
this regard, Example 2.1.7 shows that there is a groupoid G, with conjugated subgroupoids
H and K, such that, given x P H0 and w P K0, Hx and Kw are not conjugated. Propo-
sition 2.1.8 shows that this behaviour cannot happen if H and K are transitive, therefore
two subgroupoids with a single object are conjugated if and only if their isotropy groups are
conjugated (Corollary 2.1.9).

Another interesting phenomenon is that, in contrast with the classical case of groups, conju-
gated subgroupoids are not necessarily isomorphic. The issue is that conjugated subgroupoids
have equivalent underlying categories, which means that they are not necessarily isomorphic
as groupoids. We will show in depth the difference between the conjugacy relation and the
isomorphism relation between subgroupoids in Example 2.1.11.

It is straightforward to see that the conjugation induces an equivalence relation „C on the
set SG of all subgroupoids of G with only one object. The equivalence class of a given element
H in SG will be denoted by rHs. Notice that any subgroup of an isotropy group of G can be
considered as a subgroupoid with only one object (see Deőnition 1.1.6) and, consequently,
as an element of SG . The converse is, by deőnition, also true. We denote by reppSGq a set
of representative elements of SG modulo the equivalence relation „C. It is clear that this
equivalence relation can be extended to the set of all subgroupoids of G.

Example 2.1.11. In contrast with the classical case of groups the conjugacy relation differs form
the isomorphism relation. Here we give examples of two subgroupoids which are isomorphic
but not conjugated, as well as two subgroupoids which are conjugated but not isomorphic.

• Let us show that there is a groupoid G with two subgroupoids H and K which are
isomorphic but not conjugated. Namely, given a set J ‰ H, let’s consider A,B Ď J such
that A ‰ H ‰ B and |A| “ |B|. Given an abelian group G, the relation of conjugacy
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is the same of the relation of equality, thus if we consider two distinct and isomorphic
subgroups H and K of G they are not conjugated. In particular, given an abelian group
U , possible choices are G “ U ̂U , H “ U ̂ 1 and K “ 1 ̂U . Now let us consider the
induced groupoids G “ GG,J , H “ GH,A and K “ GK,B (see Example 1.1.12 and Remark
1.1.13 for the notations). Thanks to Remark 1.1.13, we know that the groupoids H and
K are isomorphic. By contradiction, let’s assume that the subgroupoids H and K are
conjugated. Then, by Theorem 2.1.4pivq, there are families pajqjPB and pgjqjPB such

that aj P A, gj P G paj , jq and g´1
j Kjgj “ Haj for each j P B. By deőnition, for each

j P B there is ηj P G such that gj “ pj, ηj , ajq thus

t aj u ̂H ̂ t aj u “ Haj “ g´1
j Kjgj “

́
aj , η

´1
j , j

̄
pt j u ̂K ̂ t j uq pj, ηj , ajq

“ t aj u ̂ η´1
j Kηj ̂ t aj u .

As a consequence we obtain H “ η´1
j Kηj , which is a contradiction with the above

choices made for G, H and K.

• Let us check that there is a groupoid G with two subgroupoids B and A which are
conjugated but not isomorphic. To this end, we consider two subsets A and B of a given
set J such that H ‰ A Ď B Ď J , and we construct the groupoids of pairs G “ pJ ̂J, Jq,
B “ pB ̂ B,Bq and A “ pA ̂ A,Aq (see Example 1.1.11 for the deőnition). Since
A ‰ H we can choose a P A and, for every b P B, we deőne the families pubqbPB and
pgbqbPB as follows:

ub “
#
b, b P A
a, b P BzA

and gb “
#

pb, bq, b P A
pb, aq, b P BzA.

We have to check that for each b1, b2 P K0, we have g´1
b2

K pb1, b2q gb1 “ H pub1 , ub2q but
this condition is trivially satisőed in a groupoid of pairs. Now for each α P A we have to
check that there is b P B such that A pub, αq ‰ H but this is obvious: it is enough to
choose b “ α. Lastly, the groupoids A and B are not isomorphic if |A| ň |B|.

Lemma 2.1.12. Given a groupoid G, let’s consider a subgroupoid I of G with a single object
a, that is, I0 “ tau. Set I “ I1 ď Ga, we can construct a Ga-equivariant injective map

Ga{I ÝÑ pG{IqR

Ip ÞÝÑ Irpa, pqs.

Moreover, if we assume that Ga and G0 are finite sets, then the set of right cosets pG{IqR must
also be finite.

Proof. We have
pG{IqR “ t I rpa, pqs | p P G1, tppq “ a u

therefore, if we denote with Gxay the connected component of G containing a, using the
characterization of transitive groupoids (see Remark 1.1.13), we obtain

⃓

⃓

⃓
pG{IqR

⃓

⃓

⃓
ď

⃓

⃓

⃓

́
Gxay

̄
1

⃓

⃓

⃓
“

⃓

⃓

⃓

́
Gxay

̄
0

⃓

⃓

⃓
̂ |Ga| ̂

⃓

⃓

⃓

́
Gxay

̄
0

⃓

⃓

⃓
ď |pGq0| ̂ |Ga| ̂ |G0| ă 8,

and this proves the claim.

The following lemma will be used in subsequent sections.
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Lemma 2.1.13. Let G be a groupoid and consider two elements H and K in rep
̀
SG

̆
. Then

we have the following properties.

(i) Let be a, b P G0 such that H0 “ t a u and K0 “ t b u, and let’s define the set

T “
!
g P Gpb, aq

̌̌
̌ K1 Ď g´1H1g, where H1 ď Ga and K1 ď Gb

)
.

Then there is a bijection

HomSets-G

́
pG{KqqR, pG{HqqR

̄
ÝÑ T.

In particular, the set of G-equivariant maps HomSets-G

̀
pG{KqqR, pG{HqqR

̆
is a not empty

set if and only if there is g P Gpb, aq such that K1 Ď g´1H1g, where H1 ď Ga and K1 ď Gb.

(ii) Assume that all isotropy groups of G are finite groups. Then the following implication

HomSets-G

́
pG{KqR, pG{HqR

̄
‰ H ùñ HomSets-G

́
pG{HqR, pG{KqR

̄
“ H

holds true, whenever H ‰ K.

Proof. piq Assume that we have a G-equivariant map F : pG{KqR ÝÑ pG{HqR, and let be
g P Gpb, aq such that

F
̀
Krpb, ιbqs

̆
“ Hrpa, gqs P pG{HqqR.

For every k P K1 we compute

Hrpa, gqs “ F
̀
Krpb, ιbqs

̆
“ F

̀
Krpb, kqs

̆
“ F

̀
Krpb, ιbqs k

̆
“ F

̀
Krpb, ιbqs

̆
k

“ Hrpa, gqs k “ Hrpa, gkqs.

This means that there exists h P H1 such that hg “ gk. Therefore, we obtain K1 Ď g´1H1g.
The inverse function, from T to HomSets-G

̀
pG{KqqR, pG{HqqR

̆
, is built in a similar way.

piiq Assume by contradiction that we also have that HomSets-G

̀
pG{HqqR, pG{KqqR

̆
‰ H.

Applying the őrst part, we get that there exist g1 P Gpb, aq and g2 P Gpa, bq such that
K1 Ď g´1

1 H1g1 and H1 Ď g´1
2 K1g2. Thus H1 and K1 have the same cardinality as subsets

of G1. Since Gb is a őnite group, we obtain K1 “ g´1
1 H1g1. This means that H and K are

conjugated, that is, they represent the same class in SG{ „C, which is a contradiction because,
by hypothesis, H ‰ K as elements in rep pSGq.

2.1.2 Fixed points subsets of groupoid-sets and the table of marks of finite
groupoids

This subsection deals with the őxed point subsets of groupoid-sets under subgroupoid actions
and discusses their functorial properties. Moreover we give the analogue notion of what is
known in the classical theory as the table of marks attached to a given (őnite) groupoid
[Bur11].

Definition 2.1.14. Given a groupoid G, let H be a subgroupoid of G and let pX, ςq be a right
G-set. We deőne the set of fixed points by H in X as:

XH “
#
x P X

̌̌
̌̌
̌
ςpxq P H0

@h P H1 such that ς pxq “ t phq , we have that xh “ x

+
.
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Notice that not any subgroupoid is allowed to stabilize the elements of a given right G-set
pX, ςq. More precisely, the set of őxed point XH can be introduced only for those subgroupoids
H satisfying the condition H0 X ςpXq ‰ H and possessing at most one object. If this is not
the case, then it implicitly stands from the deőnition that we are setting XH “ H.

Note that, if H and H1 are conjugated subgroupoids of G with only one object (see
Corollary 2.1.9), then XH and XH1

are clearly in bijection (see Corollary 2.1.16).

If F : pX, ςq ÝÑ pY, ϑq is a G-equivariant map, then F induces a function

FH : XH ÝÑ Y H

x ÝÑ FH pxq “ F pxq.

It is clear that, in this way, we obtain a functor

ṕqH : Sets-G ÝÑ Sets (2.1.1)

from the category of G-sets to the category of sets. Therefore, if F is an isomorphism of G-sets,
the function FH is a bijection. Since there is another functor

HomSets-G

́
pG{HqR,́

̄
: Sets-G ÝÑ Sets, (2.1.2)

we can ask ourselves if there is a natural transformation between these two functors. It turns
out that the answer is affirmative, as stated in the following result, where we also state their
compatibility with the coproduct.

Proposition 2.1.15. Let H be a subgroupoid of G with only one objects. Then we have the
following natural isomorphism

ε : HomSets-G

́
pG{HqR,́

̄
ÝÑ ṕqH

defined, for each pX, ςq P Sets-G, in the following way:

ε pX, ςq : HomSets-G

́
pG{HqR, X

̄
ÝÑ XH

f ÝÑ f
́
H rpa, ιaqs

̄
,

where a P G0 is such that H0 “ t a u. Furthermore, the functors of formulas (2.1.1) and (2.1.2)
commutes with arbitrary coproducts. In particular, given a disjoint union X “ Zi P IXi of
right G-sets, we have a natural bijection

XH »
ě

i P I

XH
i . (2.1.3)

Proof. To prove that ε is a natural transformation, we have to prove that, for each G-equivariant
map F : pX, ςq ÝÑ pY, θq, the following diagram is commutative:

HomSets-G

̀
pG{HqR, X

̆ εpX,ςq
→→

HomSets-GppG{HqR,Fq
↓↓

XH

FH

↓↓

HomSets-G

̀
pG{HqR, Y

̆ εpY,ϑq
→→ Y H.



2.1. CONJUGATION OF SUBGROUPOIDS AND THE FIXED POINTS FUNCTORS 37

For each f P HomSets-G

̀
pG{HqR, X

̆
we calculate:

ε pY, ϑqHomSets-G

́
pG{HqR, F

̄
pfq “ ε pY, ϑq pFfq “ Ff pH rpa, ιaqsq

“ FH
́
f pH rpa, ιaqsq

̄
“ FHε pX, ςq pfq.

We want to deőne a natural transformation

η : ṕqH ÝÑ HomSets-G

́
pG{HqR,́

̄

such that, for each pX, ςq P Sets-G,

η pX, ςq : XH ÝÑ HomSets-G

́
pG{HqR, X

̄

x ÝÑ η pX, ςq pxq “
”
Hrpa, gqs ÞÑ xg

ı
.

Note that, since x P XH, we have ςpxq “ a “ tpgq and xg is well deőned. For each
f P HomSets-G

̀
pG{HqR, X

̆
we calculate

ηεpfq “ ηf
́
H rpa, ιaqs

̄
“
́
H rpa, gqs Ñ f

̀
H rpa, ιaqs

̆
g
̄

“
́
H rpa, gqs Ñ f

̀
H rpa, gqs

̆̄
“ f

and, for each x P XH,

εηpxq “ ε
́
Hrpa, gqs ÞÑ xg

̄
“ xιa “ x.

As a consequence ε is a natural isomorphism.

Lastly, it is clear that the functor ṕqH commutes with coproducts and, since ε is a natural
isomorphism, so does HomSets-G

̀
pG{HqR,́

̆
.

Corollary 2.1.16. Let H and H1 be two subgroupoids of G both with only one object. Assume
that we have a G-equivariant map F : pG{HqR ÝÑ pG{H1qR. Then, for any right G-set pX, ςq,
we have a commutative diagram:

HomSets-G

̀
pG{H1qR, X

̆ – →→

HomSets-GpF,Xq
↓↓

XH1

XF

↓↓

HomSets-G

̀
pG{HqR, X

̆ – →→ XH.

(2.1.4)

In particular, if H and H1 are conjugated, we have a bijection XH » XH1

.

Proof. Set H0 “ tau, H1
0 “ ta1u and let g P Gpa, a1q be the arrow attached to the G-equivariant

map F , that is, g is determined by the equality F
̀
Hrpa, ιaqs

̆
“ H1rpa1, gqs. Then the stated

map XF : XH1 ÝÑ XH is a given by x ÞÑ xg. The desired diagram commutativity is now clear
from the the involved maps. The particular case is a direct consequence of the őrst claim.

Remark 2.1.17. Let G be a groupoid and consider as before the set SG of all subgroupoids
with only one object. One can deőne a category whose objects set is SG and, given two
objects H,H1 P SG , the set of arrows from H1 to H is the set of all G-equivariant maps
HomSets-G

̀
pG{HqR, pG{H1qR

̆
. This category is also denoted by SG . In this way, the set

reppSGq is then identiőed with the skeleton of the category SG . On the other hand, for any
right G-set pX, ςq we obtain as, in Corollary 2.1.16, a functor H ÝÑ XH, which is naturally
isomorphic to the functor H ÝÑ HomSets-G

̀
pG{HqR, X

̆
.



38 CHAPTER 2. CONJUGATIONS AND BURNSIDE THEOREM

Next we discuss the cardinality of the őxed point subsets of right G-cosets by subgroupoids
with a single object, that is, by elements of SG . First, we give the deőnition of the notion of
őnite groupoid, which we will deal with.

Definition 2.1.18. Given a groupoid G, we say that G is strongly finite if its set of arrows
G1 is őnite. This obviously implies that G0 and π0pGq are őnite sets. We say that G is locally
strongly finite provided that the category SG of Remark 2.1.17 is skeletally finite and
each of the isotropy groups of G is a őnite set. Here skeletally őnite means that SG{ „C is a
őnite set.

Remark 2.1.19. Evidently, any strongly őnite groupoid is locally strongly őnite. On the other
hand , it could happens that a groupoid has each of its isotropy groups őnite, but reppSGq is
not. To see this, it suffices to look at the class of not transitive groupoids with trivial isotropy
groups and with an inőnite number of connected components. More precisely, one can take a
groupoid of the form Zi P IGi, where I is an inőnite set and each of the groupoids Gi is one of
those expounded in Example 1.1.11.

Let H be a subgroupoid of G. From now on we will denote by G{H :“ pG{HqR the set of
right G-cosets.

Given a groupoid G, we let’s őx a set reppG0q of representative objects modulo the regular
action of G over itself, by using either the source or the target. In other words, rep pG0q is a
set of objects representing the set of connected components π0pGq of G.

Proposition 2.1.20. Let G be a groupoid: for each a P π0pGq, we denote by Gxay the connected
component subgroupoid of G containing a (this is clearly a transitive groupoid) and we consider,
in a canonical way, SGxay{ „C as a subset of SG{ „C. Then:

(i) We have a disjoint union

SG{ „C “
ě

a P reppG0q

́
SGxay{ „C

̄
.

(ii) If G is locally strongly finite, then π0pGq and rep pG0q are finite sets and so is each of the
quotient sets SGxay{ „C.

(iii) If G is locally strongly finite, then the set of all G-equivariant maps HomSets-G pG{H,G{Kq
is finite, for every H,K P SG.

Proof. piq and piiq. Straightforward.

piiiq. By hypothesis, G is locally strongly őnite, therefore each of the isotropy groups of G
is a őnite set. As a consequence, thanks to the characterization in Remark 1.1.13 of transitive
groupoids, since every groupoid is the coproduct of its own connected (transitive) components,
we obtain that Gpb, aq is őnite, or empty, for each a, b P G0. Now the thesis follows from
Lemma 2.1.13(i).

Given a locally strongly őnite groupoid G, let us őx a set of representatives reppSGq and
a set of representatives of the quotient set π0pGq, whose elements we call a1, . . . , an P G0.
According to Proposition 2.1.20 (i), we can write

rep pSGq “
ně

i“1

rep
̀
SGxaiy

̆
, (2.1.5)
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where each of the Gxaiy is a transitive groupoid (i.e., the connected component containing ai).
Furthermore, once őxed the choice of reppSGq, we can consider the following family of not
negative integers:

mpH,Kq “ |HomSets-G pG{H,G{Kq| , @H,K P rep pSGq ,

and by Proposition 2.1.15, we know that these entries are

mpH,Kq “
⃓

⃓

⃓
pG{KqH

⃓

⃓

⃓
, @H,K P rep pSGq .

This, in conjunction with Lemma 2.1.13, shows that the natural numbers tmpH,KquH,K P rep
̀
SG

̆

satisfy the following conditions:

mpH,Kq mpK,Hq “ 0, @H ‰ K and mpH,Hq ‰ 0, @H, (2.1.6)

where H “ K in rep
̀
SG

̆
means that H and K are conjugated (or isomorphic as objects in

the category SG of Remark 2.1.17). The table that we want to construct in the sequel, which
will be formed by those coefficients (where H denotes the row position and K denotes the
column one), is what we can call, in analogy with the classical case [Bur11, ğ180], the table
of marks of the groupoid G.

Proposition 2.1.21 (The table of marks of a őnite groupoid). Let G be a locally strongly
finite groupoid. Then the fixed set of representatives reppSGq, can be endowed with a total
order ĺ satisfying the following property: for every H,K P reppSGq, we have

H ĺ K ùñ
#
mpH,Kq “ 0 if H ‰ K

mpH,Kq ‰ 0 if H “ K.

In particular, under this choice of ordering, the table (or matrix) of marks of G has the
following form:

́
mpH,Kq

̄
H,K P rep

́
SG

̄ “

̈
̊̋

M1 0 0

0
. . . 0

0 0 Mn

̉
‹‚,

where n is the number of connected components of G and each of the matrix Mi, i “ 1, ̈ ̈ ̈ , n
is a lower triangular matrix with each diagonal entry different from zero.

Proof. To construct this total order on the őnite set rep pSGq, one proceeds as follows. If
the handled groupoid G has only one object, then we are in the classical situation of a őnite
group and the total ordering is exactly given by comparing the cardinalities of representative
subgroups of this group modulo the conjugation relation. The details are expounded in [Bur11,
pages 236 and 237], and the result is one of the matrices Mi’s. Regarding the case when G is a
transitive groupoid, one can employ, for instance, Theorem 1.3.15 to reduce this case to the
particular one of őnite groups and proceed as in the classical case.

As for the general case, one uses equation (2.1.5) to decomposes rep pSGq into a őnite disjoint
union of őnite sets

␣
rep

̀
SGxaiy

̆ (
i“1,¨¨¨ ,n

, where n is the number of connected components of

G. In this way one can extended the total ordering of each piece rep
̀
SGxaiy

̆
to the whole set

rep pSGq, since each of the Gxaiy’s is a transitive groupoid (following, for example, the order
1 ă 2 ă ̈ ̈ ̈ ă n between the pieces). The resulting matrix (or the table of marks) of G will
be a diagonal block-matrix whose blocks correspond to the matrix of Gpaiq and, such that,
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outside of these blocks, only zeros will appear. Given two distinct elements H,K P rep pSGq
with H0 “ tau and K0 “ tbu such that a and b are not connected, it is necessary, by
Corollary 2.1.13(i), to have mpH,Kq “ mpK,Hq “ 0. Thus, the whole matrix will also be lower
triangular with non zero entries in the diagonal as stated.

2.2 Burnside Theorem for groupoid-sets: general and finite

cases

Before introducing the ghost function for (őnite) groupoids, an analogue of Burnside Theorem
for right groupoid-sets will be accomplished in this section. The classical situation of groups is
described as follows. Take two right G-sets X and Y and assume that their őxed point subsets
under any subgroup are in bijection, that is, XH » Y H , for any subgroup H of G. Under this
assumption, in general X and Y are not necessarily isomorphic as right G-sets. The main
objective of the Burnside Theorem (see [Bur11, Theorem I, page 238] or, for instance, [Bou10a,
Theorem 2.4.5]) is to seek further conditions under which X and Y become isomorphic as
right G-sets.

From a categorical point of view, one can assume, in the previous situation, a stronger
hypothesis, namely, that the functors H ÝÑ XH and H ÝÑ Y H are naturally isomorphic (see
Remark 2.1.17 for the deőnition of these functors). Nevertheless, this is equivalent to say that
the functors teu ÝÑ Xteu and teu ÝÑ Y teu are naturally isomorphic (here we’re taking the
full subcategory of the category of subgroups of G, with only one object e, the neutral element
of G) which, as we will see below, is equivalent to say that X and Y are isomorphic as right
G-sets. In this direction, it is not clear, at least to us, whether the condition XH » Y H , for
every subgroup H of G, implies that the functors H ÝÑ XH and H ÝÑ Y H are naturally
isomorphic (it seems that, without passing through the classical Burnside’s theorem, this is
not known even for the őnite case, that is, when G, X and Y are őnite sets).

All this suggests that, in the context of groupoid-sets, one should treat separately the case
when the őxed point subsets functors are naturally isomorphic.

2.2.1 The general case: two G-sets with natural bijections between fixed
points subsets

Let us őrst explain what is the meaning of the natural bijections, between the őxed points
subsets, that was mentioned above.

Definition 2.2.1. Let pX, ςq and pY, ϑq be two right G-sets. We say that pX, ςq and pY, ϑq
have naturally the same fixed points subsets, provided there is a natural bijection
XH » Y H, for every subgroupoid H of G with only one object. This means that we have a
commutative diagram

XH1

»

↓↓

XF
→→ XH

»

↓↓

Y H1 Y F
→→ Y H

(2.2.1)

for any G-equivariant map F : G{H ÝÑ G{H1 between cosets of subgroupoids with only one
object, where XF and Y F are the maps given as in the proof of Corollary 2.1.16.

Remark 2.2.2. In the case of groups, if we assume that two right G-sets have naturally the same
őxed points subsets as in Deőnition 2.2.1, then this, in particular, implies that Xteu » Y teu in
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a natural way (e is the neutral element of G). Thus, for any g P G, the right translation map
x ÞÑ xg from G to G gives arise to a G-equivariant map F : G{teu ÝÑ G{teu which, by the
commutativity of diagram (2.2.1), shows that X and Y are isomorphic as right G-sets. Thus,
in the group context, two right G-sets are isomorphic if and only if they have naturally the
same őxed points subsets. The case of groupoids is a bit more elaborate, as we will see in the
sequel.

Using the previous deőnition we can show the following result.

Proposition 2.2.3. Let G be a groupoid and let’s consider two right G-sets pX, ςq and pY, ϑq.
Then the following statements are equivalent.

(i) pX, ςq and pY, ϑq have naturally the same fixed points subsets under the action of each
one object subgroupoid (Definition 2.2.1);

(ii) pX, ςq and pY, ϑq are isomorphic as G-sets.

Proof. piiq ñ piq. It is clearly deduced from Proposition 2.1.15, Corollary 2.1.16 and Re-
mark 2.1.17.

piq ñ piiq. Given such an H we have, by Proposition 2.1.15, the following a commutative
diagram

HomSets-G pG{H, Xq – →→

ϕG{H

↓↓

XH

»

↓↓

HomSets-G pG{H, Y q – →→ Y H.

Let us check that ϕ´ establishes a natural transformation (isomorphism indeed) over the
class of right G-sets which are right cosets by one object subgroupoids. Thus, given another
subgroupoid with only one object H1 together with a G-equivariant maps F : G{H ÝÑ G{H1

XH1

»
←←

»

↓↓

XF
→→ XH

»

→→
»

↓↓

HomSets-G pG{H1, Xq

ϕG{H1

↓↓

HomSets-GpF,Xq
→→ HomSets-G pG{H, Xq

ϕG{H

↓↓

Y H1 Y F
→→

»
←←

Y H

»

→→

HomSets-G pG{H1, Y q HomSets-GpF,Y q
→→ HomSets-G pG{H, Y q

we need to show that the front rectangle is commutative. However, this follows immediately
from Corollary 2.1.16, since we already know by assumptions that the rear square commutes,
and the desired natural isomorphism ϕ´ is derived.

Now, let us consider an arbitrary G-set pZ, ζq. We know from Corollary 1.2.11 that

Z –
ě

z P repGpZq

G{StabG pzq
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and, for each subgroupoid H of G with a single object, we have the following commutative
diagram.

HomSets-G pZ,Xq » →→

ϕZ

↓↓

ź

z P repGpZq

HomSets-G pG{StabG pzq, Xq

–

ź

z P repGpZq

ϕG{StabGpzq

↓↓

HomSets-G pZ, Y q » →→
ź

z P repGpZq

HomSets-G pG{StabG pzq, Y q

This leads to a natural isomorphism

HomSets-G pZ,Xq » HomSets-G pZ, Y q

for each G-set pZ, ζq. As a consequence we obtain pX, ςq – pY, ϑq as right G-sets, as claimed.

Remark 2.2.4. Combining Propositions 2.2.3 and 2.1.15, we deduce that two G-sets are
isomorphic if and only if their őxed points sets are in a natural bijection, in the sense of
Deőnition 2.2.1. It could happen that two G-sets have bijective őxed points subsets but not in
a natural way, that is, there is no choice of a family of bijections that turns the diagrams (2.2.1)
commutative (to the best of our knowledge, this is not even known for the case of groups).
Since we do have neither a counterexample nor a complete proof for the fact that these
diagrams are always commutative, once a bijection is given between the őxed points subsets,
it is wise to consider the proof of the case when diagrams (2.2.1) do not commute. Of course,
in this case, the proof of Proposition 2.2.3 does not work and the converse of the previous
equivalence fails. Finiteness conditions should be imposed, in order to provide the proof of the
converse implication. This seems to explain the notable difficulty of the classical Burnside
theory.

2.2.2 The finite case: Two finite G-sets with bijective fixed points subsets

Next, we will try to őnd sufficient conditions under which two őnite G-sets, whose őxed points
subsets have the same cardinality, should be isomorphic; this will be the Burnside Theorem
we are looking for.

Given groupoid G, recall that SG denotes its set of subgroupoids with only one object and
„C is the equivalence relation on this set given by conjugation.

Lemma 2.2.5. Let pX, ςq be a right G-set and let’s consider x, x1 P X. Then if x and x1 belong
to the same orbit, StabG pxq and StabG px1q are conjugated subgroupoids of G. Furthermore, the
canonical map X ÝÑ SG sending x ÞÑ StabG pxq ď Gςpxq, which factors through the quotient
sets X{G ÝÑ SG{ „C, leads to a well defined map

℘X : repGpXq ÝÑ SG{ „C

x ÝÑ rStabG pxqs

Proof. Let be x, x1 P X such that they belong to the same orbit. Thanks to Proposition 1.2.10

the right cosets G{StabG pxq and G{StabG px1q are isomorphic G-sets therefore, using Theo-
rem 2.1.4, we deduce that StabG pxq and StabG px1q are conjugated subgroupoids of G. As a
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consequence the map X{G ÝÑ SG{ „C that sends the orbit rxsG to rStabG pxqs is well deőned,
but this clearly implies that also the map ℘X is well deőned, proving the thesis.

Using this lemma, one can construct the following map with values in the natural numbers:
given a right G-set pX, ςq (with a countable underlying set X), we deőne

aX : SG ÝÑ N

H ÝÑ
⃓

⃓℘´1
X

̀
rHs

⃓̆
⃓ .

(2.2.2)

Of course we get that aXpHq “ 0 if no representative element x in repGpXq has its orbit OrbGpxq
isomorphic to the coset G{H, or equivalently, if its stabilizer StabG pxq is not conjugated with
the subgroupoid H.

For any set I and Z any right G-set we denote by ZpIq the disjoint union of I copies of Z,
that is, the coproduct, in the category of right G-sets, of Z with itself I-times. If I has a őnite
cardinal, say n P N, then we denote this coproduct by nZ, with the convention 0Z “ pH,Hq.

We know, thanks to Corollary 1.2.11, that the category of right G-sets has a cogenerator
object given by the right G-set ě

H PSG

G{H,

that is, the disjoint union of all the cosets of the form G{H, where H P SG . So given a right
G-set pX, ςq with a countable underlying set (or it set of representatives modulo the G-action
is countable), then we have a monomorphism of right G-sets

 : X
↘

↙

→→
ě

H PSG

pG{HqpIH, Xq,

for a family of sets pIH, Xq
H PSG

, whose image can be written as follows. First, we have the
following isomorphism of G-sets:

ě

H PSG

pG{HqpIH, Xq –
ě

K P rep
̀
SG

̆
̀
G{K

̆pJK, Xq
,

where the cardinality of each of the sets JK, X ’s is of the form |JK, X | “ |IK, X | |rKs|, where
|rKs| is the cardinal of the equivalence class represented by K in the quotient set SG{ „C.

Given an element K P rep
̀
SG

̆
, deőne the following natural numbers:

nKpXq “
#

|JK, X |, if pXq X pG{KqpJK, Xq ‰ H
0, otherwise.

Lemma 2.2.6. Keep the above notations. Then, for every element K P rep
̀
SG

̆
, we have

aXpKq ď nKpXq and
́
aXpKq “ 0 ô nKpXq “ 0

̄
.

Furthermore, we have isomorphisms of right G-sets:

X – pXq –
ě

K P rep
̀
SG

̆ aXpKqG{K, (2.2.3)

where the map aX is the one of equation (2.2.2).
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Proof. It is immediate.

Observe that if the underlying set X of pX, ςq is őnite, then there are őnitely many elements
K P rep

̀
SG

̆
with the property aXpKq ‰ 0. Thus, in the őnite G-sets case, the support sets␣

K P rep
̀
SG

̆̌̌
aXpKq ‰ 0

(
have to be őnite as well.

The subsequent theorem is the main result of this section.

Theorem 2.2.7 (Burnside Theorem). Let G be a locally strongly finite groupoid (Defini-
tion 2.1.18). Consider two finite right G-sets pX, ςq and pY, ϑq. Then the following statements
are equivalent.

(1) The right G-sets pX, ςq and pY, ϑq are isomorphic.

(2) For each subgroupoid H of G with a single object, we have that

⃓

⃓XH
⃓

⃓ “
⃓

⃓Y H
⃓

⃓ .

In particular, this applies to any strongly finite groupoid.

Proof. p1q ñ p2q. Follows from Propositions 2.1.15 or 2.2.3.

p2q ñ p1q. Using the isomorphisms given in equation (2.2.3), we know that

X –
ě

K P rep
̀
SG

̆ aXpKqG{K and Y –
ě

K P rep
̀
SG

̆ aY pKqG{K.

By hypothesis it is assumed that
⃓

⃓XH
⃓

⃓ “
⃓

⃓Y H
⃓

⃓ for each subgroupoid H of G with a single
object. Applying the bijections of equation (2.1.3) to the previous isomorphisms, we get the
following equalities

ÿ

K P reppSGq

aXpKq
⃓

⃓

⃓
pG{KqH

⃓

⃓

⃓
“

⃓

⃓

⃓

⃓

⃓

⃓

ě

K P reppSGq

aXpKq pG{KqH
⃓

⃓

⃓

⃓

⃓

⃓

“

⃓

⃓

⃓

⃓

⃓

⃓

⃓

̈
̋ ě

K P reppSGq

aXpKqG{K

̉
‚
H
⃓

⃓

⃓

⃓

⃓

⃓

⃓

“
⃓

⃓XH
⃓

⃓ “
⃓

⃓Y H
⃓

⃓ “
ÿ

K P reppSGq

aY pKq
⃓

⃓

⃓
pG{KqH

⃓

⃓

⃓
,

for every subgroupoid H P SG . Therefore, for each H P rep pSGq, we have the equality

ÿ

K P reppSGq

paXpKq ́ aY pKqq
⃓

⃓

⃓
pG{KqH

⃓

⃓

⃓
“ 0. (2.2.4)

Now by Proposition 2.1.21 the entries
␣
mpH,Kq

(
form a lower triangular square matrix, which

is non-singular. It follows that, in the system (2.2.4), we have aXpHq “ aY pHq for each
H P reppSGq. Therefore pX, ςq and pY, ϑq are isomorphic as right G-sets. Lastly, the particular
claim is clear and this őnishes the proof.

An important consequence of the Burnside Theorem is the injectivity of the ghost map of
a groupoid (see Corollary 5.2.2). Moreover, it also implies a sort of cancellative property, with
respect to the internal operation of disjoint union Z.
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Corollary 2.2.8. Given a locally strongly finite groupoid G, let be pX, ςq, pY, ϑq and pZ, ζq
finite right G-sets such that there is an isomorphism of right G-sets of the form

pX, ςq Z pZ, ζq – pY, ϑq Z pZ, ζq .

Then we have an isomorphism pX, ςq – pY, ϑq of G-sets.

Proof. Given H P SG , using the bijection of equation (2.1.3), we obtain
⃓

⃓

⃓
pX, ςqH

⃓

⃓

⃓
̀
⃓

⃓

⃓
pZ, ζqH

⃓

⃓

⃓
“

⃓

⃓

⃓
pY, ϑqH

⃓

⃓

⃓
̀
⃓

⃓

⃓
pZ, ζqH

⃓

⃓

⃓

therefore
⃓

⃓

⃓
pX, ςqH

⃓

⃓

⃓
“

⃓

⃓

⃓
pY, ϑqH

⃓

⃓

⃓
. As a consequence, thanks to Theorem 2.2.7, we get pX, ςq –

pY, ϑq as right G-sets.

Corollary 2.2.8 gives us a strong property on the behaviour of G-sets that turns out to
be extremely useful. For example, it will be crucial to prove an important property of the
Burnside ring of a groupoid, as explained in Remark 5.1.6.
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Chapter 3

Mackey formula for bisets over

groupoids

The main goal of this chapter is to extend the Mackey formula obtained Bouc about group-bisets
(see [Bou10a, Lemma 2.3.24]) to the context of groupoid-bisets. Since the proof of this formula
is very technical and for the sake of completeness, we decided to include all the steps and
most of the details of the proof. Moreover, in Subsection 3.3.2, we will provide an elementary
application of this formula to groupoids of equivalence relations (see Example 1.1.11).

3.1 Preliminaries

Before proving the Mackey formula for Groupoids, we have to introduce some particular
groupoid-bisets and prove their properties. We will also have to deőne a speciőc kind of
product of two subgroupoids (see Deőnition 3.1.4).

Let G and H be two groupoids and L a subgroupoid of the product ĤG. Consider the set

of equivalence classes
̀
HˆG
L

̆L
as in equation (1.2.3). An element in this set is an equivalence

class of a fourfold element

ph, g, u, vq P LpH ̂ Gqτ “
́
H1 ̂ G1

̄
ŝ τ0 L0

where τ : L ãÑ H ̂ G is the inclusion functor, that is,

rph, g, u, vqsL “
# ́

hh1, gg1, sph1q, spg1q
̄

P LpH ̂ Gqτ
̌̌
̌̌
̌ ph1, g1q P L1 with

tph1q “ sphq
tpg1q “ spgq

+
.

Lemma 3.1.1. Given two groupoids G and H, let L be a subgroupoid of H ̂ G. Then the left
L-coset

X “
̂
H ̂ G

L

̇L

is an pH,Gq-biset with structure maps

ϑ : X ÝÑ H0

rph, g, u, vqsL ÞÝÑ t phq
and

ς : X ÝÑ G0

rph, g, u, vqsL ÞÝÑ t pgq ,
left action

λ : H1 ŝϑX ÝÑ X

ph1, rph, g, u, vqsLq ÞÝÑ rph1h, g, u, vqsL

47
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and right action
ρ : Xς̂t G1 ÝÑ X́

rph, g, u, vqsL, g1
̄

ÞÝÑ
”̀
h, g´1

1 g, u, v
̆ ı

L.

Proof. Let us őrst check that ϑ and ς are well deőned maps. Given two representatives
of the same equivalence class rph, g, u, vqsL “ rph1, g1, u1, v1qsL, by Lemma 1.2.8, we know
that ph1, g1q´1ph, gq P L1, from which we obtain tph1q “ tphq and t pg1q “ tpgq. Regarding
λ and ρ, let’s take h1 P H1 and g1 P G1 such that sph1q “ ϑ

̀
rph, g, u, vqsL

̆
“ tphq, tpg1q “

ς
̀
rph, g, u, vqsL

̆
“ tpgq and rph, g, u, vqsL “ rph1, g1, u1, v1qsL. We have

̀
h1h

1, g´1
1 g1

̆´1 ̀
h1h, g

´1
1 g

̆
“
̀
h1´1h´1

1 h1h, g
1´1g1g

´1
1 g

̆
“
̀
h1´1h, g1´1g

̆

“
̀
h1, g1

̆´1 ph, gq P L1

which shows that ” ̀
h1h, g

´1
1 g, u, v

̆ ı
L “

” ̀
h1h

1, g´1
1 g1, u1, v1

̆ ı
L.

Therefore, λ and ρ are well deőned. The veriőcation that pX,ϑ, ςq is a biset is now easy and
is left to the reader.

Lemma 3.1.2. Given two groupoids H and G, let pX,ϑ, ςq be an pH,Gq-biset and take x P X.
We define

pLxq1 “
!

ph, gq P H ̂ G
̌̌
̌ s phq “ ϑ pxq , t pgq “ ς pxq , hx “ xg

)
(3.1.1)

and
pLxq0 “

!
pϑ pxq , ς pxqq

)
. (3.1.2)

Then Lx is a subgroupoid of the groupoid H ̂ G.

Proof. It is immediate, since by using the őrst axiom of a biset, we know that, for every
ph, gq P pLxq1, we have

ϑ pxq “ ϑ pxgq “ ϑ phxq “ t phq and ς pxq “ ς phxq “ ς pxgq “ s pgq .

Thus, Lx is a subgroup of the isotropy group pH ̂ Gqpϑpxq, ςpxqq and then a subgroupoid with
only one object tpϑpxq, ςpxqqu.

Proposition 3.1.3. Given two groupoids H and G, let X be an pH,Gq-biset and take x P X.
We define:

pLxq0 “ pKxq0 “
!

pϑ pxq , ς pxqq
)
,

pLxq1 “
!

ph, gq P H ̂ G
̌̌
̌ hx “ xg, ϑ pxq “ s phq , t pgq “ ς pxq

)
,

pKxq1 “
!

ph, gq P H ̂ G
̌̌
̌ hxg “ x, ϑ pxq “ s phq , t pgq “ ς pxq

)
,

that is, K “ StabpH,Gq pxq. Then

ϕx :

̂
H ̂ Gop

Kx

̇L

ÝÑ
̂
H ̂ G

Lx

̇L

”
ph, g, ϑpxq, ςpxqq

ı
Kx ÝÑ

” ̀
h, g´1, ϑpxq, ςpxq

̆ ı
Lx

is a well-defined isomorphism of pH,Gq-bisets with structure given as in Lemma 3.1.1.
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Proof. For each h1, h P H1 and g1, g P G1 with sphq “ ϑpxq “ sph1q and spgq “ ςpxq “ spg1q, we
have

r
̀
h1, g1, ϑ pxq , ς pxq

̆
sKx “ r

̀
h, g´1, ϑ pxq , ς pxq

̆
sKx

if and only if
̀
h´1h1, g1g´1

̆
“
́
h´1h1, g´1 op̈ g1

̄
“ ph, gq´1

̀
h1, g1

̆
P pKxq1 ,

if only if h´1bxag´1 “ x, if and only if h´1h1x “ xg´1, if and only if
̀
h, g´1

̆´1 ̀
h1, g1´1

̆
“
̀
h´1h1, gg1´1

̆
P Lx,

if and only if
r
̀
h1, g1´1, ϑ pxq , ς pxq

̆
sKx “ r

̀
h, g´1, ϑ pxq , ς pxq

̆
sKx.

Therefore ϕx is well deőned and injective. For each h1 P H1 and g1 P G1 we have

ϕx
̀
r
̀
h1, g1´1, ϑ pxq , ς pxq

̆
sKx

̆
“ r

̀
h1, g1, ϑ pxq , ς pxq

̆
sLx

hence ϕx is surjective.

Now given y “ rph1, g1, ϑ pxq , ς pxqqsKx P
́
HˆGop

Kx

̄L

, h P H1 and g P G1 such that

s phq “ ϑ pyq and ς pyq “ t pgq we have

ϕx phygq “ ϕx

́
r
́
hh1, g

op̈ g1, ϑ pxq , ς pxqs
̄
Kx

̄
“ ϕx

̀
r
̀
hh1, g1g, ϑ pxq , ς pxqs

̆
Kx

̆

“ r
̀
hh1, g´1g1´1, ϑ pxq , ς pxq

̆
sLx “ h

̀
r
̀
h1, g1´1, ϑ pxq , ς pxq

̆
sLx

̆
g “ hϕx pyq g

thus ϕx is an isomorphism of pH,Gq-bisets as stated.

Now we have to deőne a particular kind of product between two subgroupoids of a given
groupoid. This product will be essential to state the Mackey formula.

Definition 3.1.4. Given groupoids G, H and K, let L be a subgroupoid of H ̂ G and M be
a subgroupoid of K ̂ H. We deőne

pM ̊ Lq1 “
!

pk, gq P K1 ̂ G1

̌̌
̌ Dh P H1 such that pk, hq P M1 and ph, gq P L1

)

and

pM ̊ Lq0 “
!

pv, aq P K0 ̂ G0

̌̌
̌ Du P H0 such that pv, uq P M0 and pu, aq P L0

)
.

Notice that, if pr2pMq X pr1pLq “ H, where pr1 and pr2 are the őrst and second projections,
then pM ̊ Lq0 is obviously an empty set.

Lemma 3.1.5. Given groupoids G, H and K such that H has only one object, let L be
a subgroupoid of H ̂ G and M be a subgroupoid of K ̂ H. Then M ̊ L, as defined in
Definition 3.1.4, is a subgroupoid of K ̂ G.

Proof. Given pk, gq P pM ̊ Lq1, then there is h P H1 such that pk, hq P M1 and ph, gq P L1 sò
k´1, h´1

̆
P M1 and

̀
h´1, g´1

̆
P L1 thus pk, gq´1 P pM ̊ Lq1. Now let be pk1, g1q , pk2, g2q P

pM ̊ Lq1 such that s pk1, g1q “ t pk2, g2q. There are h1, h2 P H1 such that pki, hiq P M1 and
phi, giq P L1 for each i P t 1, 2 u. Since H has only one object we have s ph1q “ t ph2q thus we
can write h1h2 and we have

pk1, h1q pk2, h2q “ pk1k2, h1h2q P M1, ph1, g1q ph2, g2q “ ph1h2, g1g2q P L1.

Therefore pk1, g1q pk2, g2q “ pk1k2, g1g2q P pM ̊ Lq1, and this completes the proof.
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The next example shows that there are situations where the subgroupoid given by the
product ̊ is actually not empty.

Example 3.1.6. Given groupoids K, H and G such that H has only one object ω, we consider
subgroupoids D ď K, C ď H, B ď H and A ď G where C and B are not empty, that is, have
exactly the object ω. Then M “ D ̂ C is a subgroupoid of K ̂ H and L “ B ̂ A is a
subgroupoid of H ̂ G. For each d0 P D0 and a0 P A0 we have pd0, ωq P M0 and pω, a0q P L0

thus pd0, a0q P pM ̊ Lq0. We have ιω P C1 X B1 so for each d1 P D1 and a1 P A1 we have
pd1, ιωq P M1 and pιω, a1q P L1 therefore pd1, a1q P pM ̊ Lq1. As a consequence we have
Di ̂ Ai Ď pM ̊ Lqi for i “ 0 and i “ 1. For each i P t 0, 1 u and for each pki, giq P pM ̊ Lqi
there is hi P Hi such that pki, hiq P Mi “ Di ̂ Ci and phi, giq P Li “ Bi ̂Ai, thus ki P Di and
gi P Ai, therefore pki, giq P Di ̂Ai and pM ̊ Lqi Ď Di ̂Ai. This shows that M ̊L “ D ̂A
is not an empty groupoid if both D and A are not so.

The next result, crucial to even state the Mackey formula (Theorem 3.2.1), is a sort
of generalization of the double cosets construction, in the groupoid context, realized in
Proposition 1.2.14.

Proposition 3.1.7. Given groupoids K, H and G, let M be a subgroupoid of K ̂ H and L
be a subgroupoid of H ̂ G. Let be

X “
#

pw, u, h, v, aq P K0 ̂ H0 ̂ H1 ̂ H0 ̂ G0

̌̌
̌̌
̌

pw, uq P M0, pv, aq P L0,

u “ t phq , v “ s phq

+
. (3.1.3)

Then X is a pM,Lq-biset with structure maps

ϑ : X ÝÑ M0

pw, u, h, v, aq ÞÝÑ pw, uq
and

ς : X ÝÑ L0

pw, u, h, v, aq ÞÝÑ pv, aq ,
left action

λ : M1 ŝϑX ÝÑ X́
pk, h1q, pw, u, h, v, aq

̄
ÞÝÑ

̀
t pkq , t

̀
h1
̆
, h1h, v, a

̆

and right action

ρ : Xς̂t L1 ÝÑ X́
pw, u, h, v, aq , ph2, gq

̄
ÞÝÑ

̀
w, u, hh2, s

̀
h2
̆
, s pgq

̆
.

Proof. We only check the properties of a right action, since a similar proof shows the left
action properties.

(1) For each y “ pw, u, h, v, aq P X and ph2, gq P L1 such that ς pyq “ t ph2, gq we have

ς
̀
y
̀
h2, g

̆̆
“ ς

̀
w, u, hh2, s

̀
h2
̆
, s pgq

̆
“
̀
s
̀
h2
̆
, s pgq

̆
“ s

̀
h2, g

̆

(2) For each y “ pw, u, h, v, aq P X we have

yιςpyq “ yιpv,aq “ y pιv, ιaq “ pw, u, h ιv, spιvq, spιaqq “ y.

(3) For each y “ pw, u, h, v, aq P X and ph1, gq , ph2, g1q P L1 such that ς pyq “ t ph1, gq and
s ph1, gq “ t ph2, g1q we have

́
y ph1, gq

̄ ̀
h2, g

1
̆

“
́
w, u, hh1, s ph1q , s pgq

̄ ̀
h2, g

1
̆

“
́
w, u, hh1h2, s ph2q , s

̀
g1
̆̄

“
́
w, u, hh1h2, s ph1h2q , s

̀
gg1

̆̄
“ y

́
h1h2, g, g

1
̄

“ y
́

ph1, gq .
̀
h2, g

1
̆̄
.
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Now we have to check the properties of a biset on X, that is, condition (2) in Deőnition 1.2.1
for the stated actions λ and ρ. For each y “ pw, u, h, v, aq P X, pk, h1q P M1 and ph2, gq P L1

such that s pk, h1q “ ϑ pyq and ς pyq “ t ph2, gq we have

ϑ
̀
y
̀
h2, g

̆̆
“ ϑ

̀
w, u, hh2, s

̀
h2
̆
, s pgq

̆
“ pw, uq “ ϑ pyq ,

ς
̀̀
k, h1

̆
y
̆

“ ς
̀
t pkq , t

̀
h1
̆
, h1h, v, a

̆
“ pv, aq “ ς pyq

and

̀
k, h1

̆ ̀
y
̀
h2, g

̆̆
“
̀
k, h1

̆ ́
w, u, hh2, s

̀
h2
̆
, s pgq

̄
“
́
t pkq , t

̀
h1
̆
, h1hh2, s

̀
h2
̆
, s pgq

̄

“
́
t pkq , t

̀
h1
̆
, h1h, v, a

̄ ̀
h2, g

̆
“
́̀
k, h1

̆
y
̄ ̀
h2, g

̆
.

In this way we obtain the desired properties, completing the proof.

3.2 Mackey formula: The Theorem

Let’s keep the notations of Proposition 3.1.7 and let’s assume we are given w P K0, u P H0 and
a P G0 such that pw, uq P M0 and pu, aq P L0. Under these assumptions, identifying isotropy
groups with one-object subgroupoids, we can apply Lemma 3.1.5 to the groupoids Kw, Hu

and Ga by taking the subgroupoids Mpw, uq of Kw ̂ Hu and Lpu, aq of Hu ̂ Ga. Of course,
here we are identifying the isotropy groups Mpw, uq and Lpu, aq with groupoids having only one
object pw, uq and pu, aq, respectively. In this way, we obtain that

Mpw, uq ̊
́

ph, ιaqLpu, aq
̄

(3.2.1)

is a subgroupoid of Kw ̂ Ga for every ph, ιaq P L1 with sphq “ tphq “ u, where we used the
notation gH “ gHg´1, with H a subgroup of a group G and g P G. Since we know that
Kpw,wq ̂Gpa, aq is a subgroupoid of K̂G, we have that Mpw, uq ̊

̀
ph, ιaqLpu, aq

̆
is a subgroupoid

of K ̂ G. This will be used implicitly in the sequel.

The next theorem is the main result of this chapter.

Theorem 3.2.1 (Mackey formula for groupoid-bisets). Let K, H, G, M and L be as in
Proposition 3.1.7. Consider the biset X defined in equation (3.1.3) and the subgroupoids
Mpw, uq ̊

̀
ph, ιaqLpu, aq

̆
of equation (3.2.1). Assume that M0 “ K0 ̂ H0 and L0 “ H0 ̂ G0,

then there is a (non canonical) isomorphism of bisets

̂
K ̂ H

M

̇L

bH

̂
H ̂ G

L

̇L

–
ě

pw, u, h, v, aq P reppM,LqpXq

̃
K ̂ G

Mpw, uq ̊
̀

ph, ιaqLpu, aq
̆
̧L

, (3.2.2)

where reppM,LqpXq is a set of representatives of the orbits of X as pM,Lq-biset.

Proof. Notice that under assumptions the denominator in the right hand side of Formula
(3.2.2) is a well deőned subgroupoid of K ̂ G and thus the right hand side of this formula is
well deőned as well. For simplicity let us denote

V :“
̂
K ̂ H

M

̇L

and U :“
̂
H ̂ G

L

̇L

.
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As expounded in Lemma 3.1.1, V is a pK,Hq-biset with structure maps

Θ: V ÝÑ K0

rpk, h, w, uqsM ÞÝÑ t pkq
and

Ξ: V ÝÑ H0

rpk, h, w, uqsM ÞÝÑ t phq

and U is an pH,Gq-biset with structure maps

Υ: U ÝÑ H0

rph, g, v, aqsL ÞÝÑ t phq
and

Λ: U ÝÑ G0

rph, g, v, aqsL ÞÝÑ t pgq .

Therefore, following subsection 1.2.5, the tensor product V bH U in the left hand side of (3.2.2)
makes sense and it is a pK,Gq-biset by Lemma 1.2.15. The orbit of a given element

rpk, h, w, uqsM bH rph1, g, v, aqsL P V bH U

will be denoted by K
”́

rpk, h, w, uqsM bH rph1, g, v, aqsL
̄ı

G. If y P Kz pV bH Uq {G is an

element in the set of orbits of V bH U , then we will use the following notations, similar to the
ones already used in Section 1.2.4 and in Proposition 3.1.3:

̀
StabpK,Gq pyq

̆
0

“
́

pK,Gqy
̄
0

“
!

pΘ pyq ,Λ pyqq
)
,

́
pK,Gqy

̄
1

“
!

pk, gq P K1 ̂ G1

̌̌
̌ ky “ yg, Θ pyq “ s pkq , t pgq “ Λ pyq

)
,

̀
StabpK,Gq pyq

̆
1

“
!

pk, gq P K1 ̂ G1

̌̌
̌ kyg “ y, Θ pyq “ s pkq , t pgq “ Λ pyq

)
.

Since, by Lemma 1.2.11 and Proposition 1.2.12, every biset is the disjoint union of its orbits.
By Proposition 3.1.3 we obtain the following isomorphisms of pK,Gq-bisets:

V bH U –
ě

y P reppK,GqpVbHUq

̂
K ̂ G

StabpK,Gq pyq

̇L

–
ě

y P reppK,GqpVbHUq

̃
K ̂ G

pK,Gqy

̧L

.

Consider the map

ϕ : Kz pV bH Uq {G ÝÑ MzX{L
K
”́

rpk, h, w, uqsM bH r
̀
h1, g, v, a

̆
sL
̄ı

G ÞÝÑ M
”
pw, u, h´1h1, v, aq

ı
L.

We have to check that ϕ is well deőned. Let us choose two representatives for the same orbit,
that is, let us assume that we have an equality of the form

K
”
rpk, h, w, uqsM bH r

̀
h1, g, v, a

̆
sL
ı
G

“ K
”
rpl, e, r, nqsM bH r

̀
e1, f,m, b

̆
sL
ı
G P KzpV bH Uq{G

in the orbit set of V bH U , where rpk, h, w, uqsM, rpl, e, r, nsM P V and

rph1, g, v, aqsL, rpe1, f,m, bqsL P U .

By deőnition this equality means that there are k1 P K1 and g1 P G1 such that s pk1q “ t plq,
t plq “ t pg1q and

“
pk, h, w, uq

‰
M bH rph1, g, v, aqsL “ k1

́
rpl, e, r, nqsM bH rpe1, f,m, bqsL

̄
g1

“ rpk1l, e, r, nqsM bH rpe1, g´1
1 f,m, bqsL
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Thus there is h1 P H1 such that t peq “ t ph1q, t ph1q “ t pe1q and
́

rpk, h, w, uqsM, r
̀
h1, g, v, a

̆
sL
̄

“
́

r
̀
k1l, h

´1
1 e, r, n

̆
sM, r

̀
h´1
1 e1, g´1

1 f,m, b
̆
sL
̄

P V ̂ U .

This means that #
rpk, h, w, uqsM “ r

̀
k1l, h

´1
1 e, r, n

̆
sM

r
̀
h1, g, v, a

̆
sL “ r

̀
h´1
1 e1, g´1

1 f,m, b
̆
sL.

As a consequence, from one hand, there is pk2, h2q P M1 such that s pk2, h2q “ pw, uq,
t pk2, h2q “ pr, nq and

pk, h, w, uq “
̀
k1l, h

´1
1 e, r, n

̆
pk2, h2q “

̀
k1lk2, h

´1
1 eh2, s pk2q , s ph2q

̆
. (3.2.3)

On the other hand, there is ph3, g2q P L1 such that s ph3, g2q “ pv, aq, t ph3, g2q “ pm, bq and
̀
h1, g, v, a

̆
“
̀
h´1
1 e1, g1f,m, b

̆
ph3, g2q “

̀
h´1
1 e1h3, g1fg2, s ph3q , s pg2q

̆
. (3.2.4)

Therefore we obtain the following equalities from equations (3.2.3) and (3.2.4)

k2 “ l´1k´1
1 k, h2 “ e´1h1h, and h3 “ e1´1h1h

1, g2 “ f´1g´1
1 g.

Thus

pk2, h2q
̀
w, u, h´1h1, v, a

̆
ph3, g2q´1 “

̀
s pk2q , t ph2q , h2h´1h1h´1

3 , t ph3q , t pg2q
̆

“
̀
w, n, e´1h1hh

´1h1h1´1h´1
1 e1,m, b

̆
“
̀
w, n, e´1e1,m, b

̆
,

which shows that Mrpw, u, h´1h1, v, aqsL “ Mrpw, n, e´1e1,m, bqsL in the orbits set MzX{L.
Henceforth, ϕ is a well deőned map.

In other direction, we have a well deőned map given by

ψ : MzX{L ÝÑ Kz pV bH Uq {G
Mrpw, u, h, v, aqsL ÝÑ K

”
rpιw, ιu, w, uqsM bH rph, ιa, v, aqsL

ı
G.

Let us check that ϕ and ψ are one the inverse of the other. So, for each orbit

K
”
rpk, h, w, uqsM bH r

̀
h1, g, v, a

̆
sL
ı
G P Kz pV bH Uq {G

we have

ψ ̋ ϕ
́
K
”
rpk, h, w, uqsM bH r

̀
h1, g, v, a

̆
sL
ı
G
̄

“ ψ
́
M

” ̀
w, u, h´1h1, v, a

̆ ı
L
̄

“ K
”
rpιw, ιu, w, uqsM bH r

̀
h´1h1, ιa, v, a

̆
sL
ı
G

“ K
”́
k
̀
rpιw, ιu, w, uqsM

̆
h´1 bH

̀
rph1, ιa, v, aqsL

̆
g´1

̄ı
G

“ K
“
rpk, h, w, uqsM bH r

̀
h1, g, v, a

̆
sL
‰
G,

which shows that ψ ̋ ϕ “ id.

Conversely, for each element Mrpw, u, h, v, aqsL P MzX{L, we have

ϕ ̋ ψ pMrpw, u, h, v, aqsLq “ ϕ
́
K
”
rpιw, ιu, w, uqsM bH rph, ιa, v, aqsL

ı
G
̄

“ M
“̀
w, u, ι´1

u h, u, a
̆‰

L “ Mrpw, u, h, u, aqsL,
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whence ϕ ̋ ψ “ id. Therefore ϕ is bijective with inverse ψ.

Let us check that, for every element of the form

y “ rpιw, ιu, w, uqsM bH rph, ιa, v, aqsL P rKz pV bH Uq {Gs ,

there is the following equality of subgroupoids

pK,Gqy “ Mpw, uq ̊ ph, ιaqLpu, aq.

So, taking pk3, g3q P K1 ̂ G1 such that s pk3q “ t pk3q “ w and s pg3q “ t pg3q “ a we have
k3y “ yg3 if and only if

y “ rpk3, ιu, w, uqsM bH rph, g3, u, aqsL,

if and only if there exists h4 P H1 such that s ph4q “ t ph4q “ u and
́

rpιw, ιu, w, uqsM, rph, ιa, u, aqsL
̄

“
́̀

rpk3, ιu, w, uqsM
̆
h4, h

´1
4

̀
rph, g3, u, aqsL

̆̄

“
́

r
̀
k3, ιuh

´1
4 , w, u

̆
sM, r

̀
h´1
4 h, g3, u, a

̆
sL
̄

“
́

r
̀
k3, h

´1
4 , w, u

̆
sM, r

̀
h´1
4 h, g3, u, a

̆
sL
̄

P V ̂ U .

This holds true, if and only if, there exists h4 P Hpu, uq such that
#

rpιw, ιu, w, uqsM “ r
̀
k3, h

´1
4 , w, v

̆
sM P V,

rph, ιa, u, aqsL “ r
̀
h´1
4 h, g3, u, a

̆
sL P U ,

if and only if there exists h4 P Hpu, uq such that
#̀

k3, h
´1
4

̆
P Mpw,uq

ph, ιaq´1
̀
h´1
4 , g3

̆
ph, ιaq “ ph, ιaq´1

̀
h´1
4 h, g3

̆
P Lpv,aq,

if and only if there exists h4 P Hpu, uq such that
#̀

k3, h
´1
4

̆
P Mpw, uq

̀
h´1
4 , g3

̆
P ph, ιaqLpu, aq,

if and only if
pk3, g3q P Mpw, uq ̊ ph, ιaqLpu, aq.

As a consequence we get the following isomorphisms of pK,Gq-bisets:

V bH U –
ě

y P reppK,GqpVbHUq

̃
K ̂ G

pK,Gqy

̧L

–
ě

pw, u, h, v, aq P reppM,LqpXq

̂
K ̂ G

Mpw, uq ̊ ph, ιaqLpu, aq

̇L

,

which depends on the choice of a representatives set of the orbits of the biset X. The proof is
now completed.

As a őnal remark of this section we note that, as it has been done in [Bou10a, Remark
4.1.6], the Mackey formula could be used to characterize the admissible subcategories of the
biset category of őnite groupoids, once this has been opportunely deőned. We do not go into
the details because it would be very technical and it will be the object of future work.
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3.3 Examples using the equivalence relation groupoid

In this section we will give a simple application of Theorem 3.2.1, using the case of groupoids
of equivalence relations as subgroupoids of groupoids of pairs (see Example 1.1.11). In other
words, we want to test this formula for this case. As we will see at the end of subsection 3.3.2,
this result is not surprising, although not immediate to decipher.

3.3.1 Subgroupoids and equivalence relations

Given a set H, consider as in Example 1.1.11 the groupoid of pairs H “ pH ̂H,Hq and let
R be an equivalence relation on H. Given the groupoid of equivalence relation R “ pR,Hq,
we can consider the inclusion of groupoids

R “ pR,Hq ↘

↙

→→ H “ pH ̂H,Hq . (3.3.1)

Following equation (1.2.3), we know that

̂
H

R

̇L

“
!

rpa, uqsR
̌̌
̌ pa, uq P R pHqτ “ H1ŝτ0 R0

)

where a P H1, s paq “ u P R0 “ H and where

rpa, uqsR “
!

par, s prqq P R pHqτ
̌̌
̌r P R1, s paq “ t prq

)

with r P R1; so there are h3, h4 P H (in the same equivalence class) such that r “ ph3, h4q, and
we also have a “ ph1, h2q P H1 with h1, h2 P H . In particular, we have h2 “ s paq “ t prq “ h3,
h4 “ s prq P R0 “ H, h2 “ s paq “ u P R0 and

ar “ ph1, h2q ph3, h4q “ ph1, h4q .

As a consequence

rpa, uqsR “ rpph1, h2q , h2qsR “ t pph1, h4q , h4q P H1ŝτ0 R0 “ pH ̂Hq ̂H u

and ̂
H

R

̇L

“
!

rpph1, h2q , h2qsR
̌̌
̌ h1, h2 P H

)
.

Lemma 3.3.1. Let H{R be the quotient set of H by the equivalence relation R. Then
H ̂ pH{Rq becomes a left H-set with structure map and action given by

ς : H ̂ H

R
ÝÑ H0 “ H

̀
h1, h2

̆
ÝÑ h1

and
H1ŝς

̂
H ̂ H

R

̇
ÝÑ H ̂ X

R̀
ph3, h1q ,

̀
h1, h2

̆̆
ÝÑ

̀
h3, h2

̆
,

where for every h P H, h denotes the equivalence class of h modulo the relation R.

Proof. It is immediate.

The following lemma is also straightforward.

Lemma 3.3.2. Given h1, h2, h3, h
1
1, h

1
2, h

1
3 P H we have that pph1, h2qh2q „ pph1

1, h
1
2q , h1

2q, as
representative elements of the coset rpph1, h2q , h2qsR, if and only if h1 “ h1

1 and h2 “ h1
2 as

equivalence classes in H{R.
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Now we are able to deduce the following isomorphism of groupoid-sets.

Proposition 3.3.3. Using the morphism of groupoids (3.3.1), we consider pH{RqL as a left
H-set with structure map and action given explicitly in equation (1.2.5). Then, there is an
isomorphism of left H-set

ψ :

̂
H

R

̇L

ÝÑ H ̂ H

R

rpph1, h2q , h2qsR ÝÑ
̀
h1, h2

̆
.

Proof. The map ψ is well deőned and injective thanks to Lemma 3.3.2, and the surjectivity
is obvious. Therefore, we only have to check that ψ is a homomorphism of left H-set. The
condition on the structure maps is trivial so we only have to check the condition on the actions.
Henceforth, take py1, h1q P H1 and rpph1, h2q , h2qsR P pH{RqL: using the action of equation
(1.2.5), we compute

py1, h1q ̈ rpph1, h2q , h2qsR “ rppy1, h2q , h2qsR

and we apply ψ to obtain
̀
y1, h2

̆
. Now we apply again ψ to rpph1, h2q , h2qsR, we obtaiǹ

h1, h2
̆

and őnish by applying the action once again to obtain py1, h1q ̈
̀
h1, h2

̆
“
̀
y, h2

̆
.

3.3.2 Equivalence relations and Mackey formula

Given sets H, K and G, let us consider the groupoids of pairs H “ pH ̂H,Hq, K “
pK ̂K,Kq and G “ pĜG,Gq. We have the isomorphisms of groupoids (they’re just a
switch)

K ̂ H “ pK ̂K ̂H ̂H,K ̂Hq – pK ̂H ̂K ̂H,K ̂Hq “: A

and
H ̂ G “ pH ̂H ̂ĜG,H ̂Gq – pH ̂ĜH ̂G,H ̂Gq “: B

that we call
γ1 : K ̂ H ÝÑ A and γ2 : H ̂ G ÝÑ B,

respectively. Note that A is the groupoid of pairs with respect to the set K ̂H and B is the
groupoid of pairs with respect to the set H ̂G. Let R be an equivalence relation on K ̂H

and Q be an equivalence relation on H ̂G: we have R Ď A1 and Q Ď B1 and we can consider
the inclusion of groupoids

R :“ pR,K ̂Hq ãÑ A and Q “ pQ,H ̂Gq ãÑ B.

Deőned the groupoids M “ γ´1
1 pRq and L “ γ´1

2 pQq, we clearly have the isomorphisms

̂
K ̂ H

M

̇L

–
̂
A

R

̇L

and

̂
H ̂ G

L

̇L

–
̂
B

Q

̇L

of pK,Hq-bisets and of pH,Gq-bisets, respectively. In this way we get an other isomorphism of
pK,Gq-bisets ̂

K ̂ H

M

̇L

bH

̂
H ̂ G

L

̇L

–
̂
A

R

̇L

bH

̂
B

Q

̇L

where, in the right hand term, the structure map and the action are opportunely deőned.
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On the other hand, we know that

̂
A

R

̇L

“
!

rppk1, h1, k2, h2q , pk2, h2qqsR|h1, h2 P H, k1, k2 P K
)

and ̂
B

Q

̇L

“
!

rpph3, g1, h4, g2q , ph4, g2qqsQ|h3, h4 P H, g1, g2 P G
)
.

Lemma 3.3.4. The following Cartesian product of sets

pK ̂Hq ̂
̂
K ̂H

R

̇

admits a structure of a pK,Hq-biset.

Proof. The fact that it is a left K-set can be proved like in Lemma 3.3.1. Therefore we only
have to show that it is a right H-set. The structure map is given by

ϑ : pK ̂Hq ̂
̂
K ̂H

R

̇
ÝÑ H

́
pk1, h1q , pk2, h2q

̄
ÝÑ h1

and action is deőned by

pK ̂Hq ̂
̂
K ̂H

R

̇
ϑ̂sH1 ÝÑ pK ̂Hq ̂

̂
K ̂H

R

̇

́̀
pk1, h1q , k2, h2

̆
, ph1, h3q

̄
ÝÑ

́
pk1, h3q , pk2, h2q.

̄

Now we have to prove the action conditions. The neutral element conditions and the associa-
tivity are trivial. Regarding the other condition, let be

́́
pk1, h1q , pk2, h2q

̄
, ph1, h3q

̄
P
́

pK ̂Hq ̂
̂
K ̂H

R

̇̄
ϑ̂tH1 :

we have
ϑ
́

pk1, h3q , pk2, h2q
̄

“ h3 “ s ph1, h3q .

Lastly, the compatibility conditions of the left and right actions are immediate to verify.

Proposition 3.3.5. Keeping the above notations, we have the following isomorphism of
pK,Hq-bisets

ϕ :

̂
A

R

̇L

ÝÑ pK ̂Hq ̂ K ̂H

R

rppk1, h1, k2, h2q , pk2, h2qqsR ÝÑ
́

pk1, h1q , pk2, h2q
̄
.

Proof. As a map of left K-sets, ϕ is an isomorphism thanks to Proposition 3.3.3 applied to
the set K ̂ H. So we just have to prove that it is an homomorphism of right H-sets. The
condition on the structure map is obvious. Regarding the condition on the action maps, given
x “ rppk1, h1, k2, h2q , pk2, h2qqsR P pA{RqL and ph1, h3q P H1, we have

x ̈ ph1, h3q “ rppk1, h3, k2, h2q , pk2, h2qqsR ✤

ϕ
→→

́
pk1, h3q , pk2, h2q

̄
.
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On the other hand, we have

ϕpxq ̈ ph1, h3q “
́́
k1, h1, pk2, h2q

̄̄
̈ ph1, h3q “

́
pk1, h3q , pk2, h2q

̄
,

and this őnishes the proof.

Since a similar proposition is true also for pB{QqL, we have the following isomorphism of
pK,Gq-bisets:

̂
A

R

̇L

bH

̂
B

Q

̇L

ÝÑ
́

pK ̂Hq ̂
̂
K ̂H

R

̇̄
bH

́
pH ̂Gq ̂

̂
H ̂G

Q

̇̄
. (3.3.2)

The typical element of the right hand side of formula (3.3.2) is

y “
́

pk1, h3q , pk2, h2q
̄

bH

́
ph3, g1q , ph4, g2q

̄
(3.3.3)

for k1, k2 P K, h2, h3, h4 P H and g1, g2 P G. Notice that, by the deőnition of the tensor
product over H, the element h3 should appear in both factors of the tensor product. Therefore,
there is the following isomorphism of pK,Gq-bisets given explicitly by:

́
pK ̂Hq ̂

̂
K ̂H

R

̇̄
bH

́
pH ̂Gq ̂

̂
H ̂G

Q

̇̄
ÝÑ K ̂ K ̂H

R
̂ H ̂G

Q
̂G

́
pk1, h3q , pk2, h2q

̄
bH

́
ph3, g1q , ph4, g2q

̄
ÝÑ

́
k1, pk2, h2q, ph4, g2q, g1

̄
.

This gives us the left hand side of the Mackey formula (3.2.2) in the situation under considera-
tion.

Let us pass to the right hand side of the formula (3.2.2). Consider the biset X given in
equation (3.1.3), and őx a representative set reppM,Lq pXq. Using the notations of Proposition
3.1.7, we have

X “
#

pw, u, h, v, aq P K0 ̂ H0 ̂ H1 ̂ H0 ̂ G0

̌̌
̌̌
̌

pw, uq P M0, pv, aq P L0,

u “ t phq , v “ s phq

+
.

In our case, it is clear that X is identiőed, as a pM,Lq-biset with

Y “ t pk, ph1, h2q , gq P K ̂H ̂H ̂G u “ K ̂ H1 ̂G.

Therefore, one can choose a bijection between their representative sets reppM,Lq pXq and
reppM,Lq pY q. As a consequence, we obtain the following isomorphism of pK,Gq-bisets:

ě

pk,h1,ph1,h2q,h2,gq P reppM,LqpXq

̃
K ̂ H

Mpk,h1q ̊
̀

pph1,h2q, ιgqLph2, gq
̆
̧L

–
ě

pk,ph1,h2q,gq P reppM,LqpY q

̃
K ̂ H

Mpk,h1q ̊
̀

pph1,h2q, ιgqLph2, gq
̆
̧L.

(3.3.4)

On the other hand, given k, k1 P K, h1, h2, h1
1, h

1
2 P H and g, g1 P G, we have

pk, ph1, h2q , gq „
̀
k1,

̀
h1
1, h

1
2

̆
, g
̆
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as elements of the pM,Lq-biset Y , if and only if there are m “ pk, k1, h1, h
1
1q P M1 and

l “ ph2, h1
2, g, g

1q P L1 such that

pk, ph1, h2q , gq “ m
̀
k1,

̀
h1
1, h

1
2

̆
, g1

̆
l,

if and only if pk, k1, h1, h
1
1q P M1 and ph2, h1

2, g, g
1q P L1, if and only if we have pk, h1qR pk1, h1

1q
and ph2, gqQ ph1

2, g
1q. Therefore, we have a bijection

reppM,Lq pY q » K ̂H

R
̂ H ̂G

Q
. (3.3.5)

Let us now decipher the denominator parts of the right hand-side of equation (3.3.4). For
any element pk, ph1, h2q , gq P Y , we have

Mpk, h1q “
!

pk, k, h1, h1q
)
, Lph2, gq “

!
ph2, h2, g, gq

)

and, using the multiplication of groupoids of pairs we get

pph1, h2q, ιgqLph2,gq “ pph1,h2q, pg,gqqLph2,gq

“
" ́

ph1, h2q , pg, gq
̄́

ph2, h2q , pg, gq
̄́

ph1, h2q , pg, gq
̄´1

*

“
! ́

ph1, h2q ph2, h2q ph2, h1q , pg, gq pg, gq pg, gq
̄ )

“
! ́

ph1, h1q , pg, gq
̄ )

“
!

ph1, h1, g, gq
)
.

As a consequence, we have

Mpk, h1q ̊
́

pph1, h2q, ιgqLph2, gq
̄

“
␣

pk, k, g, gqu “ pK ̂ Gqpk, gq ,

which leads to the following isomorphism of pK,Gq-biset
̃

K ̂ H

Mpk,h1q ̊
̀

pph1,h2q,ιgqLph2,gq
̆
̧L

–
!

pk1, k, g1, gq P K ̂K ̂ĜG| pk1, g1q P K ̂Gu.

Combining with formula (3.3.4), we arrive to the isomorphism of pK,Gq-bisets

ě

pk,h1,ph1, h2q,h2,gq P reppM,LqpXq

̃
K ̂ H

Mpk, h1q ̊
̀

pph1,h2q, ιgqLph2, gq
̆
̧L

–
ě

pk,ph1, h2q,gq P reppM,LqpY q

pK ̂Gq

Therefore, using the bijection of equation (3.3.5), in this case the Mackey formula can be
read as the following isomorphism of pK,Gq-bisets

K ̂ K ̂H

R
̂ H ̂G

Q
̂G –

ě

KˆH
R

ˆHˆG
Q

pK ̂Gq (3.3.6)

where the right hand side is the coproduct of KˆH
R

̂ HˆG
Q

times K ̂ G in the category of
pK,Gq-bisets. As anticipated at the beginning of this section, formula (3.3.6) isn’t surprising
but the Mackey Formula of Theorem 3.2.1 enabled us to shed new light on the fact the it’s
actually an isomorphism of pK,Gq-bisets, and not a simple bijection.
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Chapter 4

Weak equivalent groupoids

Let G be a groupoid: it is possible to prove that the right translation groupoid induces a
functor ́ ̧ G : Sets-G ÝÑ Grpd. We will show that this functor is faithful and cocontinuous
but, in general, it is neither full nor essentially surjective.

Subsequently, we will turn to an obvious question that arises since groupoids are, in
particular, categories: how to characterise groupoid that are equivalent as categories.

Lastly, using the aforementioned theory, we will explain how to introduce a particular
equivalence relation on the category of őnite right groupoid-sets (see Deőnition 4.4.1): we will
say that two groupoid-sets are weakly translationally equivalent if their translation groupoids
are equivalent as categories.

4.1 A few preliminary results

Let f, h : pX, ςq ÝÑ pY, θq be morphisms in Sets-G. We deőne a relation „ on Y in the
following way: for each y1, y2 P Y we set y1 „ y2 if one of the following three conditions is
satisőed:

(1) there is x P X such that y1 “ fpxq and y2 “ hpxq;
(2) there is x P X such that y1 “ hpxq and y2 “ fpxq;
(3) y1 “ y2.

The relation „ is clearly reŕexive and symmetric.

We deőne « as the equivalence relation generated by „, we denote with Z its quotient
set Z “ Y { « and with rys the equivalence class of y P Y . Moreover, we denote with π the
canonical projection to the quotient

π : Y ÝÑ Z

y ÝÑ rys .
Proposition 4.1.1. The quotient set Z is a right G-set with structure map and action

ω : Z ÝÑ G0

rys ÝÑ θ pyq
and

Z ω̂t G1 ÝÑ Z

prys , gq ÝÑ rys ̈ g “ rygs ,
respectively. Moreover, the canonical projection π is a G-equivariant map and a coequalizer of
the morphisms f and g in the category Sets-G.

61
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Proof. Let be y1, y2 P Y such that y1 „ y2: if there is x P X such that y1 “ fpxq and y2 “ hpxq
we obtain

θ py1q “ θf pxq “ ς pxq “ θh pxq “ θ py2q .
Otherwise, if there is x P X such that y1 “ hpxq and y2 “ fpxq or if y1 “ y2, we obtain the
same result, that is, θ py1q “ θ py2q. As a consequence y1 „ y2 implies θ py1q “ θ py2q and
y1 « y2 implies θ py1q “ θ py2q. This proves that ω is well deőned. Now we only have to show
that the action is well deőned. Let be g P G1 and y1, y2 P Y such that θ py1q “ θ py2q “ tpgq
and y1 „ y2: if there is x P X such that y1 “ f pxq and y2 “ hpxq we obtain y1g “ f pxgq and
y2g “ h pxgq, thus y1g „ y2g. Otherwise, if there is x P X such that y1 “ hpxq and y2 “ fpxq
or if y1 “ y2 we obtain the same result, that is, y1g „ y2g. As a consequence the action of G
on Z is well deőned and π is a G-invariant map.

It is evident that πf “ πh: for each x P X we have πfpxq “ rfpxqs “ rhpxqs “ πhpxq.
Now let q : pY, θq ÝÑ pA,αq be a morphism of right G-sets such that qf “ qh. We want to
construct a G-equivariant map u : pZ, ωq ÝÑ pA,αq such that uπ “ q. The situation is as
follows:

pX, ςq
f

→→

h
→→ pY, θq

q
→→

π →→ pZ, ωq
u

↓↓

pA,αq .

Let be y P Y : we deőne u prysq “ qpyq. We have to check that u is well deőned. Let be
y1, y2 P Y such that y1 „ y2: if there is x P X such that y1 “ f pxq and y2 “ hpxq we
obtain q py1q “ qfpxq “ qhpxq “ q py2q. Otherwise, if there is x P X such that y1 “ hpxq and
y2 “ fpxq, or if y1 “ y2, we obtain the same result, that is, q py1q “ q py2q. As a consequence
y1 „ y2 implies q py1q “ q py2q and y1 « y2 implies q py1q “ q py2q. This proves that u is well
deőned. For each y P Y we calculate

αu prysq “ αqpyq “ θpyq “ ω prysq

and, for each prys , gq P Z ω̂t G1, we calculate

u prys gq “ u prygsq “ qpygq “ qpyqg “ u prysq g.

As a consequence we have proved that u is a G-equivariant map. Moreover, it is clear that
uπ “ q from the deőnition of u.

Lastly, let be v : pZ, ωq ÝÑ pA,αq such that q “ vπ. For each y P Y we calculate
u prysq “ q pyq “ vπpyq “ v prysq therefore u “ v and the universal property of the coequalizer
is now proved.

Theorem 4.1.2. The category Sets-G has (small) colimits, that is, is cocomplete.

Proof. Thanks to the dual version of [Bor94, Thm. 2.8.1], the thesis follows from Proposi-
tion 4.1.1 and the fact that the category Sets-G clearly has (small) coproducts, which are given
by the disjoint union.

4.2 The right translation functor

Example 4.2.1. Let G be a groupoid and consider pG0, IdG0
q as a right G-set with action given

by formula (1.1.3). Then the right translation groupoid G0 ̧ G is isomorphic to G: this
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isomorphism is given at the level of arrows by the map

pr2 : G0 IdG0
̂t G1 ÝÑ G1

ptpgq, gq ÝÑ g.

Give a morphism of right G-sets F : pX, ςq ÝÑ pY, θq we have a morphism of groupoids

F ̧ G : X ̧ G ÝÑ X 1 ̧ G

deőned by pF ̧ Gq0 “ F and pF ̧ Gq1 “ F ̂ IdG1
, that is,

X ̧ G →→ X 1 ̧ G

x
✤ →→ F pxq

̂
xg

px, gqÝÑ x

̇
✤ →→

̂
F pxgq “ F pxqg pF pxq, gqÝÑ F pxq

̇
.

(4.2.1)

This implies that ́ ̧ G establishes a functor as claimed by the following statement.

Proposition 4.2.2. Given a groupoid G. Then the right translation groupoids establish a
functor

́ ̧ G : Sets-G ÝÑ Grpd

defined, on morphisms, as in equation (4.2.1). Furthermore, ́ ̧ G preserves coproducts, that
is, we have an isomorphism of groupoids

̃ě

j P I

Xj

̧
̧ G –

ž

j P I

pXj ̧ Gq .

for every family ppXj , ςjqqj P I of right G-sets. Moreover, the functor ́ ̧ G is faithful.

Proof. The proof of the őrst statement is immediate. The proof of the second and the third
claims use routine computations and are left to the reader.

Remark 4.2.3. Notice that the functor ́ ̧ G : Sets-G ÝÑ Grpd is not always full. In other
words, not any morphism of groupoids X̧ ÝÑ Y ̧ G comes from a G-equivariant map
pX, ςq ÝÑ pY, ϑq, as shown in Example 4.4.4 and Remark 4.4.5.

Proposition 4.2.4. The functor ́ ̧ G is not essentially surjective.

Proof. Given a right G-set pX, ςq, the connected component of the right translation groupoid
X ̧ G are of the type

pG{Hq ̧ G,

where H is a subgroupoid of G with a single object. The isotropy groups of pG{Hq ̧ G are
isomorphic to H1. This means that the isotropy groups of X ̧ G are all subgroups of the
isotropy groups of G. Now let us consider A, a connected groupoid whose isotropy groups are
not isomorphic to any subgroups of the isotropy groups of G (such groupoid A clerly exists
for cardinality reasons). It is evident that there cannot be a transitive G-set whose right
translation groupoid is isomorphic to A, which implies the thesis.

Proposition 4.2.5. The right translation functor ́ ̧ G : Sets-G ÝÑ Grpd preserves the
coequalizers.
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Proof. We consider a situation as in the following diagram, with q coequalizer of f and h:

pX, ςq
f

→→

h
→→ pY, θq q

→→ pA,αq .

We consider another coequalizer of f and h, the morphism π : pY, θq ÝÑ pZ, ωq, as deőned in
the proof of Proposition 4.1.1. The situation is as follows:

pZ, ωq
s

↓↓

pX, ςq
f

→→

h
→→ pY, θq

π

→→

q
→→ pA,αq ,

where s is an isomorphism of right G-sets that exists thanks to the universal property of the
coequalizers. Since ́ ̧ G is a functor we obviously obtain

pq ̧ Gq pf ̧ Gq “ pq ̧ Gq pḩ Gq and pπ ̧ Gq pf ̧ Gq “ pπ ̧ Gq pḩ Gq .

We have to prove that q ̧ G is a coequalizer of f ̧ G and ḩ G. Let be ϕ : Y ̧ G ÝÑ H such
that ϕ pf ̧ Gq “ ϕ pḩ Gq. We have to construct a morphism of right G-sets u : A̧ G ÝÑ H
such that u pq ̧ Gq “ ϕ. The situation is as in the follows diagram.

Z ̧ G

s¸G

↓↓

X ̧ G
f¸G

→→

h¸G
→→ Y ̧ G

π¸G

→→

ϕ
→→

q¸G
→→ A̧ G

u

↓↓

H

Let be a P A “ pA̧ Gq0: there is y P Y such that a “ s prysq “ qpyq thus we can
deőne u0paq “ ϕ0pyq. We have to check that u0 is well deőned. Let be y1, y2 P Y such that
s pry1sq “ a “ s pry2sq: since s is an isomorphism we obtain ry1s “ ry2s thus y1 « y2. This
means that there are z0, . . . , zn P Y such that z0 „ z1 „ ̈ ̈ ̈ „ zn. If n “ 0 and y1 “ y2 we
have proved that u0 is well deőned. Otherwise, without loss of generality, we can assume n ě 1

and zi ‰ zi`1 for each i “ 0, . . . , ń 1. We have

ϕ0f “ ϕ0 pf ̧ Gq0 “ ϕ0 pḩ hq0 “ ϕ0h.

Let be i P t 1, . . . , ń 1 u: there is xi P X such that either f pxiq “ zi and h pxiq “ zi`1, or
h pxiq “ zi and f pxiq “ zi`1. In the őrst case we obtain ϕ0 pziq “ ϕ0f pxiq “ ϕ0h pxiq “
ϕ0 pzi`1q and in the second ϕ0 pziq “ ϕ0h pxiq “ ϕ0f pxiq “ ϕ0 pzi`1q. Therefore ϕ0 py1q “
ϕ0 py2q, u0 is well deőned and, by deőnition,

u0 pq ̧ Gq0 “ u0q “ ϕ0.

Now let be pa, gq P pA̧ Gq1: there is y P Y such that a “ s prysq “ sπpyq “ qpyq and we
deőne u1pa, gq “ ϕ1py, gq. We have to check that u1 is well deőned. Let be y1, y2 P Y such
that y1 « y2. There are z0, . . . , zn P Y such that z0 „ z1 „ ̈ ̈ ̈ „ zn. If n “ 0 and y1 “ y2 we
have proved that u1 is well deőned. Otherwise, as before, without loss of generality, we can
assume n ě 1 and zi ‰ zi`1 for each i “ 0, . . . , ń 1. We have

ϕ1 pf ̧ Gq1 “ ϕ1 pḩ hq1 .
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Let be i P t 1, . . . , ń 1 u: there is xi P X such that either f pxiq “ zi and h pxiq “ zi`1, or
h pxiq “ zi and f pxiq “ zi`1. In the őrst case we obtain

ϕ1 pzi, gq “ ϕ1 pf pxiq , gq “ ϕ1 ph pxiq , gq “ ϕ1 pzi`1, gq

and in the second

ϕ1 pzi, gq “ ϕ1 ph pxiq , gq “ ϕ1 pf pxiq , gq “ ϕ1 pzi`1, gq .

Therefore ϕ1 py1, gq “ ϕ1 py2, gq, u1 is well deőned and, by deőnition,

u1 pq ̧ Gq1 “ u1 pq ̂ IdG1
q “ ϕ1.

Now we have to prove that u is a morphism of groupoids. Given pa, gq P pA̧ Gq1, let be
y P Y such that a “ qpyq; we calculate

s¸u1pa, gq “ s¸u1pqpyq, gq “ s¸ϕ1py, gq “ ϕ0s
¸py, gq “ ϕ0pygq “ u0 pqpygqq

“ u0 pqpyqgq “ u0pagq “ u0s
¸pa, gq

and

t¸u1pa, gq “ t¸u1pqpyq, gq “ t¸ϕ1py, gq “ ϕ0t
¸py, gq “ ϕ0pyq “ u0qpyq “ u0paq “ u0t

¸pa, gq.

Let be pa, gq, pag, hq P pA̧ Gq1: then pa, gq and pag, hq are composable and we have pa, gqpag, hq “
pa, ghq. Given y P Y such that a “ qpyq, we calculate

u1

́
pa, gqpag, hq

̄
“ u1pa, ghq “ ϕ1py, ghq “ ϕ1

́
py, gqpyg, hq

̄

“ ϕ1py, gqϕ1pyg, hq “ u1pa, gqu1pag, hq.

Now, given a P A, let be y P Y such that a “ qpyq: we calculate, since αpaq “ αqpyq “ θpyq,

u1
̀
a, ιαpaq

̆
“ ϕ1

̀
y, ιαpaq

̆
“ ϕ1

̀
y, ιθpyq

̆
“ ϕ1

̀
ι¸y
̆

“ ιϕ0pyq “ ιu0paq.

As a consequence we have proved that u is a morphism of groupoids.

Now we only have to prove that a groupoid morphism u such that u pq ̧ Gq “ ϕ is unique.
Therefore, let be v : A̧ G ÝÑ H such that v pq ̧ Gq “ ϕ. Note that, since sπ “ q, then q, as
a function, is surjective. We calculate

v0q “ v0 pq ̧ Gq0 “ ϕ0 “ u0 pq ̧ Gq0 “ u0q

thus, thanks to the surjectivity of q, we obtain v0 “ u0. We have to prove that

pq ̧ G1q : Y θ̂s G1 ÝÑ A α̂s G1

is surjective. Let be pa, gq P A α̂s G1: there is y P Y such that a “ qpyq, thus θpyq “ αqpyq “
αpaq “ spgq, therefore py, gq P Y θ̂s G1 and pq ̧ G1q py, gq “ pqpyq, gq “ pa, gq. This implies
that pq ̧ G1q1 is surjective and, since v1 pq ̧ Gq1 “ ϕ1 “ u1 pq ̧ Gq1, we obtain v1 “ u1.

As a consequence u “ v and the thesis is proved.

Theorem 4.2.6. The functor ́ ̧ G : Sets-G ÝÑ Grpd is cocontinuous, that is, it preserves
all (small) colimits.

Proof. Thanks to the dual version of [Bor94, Prop. 2.9.2], the thesis follows from Proposi-
tions 4.1.1, 4.2.2 and 4.2.5.
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4.3 Weakly equivalent groupoids

Definition 4.3.1. We say that a morphism of groupoids ϕ : H ÝÑ G is a weak equivalence
if ϕ, as a functor, is an equivalence of categories. We say that two groupoids H and G are
weakly equivalent groupoids if there is a groupoid K and there are two weak equivalences
ϕ and ψ as follows:

K
ϕ

←←

ψ

→→
H G.

(4.3.1)

Remark 4.3.2. Evidently, any identity morphism is a weak equivalence. Therefore, if there
is a weak equivalence H ÝÑ G (or G ÝÑ H), then H and G are obviously weakly equivalent.
Conversely, if H and G are weakly equivalent, then, as was explained in [EK17, page 562], one
can choose an inverse of one of the arrows in the diagram (4.3.1) and obtain, in this way, a weak
equivalence. As the reader will notice in the sequel (see Proposition 4.3.9), the fact that we
should express the weak equivalence łrelationž in the form of a łspanž, as in diagram (4.3.1), is
essentially due to its connection with principal-bisets and their two sided-translation groupoids
(see [EK17, Lemma 2.8]).

Proposition 4.3.3. Given groupoids G and H, let ϕ : G ÝÑ H be a weak equivalence. Then
the induced functor

ϕ˚ : Sets-H ÝÑ Sets-G.

is a Laplaza equivalence of categories.

Proof. By hypothesis there is a morphism of groupoids ψ : H ÝÑ G such that there are natural
isomorphisms

ε : ψϕ ÝÑ IdG and η : ϕψ ÝÑ IdH .

Considering the induced functors and induced natural transformation and using Proposi-
tion 1.3.9 we obtain

ϕ˚ψ˚ – pψϕq˚ ε˚
→→ pIdGq˚ – IdSets-G , ψ˚ϕ˚ – pϕψq˚ η˚

→→ pIdHq˚ – IdSets-H

To conclude, it’s sufficient to apply Propositions 1.3.7 and 1.3.8.

Given a groupoid G and a őxed object x P G0, recall that by Gpxq we denote the one object
subgroupoid of G with isotropy group Gx and object x.

Lemma 4.3.4. Given a transitive groupoid G, let be x P G0. Then the inclusion functor

τ pxq : Gpxq ÝÑ G

establishes a weak equivalence of groupoids.

Proof. The functor τ pxq is clearly fully faithful; moreover, it is essentially surjective because G
is transitive. As a consequence τ pxq is an equivalence of categories.

Notice that Lemma 4.3.4 and Proposition 4.3.3 generate another proof of Theorem 1.3.15.

Proposition 4.3.5. Given two transitive groupoids G and H, then the following statements
are equivalent.
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(1) There is a weak equivalence G ÝÑ H.

(2) For each u P H0 and for each x P G0 there is an isomorphism of groups Gx – Hu.

(3) There are u P H0 and x P G0 such that there is an isomorphism of groups Gx – Hu.

Proof. Without loss of generality we can assume G0 ‰ H ‰ H0.

p1q ñ p2q. Given a weak equivalence ϕ : G ÝÑ H we have an isomorphism of groups
Gx – Hϕ0pxq, for every x P G0. Moreover, if u P H0 is an arbitrary element, then Hu and
Hϕ0pxq are conjugated subgroup, since H is transitive. As a consequence Gx and Hu are
isomorphic groups.

p2q ñ p3q. Obvious.

p3q ñ p1q. Fix the pair px, uq P G0 ̂ H0 such that Gx – Hϕ0pxq as groups. Then clearly
Hpuq and Gpxq are isomorphic as groupoids. Therefore, there is a weak equivalence G ÝÑ H,
as, thanks to Lemma 4.3.4, there is a weak equivalence between G and Gpxq and also between
H and Hpuq.

Definition 4.3.6. Let pX,α, βq a pG,Hq-biset. We say that pX,α, βq is a left principal
pG,Hq-biset (or left principal pG,Hq-bundle) if the following conditions are satisőed:

(1) the structure map β : X ÝÑ H0 is surjective;

(2) the canonical map
∇l : G1 ŝαX ÝÑ X β̂β X

pg, xq ÝÑ pgx, xq
is bijective.

Definition 4.3.7. Let pX,α, βq a pG,Hq-biset. We say that pX,α, βq is a right principal
pG,Hq-biset (or right principal pG,Hq-bundle) if the following conditions are satisőed:

(1) the structure map α : X ÝÑ G0 is surjective;

(2) the canonical map
∇r : X β̂tH1 ÝÑ X α̂αX

px, gq ÝÑ px, xgq
is bijective.

Definition 4.3.8. We say that a biset pX,α, βq is a principal pG,Hq-biset (or principal
pG,Hq-bibundle) if it is both a principal right biset and a principal left biset.

The following result, which we will need in the sequel, improves somehow the one stated
in [EK17, Theorem 2.9].

Proposition 4.3.9. Given two coproduct of groupoids G “ š
j P J Gj and H “ š

i P I Hi, where
Gj and Hi are not empty and transitive for each j P J and i P I. Then the following statements
are equivalent:

(1) The groupoid G and H are weakly equivalent.

(2) There is a weak equivalence G ÝÑ H.

(3) There is a bijection α : J ÝÑ I such that for each i P I and for each y P pHiq0, there is
an isomorphism of groups

̀
Gα´1piq

̆x – pHiqy, for each x P
̀
Gα´1piq

̆
0
.
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(4) There is a bijection α : J ÝÑ I such that there are i P I, y P pHiq0 and x P
̀
Gα´1piq

̆
0

such that there is an isomorphism of groups
̀
Gα´1piq

̆x – pHiqy.
(5) The categories Sets-G and Sets-H are Laplaza equivalent.

(6) The monoidal categories Sets-G and Sets-H are equivalent with respect to the fibre product
monoidal structure.

(7) There is a principal pH,Gq-biset.

Proof. It follows from Remark 1.1.5 and Proposition 4.3.5, in combination with the result [EK17,
Theorem 2.9].

Now we can state the following result.

Proposition 4.3.10. Given a groupoid G, let X and Y be two right G-sets and consider their
sets of orbits J “ X{G and I “ Y {G. Then the following statements are equivalent.

(1) There is a weak equivalence X ̧ G ÝÑ Y ̧ G.

(2) There is a bijection α : J ÝÑ I such that for each l P I and each y P l, the group
pStabG pyqq1 is isomorphic to pStabG pxqq1, for every x P α´1plq.

(3) There is a bijection α : J ÝÑ I such that for each l P I, there are y P l and x P α´1plq
such that the groups pStabG pyqq1 and pStabG pxqq1 are isomorphic.

(4) There is a principal pX ̧ G, Y ̧ Gq-biset.

Proof. To prove p1q ô p4q, it is sufficient to apply Lemma 1.1.22 in conjunction with Proposi-
tion 4.3.9.

4.4 Weakly translationally equivalent groupoid-sets

We start this section by giving the subsequent deőnition.

Definition 4.4.1. Given a groupoid G and two right G-sets pX, ςq and pY, ϑq, we say that
pX, ςq and pY, ϑq are weakly translationally equivalent G-sets provided that one of the
equivalent conditions in Proposition 4.3.10 is satisőed. When the class of objects of the
category Sets-G is actually a set (or when we restrict ourselves to the full subcategory of G-sets
with underlying őnite sets), then the previous relation induces an equivalence relation which
we denote by „wt. By abuse of notation we will also use this symbol between any kind of right
G-sets.

According to Proposition 4.3.5, two transitive right G-sets are weakly equivalent if and
only if there is an isomorphism of groups between two of their stabilizers. More precisely,
two transitive G-sets pX, ςq and pY, ϑq are weakly equivalent if and only if there is a pair
px, yq P X ̂ Y and an isomorphism of groupoids StabG pxq – StabG pyq. Applying these
observations to the case of right cosets, we obtain the following result.

Corollary 4.4.2. Let G be a groupoid and take two subgroupoids H,K with single object, that
is, elements in SG. Then the following statements are equivalent.

(1) G{H and G{K are weakly translationally equivalent G-sets.

(2) There is an isomorphism of groups H1 – K1.



4.4. WEAKLY TRANSLATIONALLY EQUIVALENT GROUPOID-SETS 69

Proof. Recall őrst that if we set H0 “ t a u, then for any coset Hrpa, gqs P G{H, we have that

StabG pHrpa, gqsq “ g´1H1g,

where H1 is the group of loops of H1, viewed as a subgroup of the isotropy group Ga. The
implication piq ñ piiq follows then from Remark 4.3.2 and Proposition 4.3.10. Assume now
that we have an isomorphism of groups H1 – K1. This means that

StabG pHrpa, ιaqsq – StabG pKrpb, ιbqsq

as groups, where K0 “ t b u. The inverse implication follows then from Proposition 4.3.10.

Any two isomorphic G-sets are weakly equivalent, as stated in the following proposition.

Proposition 4.4.3. Given a groupoid G, let pX, ςq and pY, ϑq be isomorphic right G-sets.
Then we obtain pX, ςq „wt pY, ϑq.

Proof. Thanks to Proposition 4.2.2, we know that isomorphic right G-sets have isomorphic
right translation groupoids, and this shows the claim.

Example 4.4.4. It is possible that, given a group G, there are subgroups H and K of G
such that G{H and G{K are not isomorphic as right G-sets but there is nonetheless a weak
equivalence between the groupoids pG{Hq ̧ G and pG{Kq ̧ G . It is enough to take two
subgroups H and K of G that are isomorphic but not conjugated, and the claims will follow
from Corollary 4.4.2. For example, if G is abelian, the relation of conjugacy is the same of the
relation of equality, therefore it is sufficient to take two different isomorphic subgroups of an
abelian groups G. In particular, given an abelian group A, possible choices are G “ A ̂A,
H “ Â 1 and K “ 1 ̂A.

Remark 4.4.5. In relation with Remark 4.2.3, we will use the above arguments to show that
̧́G is not always a full functor. Let us keep the notations of Example 4.4.4. By contradiction,
if it were full, since by Proposition 4.2.2 it is also faithful, then the isomorphism of groupoids
pG{Hq ̧G – pG{Kq ̧G would imply the isomorphism of right G-sets G{H – G{K, which is
false, for instance, in the case of Example 4.4.4.

Remark 4.4.6. Unfortunately, the weakly translationally equivalence relation is compatible
with the disjoint union but not with the tensor product ́

Ĝ0

́ . This implies that, unlike the

isomorphism relation, which enables us to construct the classical Burnside rig (see Chapter 5),
using the equivalence relation „wt we only obtain an additive monoid, and not a rig. As a
consequence, applying the Grothendieck construction (see Appendix B), we obtain only an
abelian group, and not a ring.
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Chapter 5

The “classical” Burnside ring of a

groupoid

In this chapter we continue the study of the Burnside theory for groupoids already begun in
Chapter 2. Our main aim here is twofold. First, after deőning the Burnside ring of a groupoid,
we characterize it as the direct product of the Burnside rings of its isotropy groups: exactly one
for each connected component. Next, we prove the existence of an opportunely deőned ghost
map, in the groupoid context, and we show that it is injective as in the classical group case.
The idempotent of the Q-algebra Q bZ BpGq are then computed employing the decomposition
stated in Corollary 5.1.10.

5.1 Burnside functor for groupoids: coproducts and products

In this section we introduce the Burnside ring attached to a groupoid with őnitely many objects,
whose construction is based on the skeleton of the category of the right G-sets with underlying
őnite sets. For the convenience of an inexperienced audience we recall in the Appendixes A
and B, with very elementary arguments, the general notions of Grothendieck functor and rig
(a ring without additive inverses, also called semiring). Both are crucial in performing the
construction of the Burnside ring functor. The compatibility of this functor with coproducts
and product is needed in order to establish the main result of this section, which asserts that
the Burnside ring of a given (őnite) groupoid is the product of the Burnside rings of its isotropy
groups, where the product is taken over the set of the connected components (see Theorem
5.1.8).

We assume, in this chapter, that all handled groupoids have a őnite set of objects. This
condition is in fact needed to have a unit for the Burnside ring we are planing to introduce,
since we will make use of the skeletally small category of őnite groupoid-sets to perform this
construction. We also assume that functors between groupoid-sets preserve objects with őnite
underlying sets, and transform an empty groupoid-set to an empty one, as the induction
functors do. Given a groupoid G, we denote by sets-G the full subcategory of right G-sets with
őnite underlying sets.

5.1.1 Burnside rig functor and coproducts

Given a groupoid G, let pX, ςq be a őnite right G-set, that is, an object in sets-G, and denote by
rpX, ςqs its equivalence class modulo the isomorphism relation. Consider L pGq, the quotient
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set of all őnite right G-sets modulo the isomorphism of right G-sets equivalence relation. This
means that elements of L pGq are classes rpX, ςqs represented by G-sets pX, ςq with őnite
underlying set X. We endow the set L pGq with an addition and a multiplication operations:
for every pX, ςq , pY, ϑq P Sets-G, we deőne

rpX, ςqs ̀ rpY, ϑqs :“ rpX, ςq Z pY, ϑqs “ rpX Z Y, ς Z ϑqs

and

rpX, ςqs ̈ rpY, ϑqs :“
„

pX, ςq
Ĝ0

pY, ϑq


“ rpX ς̂ϑ Y, ςϑqs ,

(see subsection 1.3.2 for the notations). It is immediate to check that these operations are
well deőned and that, in this way, L pGq becomes a rig (also called semiring) with additive
neutral element rpH,Hqs and multiplicative neutral element rpG0, IdG0

qs (see Deőnition A.0.1
for further details).

The rig construction is a functorial one, as one can prove using general monoidal category
theory. We give, in our case, an elementary proof.

Lemma 5.1.1. Given two groupoids G and H, let F : Sets-G ÝÑ Sets-H be a strong monoidal
functor with respect to both monoidal structures: Z and the fibered product. Let us define

h : L pGq ÝÑ L pHq
rpX, ςqs ÝÑ rF pX, ςqs .

Then h is a homomorphism of rigs.

Proof. Clearly h is a well deőned map, since any functor preserves isomorphisms. Now, for
every pX, ςq , pY, ϑq P Sets-G we have the following isomorphisms of right H-sets

F pX Z Y, ς Z ϑq “ F ppX, ςq Z pY, ϑqq – F
́

pX, ςq
̄ZF

́
pY, ϑq

̄
– F pX, ςq̀F pY, ϑq ,

and

F
́
X ς̂ϑ Y, ςϑ

̄
“ F

̂
pX, ςq

Ĝ0

pY, ϑq
̇

– F pX, ςq
Ĝ0

F pY, ϑq – F pX, ςq ̈ F pY, ϑq .

Passing to the isomorphism classes and applying h, leads to the the equalities

h prpX, ςqs ̀ rpY, ϑqsq “ h prpX Z Y, ς Z ϑqsq “ rF pX Z Y, ς Z ϑqs
“ rF pX, ςq ̀ F pY, ϑqs “ rF pX, ςqs ̀ rF pY, ϑqs “ h prpX, ςqsq ̀ h prpY, ϑqsq

and
h prpX, ςqs ̈ rpY, ϑqsq “ h prpX ς̂ϑ Y, ςϑqsq “ rF pX ς̂ϑ Y, ςϑqs
“ rF pX, ςq ̈ F pY, ϑqs “ rF pX, ςqs ̈ rF pY, ϑqs “ h prpX, ςqsq ̈ h prpY, ϑqsq .

On the other hand, we have the isomorphisms of right H-sets

F pH,Hq – pH,Hq and F pG0, IdG0
q – pH0, IdH0

q .

We then obtain h prpH,Hqsq “ rF pH,Hqs “ rpH,Hqs and

h prpG0, IdG0
qsq “ rF pG0, IdG0

qs “ rpH0, IdH0
qs .

As a consequence we have proved that, as desired, h is a homomorphism of rigs.
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Now, let ϕ : H ÝÑ G be a homomorphism of groupoids. By Proposition 1.3.6 we can
consider the induced functor ϕ˚ : Sets-G ÝÑ Sets-H and, thanks to Lemma 5.1.1, from this
functor we obtain a homomorphism of rigs from L pGq to L pHq, induced by ϕ˚, which we
denote by L pϕq. More precisely, we have

L pϕq : L pGq ÝÑ L pHq
rpX, ςqs ÝÑ rϕ˚ pX, ςqs .

Proposition and Definition 5.1.2. The correspondence L defines a contravariant functor
from the category of groupoids Grpd to the category of rigs Rig which we call, inspired by
[Sch91, page 381], the Burnside rig functor.

Proof. Let ψ : K ÝÑ H and ϕ : H ÝÑ G be morphisms of groupoid. Using Proposition 1.3.8,
for each rpX, ςqs P L pGq, we obtain

L pψqL pϕq
́

rpX, ςqs
̄

“ L pψq
́

rpϕ˚ pX, ςqqs “ rψ˚ϕ˚ pX, ςqs “
“
pϕψq˚ pX, ςq

‰

“ L pϕψq
́

rpX, ςqs
̄
.

Thus the following diagram is commutative

L pGq
L pϕq

↓↓

L pϕψq
→→ L pKq

L pHq .
L pψq

→→

Moreover, for each groupoid G we calculate, thanks again to Proposition 1.3.8,

L pGq
́

rpX, ςqs
̄

“
“
pIdGq˚ pX, ςq

‰
“ rpX, ςqs “ IdL pGq

́
rpX, ςqs

̄

thus L pGq “ IdL pGq. This shows that L is a well deőned functor as desired.

We őnish this subsection by discussing the compatibility of the Burnside rig functor with
coproduct.

Proposition 5.1.3. The Burnside rig functor L sends coproduct to product. In particular,
given a family of groupoids pGjqj P I , let pij : Gj ÝÑ Gqj P I be their coproduct in Grpd. Then

pL pijq : L pGq ÝÑ L pGjqqjPI

is the product of the family pL pGjqqj P I in the category Rig.

Proof. Let pfj : A ÝÑ L pGjqqj P I be a family of homomorphisms of rigs. We have to prove
that there is a unique homomorphism f : A ÝÑ L pGq of rigs such that the following diagram
commutes for every j P I:

A
f

→→

fj
→→

L pGq
L pijq

↓↓

L pGjq.

(5.1.1)



74 CHAPTER 5. THE “CLASSICAL” BURNSIDE RING OF A GROUPOID

Let a P A: for every j P I there is pXj , ςjq P sets-Gj such that fjpaq “ rpXj , ςjqs P L pGjq.
Henceforth, we deőne, thanks to Lemma 1.3.12,

fpaq “
«ě

j P I

{pXj , ςjq
ff
,

obtaining, in this way, a function f : A ÝÑ L pGq. Furthermore, for every l P I we have

L pilq fpaq “
«

pilq˚

̃ě

j P I

{pXj , ςjq
̧ff

“
«ě

j P I

pilq˚
́
{pXj , ςjq

̄ff
. (5.1.2)

For every l, j P J such that l ‰ j we clearly have

pilq˚
́
{pXj , ςjq

̄
“
́
Xj pςĵpilq0

pGlq0 , pr2
̄

“ pH,Hq

because pGjq0 X pGlq0 “ H. Instead, for every j P I we have the following isomorphism of right
Gj-sets:

pr1 : pijq˚
́
{pXj , ςjq

̄
“
́
Xj pςĵpijq

0
pGjq0 , pr2

̄
ÝÑ pXj , ςjq

px, cq ÝÑ x.

Continuing from formula (5.1.2) we obtain that

L pilq fpaq “ rpXl, ςlqs “ flpaq, for every l P I, and a P A.

This shows that the diagram (5.1.1) commutes.

The fact that f is a morphism of rigs, that is, f is compatible with the addition and
the multiplication, is proved by direct computations using in part Lemma 1.3.5. Lastly, if
γ : A ÝÑ L pGq is another homomorphism of rigs which turns commutative diagrams (5.1.1),
then for a given a P A, let be pX, ςq P Sets-G such that γpaq “ rpX, ςqs. Setting, for every j P I,
Xj “ ς´1

j pGl 0q and ςl “ ς|ς´1pGlq
: Xl ÝÑ pGlq0, and restricting appropriately the action, we

have

γpaq “
«ě

j P I

{pXj , ςjq
ff
.

Thus, using properties of pijq˚ already proved in this proof, we get

fipaq “ L pijq pγpaqq “
“
pijq˚ pX, ςq

‰
“ rpXj , ςjqs

Therefore, by deőnition of f , we obtain that fpaq “ γpaq, for every a P A, and this shows that
f is unique and őnishes the proof.

5.1.2 “Classical” Burnside ring functor and product decomposition.

Now we introduce, using the Burnside rig functor, the classical Burnside ring functor, and
give our main result dealing with the decomposition of the Burnside ring of a given groupoid
as a product of the classical Burnside rings of its isotropy groups.

Definition 5.1.4. We deőne the Burnside ring functor B as the composition of the
Burnside rig functor L with the Grothendieck functor G , that is, B “ G L .
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The situation is explained in the following commutative diagrams of functors:

Grpd

L

↓↓

B →→ CRing

Rig

G

→→

where CRing denotes the category of commutative rings. Of course, since L is contravariant
functor and G is a covariant one, B is a contravariant functor.

Theorem 5.1.5. Let be G and A be groupoids such that there is a Laplaza equivalence of
categories

Sets-G » Sets-A,

that is, with respect to both Z and the fibre product. Then there is an isomorphism of
commutative rings

B pGq – B pAq .
In particular two weakly equivalent groupoids (see Definition 4.3.1) have isomorphic classical
Burnside rings.

Proof. Let us denote by

F : Sets-G ÝÑ Sets-A and G : Sets-A ÝÑ Sets-G

the strong monoidal functors which give the stated equivalence. Thanks to Proposition B.0.2,
it is enough to prove that there is an isomorphism of rigs L pGq – L pAq. By Lemma 5.1.1,
we have the following

f : L pGq ÝÑ L pAq
rpX, ςqs ÝÑ rF ppX, ςqqs

g : L pAq ÝÑ L pGq
rpY, ϑqs ÝÑ rGppY, ϑqqs

well deőned homomorphism of rigs. It is left to reader to check that f and g are mutually
inverse.

Remark 5.1.6. Observe that, for every őnite right G-sets pX, ςq, pY, ϑq, pZ, ζq and pW,ωq, we
have that ”

rpX, ςqs , rpY, ϑqs
ı

“
”

rpZ, ζqs , rpW,ωqs
ı
,

as elements in BpGq (the notation is the one adopted in Appendix B), if and only if there is a
őnite right G-set pU, υq such that

rpX, ςqs ̀ rpW,ωqs ̀ rpU, υqs “ rpZ, ζqs ̀ rpY, ϑqs ̀ rpU, υqs .

If the groupoid G is locally strongly őnite, thanks to Corollary 2.2.8, this is equivalent to say
that rpX, ςqs ̀ rpW,ωqs “ rpZ, ζqs ̀ rpY, ϑqs. Note that a locally strongly őnite groupoid with
a őnite set of object is actually strongly őnite.

Corollary 5.1.7. The Burnside ring functor B sends coproduct to product. Specifically, given
a family of groupoids pGjqj P I , let pij : Gj ÝÑ Gqj P I be their coproduct in Grpd. Then

pB pijq : B pGq ÝÑ B pGjqqj P I

is the product of the family pB pGjqqj P I in CRing.
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Proof. Immediate from Proposition 5.1.3 and Proposition B.0.3.

Given a groupoid G, we let’s őx a set reppG0q of representative objects modulo the regular
action of G over itself, by using either the source or the target. In other words, reppG0q is a set
of objects representing the set of connected components π0pGq of G.

The next theorem is the main result of this section.

Theorem 5.1.8. Given a groupoid G, fix a set of representative objects reppG0q. For each
a P reppG0q, let Gxay be the connected component of G containing a, which we consider as a
groupoid. Then we have the following isomorphism of rings:

B pGq –
ź

a P reppG0q

B

́
Gxay

̄
.

Proof. Immediate from Corollary 5.1.7, since we already know that
̀
Gxay ÝÑ G

̆
a P reppG0q

is a
coproduct in the category of groupoids.

Each connected component of a given groupoid is clearly a transitive groupoid, and the
Burnside ring of a transitive groupoid is considered in the following proposition. First, notice
that the classical Burnside ring of a group, as introduced in [Sol67] (see also [Die79]), is
isomorphic to the Burnside ring of the groupoid, with a single object, that has the group itself
as the only isotropy group.

Proposition 5.1.9. Given a transitive groupoid G, let a P G0 and let G “ Ga be its isotropy
group. Let A be the subgroupoid of G such that A0 “ t a u and A1 “ Ga. Then we have a chain
of isomorphism of rings

BpGq – BpAq – BpGq
where BpGq is the classical Burnside ring of the group G introduced in [Sol67] (see also
[Die79]).

Proof. It is immediately obtained by combining Theorems 1.3.15 and 5.1.5.

The following corollary is the main conclusion of this section. It gives the desired decompo-
sition of BpGq into a őnite product of Burnside rings of groups, although, in a not canonical
way. As a consequence, it shows that the Burnside functor, as deőned in Deőnition 5.1.4, does
not distinguish the arrows of a given groupoid. As one can see from this Corollary, the stated
isomorphism depends on a given choice of a set of representative, that is, the decomposition is
not unique. Let’s keep the notations of Theorem 5.1.8 and Proposition 5.1.9.

Corollary 5.1.10. Given a groupoid G, we have the following isomorphism of rings:

B pGq –
ź

a P reppG0q

B pGaq ,

where the right hand side term is the product of commutative rings.

Proof. It follows from Proposition 5.1.9 and Theorem 5.1.8.

Remark 5.1.11. It was proved in [Sol67] that the Burnside ring of a group G is isomorphic to
a ring that is a free abelian group over the set of conjugacy classes SG{ „C. Therefore, thanks
to Corollary 5.1.10, the Burnside ring of a groupoid is also a free abelian group.
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Examples 5.1.12. We expound examples of the Burnside ring of certain groupoids.

(1) It clear that if G “ t‹u is a trivial group, then BpGq is the ring of integers Z. Therefore,
the Burnside ring of any groupoid whose isotropy groups are trivial is the product ring
ZI for some set I. This is the case for instance of all the relation equivalence groupoids
expounded in Example 1.1.11.

(2) Let G be a cyclic group of order a prime number p ě 2. Thanks to Remark 5.1.11, we
have the isomorphisms of abelian groups BpGq – Zv ‘ Zw, where v “ rG{Gs “ r1s and
w “ rG{1s “ rGs. Now we have to study the multiplicative structure of BpGq. It is
immediate to see that v2 “ v and vw “ wv “ w. Since |ĜG| “ p2, we deduce that
either w2 “ rĜGs “ p2v or w2 “ pw. Considering that ĜG can be decomposed into
the p orbits

␣ ̀
ai`j , aj

̆ ̌̌
j P t 0, . . . , ṕ 1 u

(
for i P t 0, . . . , ṕ 1 u, we obtain w2 “ pw.

Now it is easy to deduce that we have the following isomorphism of rings

BpGq – ZrXs
xX2 ́ pXy .

(3) Given not empty sets S1, S2 and S3, we denote with G1 the trivial group, with G2 a
cyclic group or order a prime p ě 2 and with G3 the alternating group A5. We consider
the groupoid G with the following three connected component: GS1,G1

, GS2,G2
and GS3,G3

.
If follows from Corollary 5.1.10, the two previous examples and [Die79, page 10], that
we have the following isomorphism of rings

B pGq – B pG1q ̂ B pG2q ̂ B pG3q – Z ̂ ZrXs
xX2 ́ pXy ̂R,

where R is the Burnside ring of the group A5 described in [Die79, page 10].

Remark 5.1.13. It was proved in [Dre69] that a group G is solvable if and only if the prime
ideal spectrum of BpGq is connected. Since it is a known fact that the prime ideal spectrum
of a direct product of commutative rings is the disjoint union of their spectrums, we deduce,
thanks to Corollary 5.1.10, that the prime ideal spectrum of the Burnside ring of a groupoid
G is connected if and only if G is transitive and it has a solvable isotropy group type.

Remark 5.1.14. Now let pGjqjPJ be the connected components of the groupoid G. Let be
A “ ś

lPJ L pGlq and R “ L pGq: the families

́
L pijq : L pGq ÝÑ L pGjq

̄
jPJ

and

̃
πj :

ź

lPJ

L pGlq ÝÑ L pGjq
̧

jPJ

are products in the category Rig therefore there are homomorphism of rigs f : A ÝÑ R and
h : R ÝÑ A such that the following diagrams commute for every j P J :

A

πj
→→

f
→→ R

Lpijq
↓↓

L pGjq

and R

Lpijq →→

h →→ A

πj

↓↓

L pGjq .

Using the universal property of the product of rings and Lemma 1.3.12, we obtain that the
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following homomorphism of rigs

f :
ź

jPJ

L pGjq ÝÑ L pGq

́
rpXj , ςjqs

̄
jPJ

ÝÑ
«ě

jPJ

{pXj , ςjq
ff

and

h : L pGq ÝÑ
ź

jPJ

L pGjq

rpX, ςqs ÝÑ
̂„̂

X ς̂IdpGjq
0

pGjq0 , pr2
̇̇

jPJ

“
́”́

ς´1
̀
pGjq0

̆
, ς|ς´1ppGjq

0
q
̄ı̄

jPJ

are isomorphism such that h “ f´1. It is now obvious that G pfq and G phq are isomorphism
of rings between BpGq and

ś
jPJ B pGjq.

Remark 5.1.15. We note that Deőnition 4.4.1 can’t be used to construct a new Burnside ring
because the functor ́ ̧ G is not monoidal.

5.2 The Burnside algebra of a groupoid and the ghost map

In this section we will continue to assume that G is a groupoid with a őnite set of object G0.
We deőne the Burnside algebra of G over Q as QB pGq “ Q bZ B pGq and, given a group
G, its Burnside algebra over Q is deőned as QB pGq “ Q bZ B pGq (see [Bou10a, Page 31]).
Thanks to Corollary 5.1.10 we have

B pGq –
ź

a P reppG0q

B pGaq

and, tensoring with Q, we obtain, since over a őnite set the direct product and the direct sum
of Z-modules coincide,

QB pGq “ QbZB pGq – QbZ

ź

a P reppG0q

B pGaq –
ź

a P reppG0q

pQ bZ B pGaqq “
ź

a P reppG0q

QB pGaq .

Therefore also the Burnside algebra QB pGq is a split semi simple commutative Q-algebra,
exactly like the Burnside algebra of a group. As a consequence the idempotents of QB pGq are
in a bijective correspondence with the set of elements pxaqa P reppG0q, where xa is an idempotent
of QB pGaq for each a P rep pGq. We recall that the idempotents of the Burnside algebra
QB pGq of a group G were completely characterized in [Bou10a, Theorem 2.5.2].

Example 5.2.1. Keep the notation of Example 5.1.12.

(1) It has been stated in Example 5.1.12 that the Burnside ring of the trivial group is Z

therefore, of course, its Burnside algebra is Q whose only idempotents are 0 and 1. This
implies that the Burnside algebra of a groupoid G with all isotropy group types trivial
and a őnite set of objects is

ś
a P reppG0q Q. Therefore, this can be applied to any of the

groupoids given in Example 1.1.11.

(2) Let G be a cyclic group of order a prime p ě 2. Thanks to Example 5.1.12 we know that
BpGq – Zv ‘ Zw, where

v “ rG{Gs “ r1s , w “ rG{1s “ rGs , v2 “ v, vw “ wv “ w and w2 “ pw.
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We will use [Bou10a, Theorem 2.5.2]: since the only subgroups of G are only G itself
and 1, we have that µp1, 1q “ µpG,Gq “ 1 and µp1, Gq “ ́1 where µ is the Moebius
function on the poset of subgroups of G. Applying the quoted theorem and computing,
we obtain

eG1 “ 1

p
µp1, 1q

„
G

1


“ 1

p
w

and

eGG “ 1

p

̂
µp1, Gq

„
G

1


̀ pµpG,Gq

„
G

G

̇
“ ́1

p
w ̀ v,

the two primitive idempotents of QB pGq. Notice that, in the case of a cyclic group of
order p, we can, by abuse of notation, avoid distinguishing a subgroup of G from its
conjugacy class. Trying to rewrite eG1 and eGG with the notations used in this paper we
obtain

eG1 “ 1

p
bZ rrGs , 0s

and

eGG “ ́1

p
bZ rrGs , 0s ̀ 1 bZ rr1s , 0s .

(3) Now let’s consider a groupoid G with two connected components such that G0 “ t a, b u,
Ga is a trivial group and Gb is the cyclic group of order p. We consider the subgroupoids
A and B such that A0 “ t a u, A1 “ t ιa u, B0 “ t b u and B1 “ t ιb u. We denote
with ς : A ÝÑ G0 a structure map with image t a u and with ϑ : G{B ÝÑ G0 and
γ : G{Bpbq ÝÑ G0 two structures maps with image t b u. Thanks to Remark 5.1.14 we
deduce that the Burnside algebra QB pGq has the following four primitive idempotents:

e1 “ 1 bZ r0, 0s “ 0,

e2 “ 1 bZ rrpA0, ςqs , 0s ,

e3 “ 1

p
bZ

„„̂
G

B
, ϑ

̇
, 0


,

e4 “ ́1

p
bZ

„„̂
G

B
, ϑ

̇
, 0


̀ 1 bZ

„„̂
G

Gpbq
, γ

̇
, 0


.

In the subsequent, we are going to construct the Ghost map of the groupoid G and prove
that is injective. Let H P rep pSGq be a subgroupoid of G with only one object a. We want to
prove that the function

ϕH : L pGq ÝÑ N

rpX, ςqs ÝÑ
⃓

⃓XH
⃓

⃓

is a homomorphism of rigs. We have ϕH prHsq “ 0 and ϕH prG0sq “
⃓

⃓GH
0

⃓

⃓ “ |t a u| “ 1. Given
őnite right G-sets pX, ςq and pY, ϑq, we calculate

ϕH prX, ςs ̀ rY, ϑsq “ ϕH prX Z Y, ς Z ϑsq “
⃓

⃓

⃓
pX Z Y, ς Z ϑqH

⃓

⃓

⃓

“
⃓

⃓

⃓
pX, ςqH

⃓

⃓

⃓
̀
⃓

⃓

⃓
pY, ϑqH

⃓

⃓

⃓
“ ϕH prX, ςsq ̀ ϕH prY, ϑsq
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and

ϕH prX, ςs rY, ϑsq “ ϕH

̂„
X

Ĝ0

Y, ςϑ

̇
“

⃓

⃓

⃓

⃓

⃓

̂
X

Ĝ0

Y, ςϑ

̇H
⃓

⃓

⃓

⃓

⃓

“
⃓

⃓

⃓

⃓

́
pςϑq´1 paq

̄H
⃓

⃓

⃓

⃓

“
⃓

⃓

⃓

̀
ς´1paq

̆H ̂
̀
ϑ´1paq

̆H⃓
⃓

⃓
“

⃓

⃓

⃓

̀
ς´1paq

̆H⃓
⃓

⃓

⃓

⃓

⃓

̀
ϑ´1paq

̆H⃓
⃓

⃓

“
⃓

⃓

⃓
pX, ςqH

⃓

⃓

⃓

⃓

⃓

⃓
pY, ϑqH

⃓

⃓

⃓
“ ϕH prX, ςsqϕH prY, ϑsq .

Applying the Grothendieck functor G we obtain the homomorphism of rings

G pϕHq : B pGq “ G pL pGqq ÝÑ G pNq “ Z

rrXs , rY ss ÝÑ
⃓

⃓XH
⃓

⃓ ́
⃓

⃓Y H
⃓

⃓ .

Using the universal property of the direct product, we are able to deőne the following
homomorphism of rings, which is called the ghost map of the groupoid G:

g : B pGq ÝÑ
ź

H P reppSGq

Z

”
rXs , rY s

ı
ÝÑ

⃓̀
⃓XH

⃓

⃓ ́
⃓

⃓Y H
⃓

⃓

̆
H P reppSGq

.

(5.2.1)

Now let’s suppose that there are rrXs , rY ss , rrAs , rBss P B pGq such that g prrXs , rY ssq “
g prrAs , rBssq. Then that for each H P rep pSGq we obtain

⃓

⃓

⃓
pX ZBqH

⃓

⃓

⃓
“

⃓

⃓XH
⃓

⃓ ̀
⃓

⃓BH
⃓

⃓ “
⃓

⃓AH
⃓

⃓ ̀
⃓

⃓Y H
⃓

⃓ “
⃓

⃓

⃓
pAZ Y qH

⃓

⃓

⃓
.

which, thanks to the Burnside Theorem 2.2.7, implies X ZB – AZB. As a consequence we
have rXs ̀ rBs “ rAs ̀ rY s, therefore

“
rXs , rY s

‰
“

“
rAs , rBs

‰
and g is injective. We have

now proved the following result.

Corollary 5.2.2. Given a groupoid G, its ghost map g, as defined in equation (5.2.1), is
injective.



Chapter 6

The categorified Burnside ring

We discovered, in Chapter 5, that the Burnside contravariant functor does not distinguish
between a given groupoid and its bundle of isotropy groups. Speciőcally, it has been realized
that, under appropriate őniteness conditions, the classical Burnside ring of a given groupoid is
isomorphic to the product of the Burnside rings of its isotropy group types, although, not in a
canonical way.

The crux of the matter is that the isomorphism relation between őnite (and not őnite)
groupoid-sets leads only to the consideration of (right) cosets by subgroupoids with a single
object, and this, somehow, obscures the whole structure of the handled groupoid. In other
words, the classical Burnside ring of a (őnite) groupoid does not reŕect, as in the classical
case, the whole łlatticež of subgroupoids, since the subgroupoids with several objects are not
relevant in this context.

In this chapter we attempt to give an alternative approach to the Burnside ring of groupoids,
considering the category (2-category, actually) of internal categories inside the category of
(right) groupoid-sets. The objects of this category (also called 0-cells) are named categoriőed
groupoid-sets and, by abuse of terminology, the associated ring is called the categoriőed
Burnside ring of the given groupoid. A point is worth mentioning: albeit, in this way, we get
a commutative ring that strictly contains the classical one, we’ll show that this new ring also
can be decomposed, in a not canonical way, as a product of rings, which are the categoriőed
Burnside rings of the isotropy group types of the groupoid. This makes manifest that also
the idea of employing the categoriőcation of the notion of groupoid-sets does not reŕect the
groupoid structural characteristics.

The main idea is to categorify the notion of groupoid action on a set to obtain a particular
category, with a groupoid action on both the set of objects and of morphisms. Moreover, the
source, target, identity and composition maps of this category will have to be compatible with
the groupoid action. Regarding the usual right translation groupoid, it will be replaced by a
right translation double category (an internal category in the category of small categories) to
illustrate the new higher dimensional situation.

After this, using these concepts, we elaborate a new Burnside theory based on a particular
notion of weak equivalence between these new categories endowed with a groupoid action.

81
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6.1 Internal categories and basic definitions

In this section we recall the notion of internal categories in small categories with pullbacks, and
we use this notion to introduce what we will call the category of right categoriőed groupoid-sets.
This is a categoriőcaton of the usual notion of right groupoid-set object.

The őbre product of equation 1.1.1 can be generalized: given small categories A, B and D,
and functors F : A ÝÑ D and G : B ÝÑ D, we set, for i “ 0, 1,

pA F̂G Bqi “ t pa, bq P Ai ̂ Bi | F paq “ G pbq u . (6.1.1)

The category A F̂G B is called the fiber product (or fibre product) of f and g and it
is the pullback of the functors F and G in the category of small categories. The following
Deőnition 6.1.1 is taken from [BC04, pag. 495].

Definition 6.1.1. Given a category with pullbacks C, we deőne an internal category X in
C as a couple of objects X0 and X1 of C and morphisms

X1

tX →→

sX
→→ X0

ιX →→ X1 X2 :“ X1 sX ̂tX X1
mD←← ,

where sX and tX are called the source and the target morphisms, respectively, ιX is called
the identity morphism and mX is called the composition morphism, or łmultiplication
morphismž, such that the following diagrams are commutative (note that we will use the
notation X3 :“ X1 sX ̂tX X1 sX ̂tX X1).

X0
ιX →→

ιX

↓↓

IdX0

↘↘

X1

sX

↓↓

X1
tX →→ X0

X2
mX →→

pr1
↓↓

X1

tX
↓↓

X1
tX →→ X0

X2
mX →→

pr2
↓↓

X1

sX

↓↓

X1
sX →→ X0

X3

mX ˆIdX1 →→

IdX ˆmX1

↓↓

X2

mX

↓↓

X2
mX →→ X1

X0 IdX0
̂tX X1

ιX ˆIdX1 →→

pr2
→→

X1 sX ̂tX X1

mX

↓↓

X1 sX ̂IdX0
X0

IdX1
ˆιX

←←

pr1
←←

X1

Internal categories constitute the 0-cells of a speciőc 2-category (see Deőnition 6.1.4).

Definition 6.1.2. Given a category with pullbacks C, let’s consider two internal categories
X and Y in C. We deőne an internal functor F : X ÝÑ Y in C as a couple of morphism
F0 : X0 ÝÑ Y0 and F1 : X1 ÝÑ Y1 such that the following diagrams are commutative, where
we use the notation F2 “ F1 ̂ F1 : X2 ÝÑ Y2.

X1
sX →→

F1

↓↓

X0

F0

↓↓

Y1

sY
→→ Y0

Y1
tX →→

F1

↓↓

X0

F0

↓↓

Y1

tY
→→ Y0

X0
ιX →→

F0

↓↓

X1

F1

↓↓

Y0

ιY
→→ Y1

X2
mX →→

F2

↓↓

X1

F1

↓↓

Y2

mY
→→ Y1

Before giving the next deőnition we have to state precisely the universal property of the
pullback. Given a category E , let us consider two morphism f : A ÝÑ C and h : B ÝÑ C in E .
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We say that a triple given by an object P and two morphisms u : P ÝÑ A and v : P ÝÑ B of
E constitute the pullback of f and h if the following diagram is commutative

P
v →→

u
↓↓

B

h
↓↓

A
f

→→ C

(6.1.2)

and if, given another object P 1 of E with two other morphisms u1 : P 1 ÝÑ A and v1 : P ÝÑ B

in E , there is a unique morphism ∆pf, hq : P 1 ÝÑ P such that the following diagram is
commutative:

P 1 v1

↘↘

u1

→→

∆pf,hq
↘↘

P
v →→

u
↓↓

B

h
↓↓

A
f

→→ C.

Definition 6.1.3. Given a category with pullbacks C, let’s consider two internal categories
X and Y in C, two internal functors F,G : X ÝÑ Y in C, we deőne an internal natural
transformation α : F ÝÑ G in C as a morphism α : X0 ÝÑ Y1 in C such that the following
diagrams are commutative.

X0

F0
↘↘

α →→ Y1

sX

↓↓

Y0

X0

G0
↘↘

α →→ Y1

tX
↓↓

Y0

X1

∆pG1,αsX q
→→

∆pαtX ,F1q
↓↓

Y2

mY

↓↓

Y2

mY
→→ Y1

Internal natural transformations can be composed (horizontally or vertically) in a similar
way to ordinary natural transformation and we refer to [BC04, Pag. 498] for a more detailed
explanation.

We note that the experienced reader will not fail to see the similarities between the theory
of internal categories and enriched category theory (see [Kel05]). In this work, however, we
chose to keep the internal categories approach already used by Baez in [BL04] and [BC04].

Before giving the next deőnition we have to precise the construction of pullbacks in Sets-G.
Let f : pX, ςq ÝÑ pZ, ωq and h : pY, θq ÝÑ pZ, ωq be two G-equivariant maps. The pullback
of f and h in Sets-G is given by the set X f̂h Y with the structure map and action given,
respectively, by

ςθ : X f̂h Y ÝÑ G0

px, yq ÝÑ ςpxq “ θpyq
and

pX f̂h Yq ςθ̂t G1̀
px, yq, g

̆
ÝÑ pxg, ygq.

The maps u and v of Diagram (6.1.2) are given by pr1 and pr2, respectively.

Definition 6.1.4. Given a groupoid G, we deőne a right categorified G-set as an internal
category in the category of right G-sets, a morphism of right categorified G-sets as an
internal functor in the category of right G-sets and a 2-morphism between morphisms of
right categorified G-sets as an internal natural transformation in Sets-G. In this way, thanks
to [Ehr63a] and [BC04, Prop. 2.4], we obtain a 2-category that we denote with CSets-G. We
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will also employ the terminology right categorified groupoid-set, whenever the groupoid
under consideration isn’t relevant. The category of left categoriőed G-set is similarly deőned,
and clearly Laplaza isomorphic to the right one (see section 6.2 for the construction of the
pertinent monoidal structures).

Remark 6.1.5. The category of right simplicial G-sets is deőned as the category of functors
r∆op, Sets-Gs from the opposite category of ∆ of őnite sets ∆n “ t0, 1, ̈ ̈ ̈ , nu, with increasing
maps as arrows, to the category Sets-G of right G-sets. Obiously, this category łcontainsž
CSets-G as a subcategory. As the reader will realize, the majority of the constructions of this
chapter could be extended to r∆op, Sets-Gs. Notwithstanding this, we will not further pursue
this line of research here since, in our opinion, the study of the whole categoy r∆op, Sets-Gs
deserves a separate project.

Remark 6.1.6. We have to note that right categoriőed G-sets, morphisms of right categoriőed
G-sets, and the relative 2-morphisms constitute, respectively, categories, functors and natural
transformations in the usual sense. This means that many deőnitions of the usual category
theory can be extended in this setting. For example, given a right G-set X , an element f P X1

is called an isomorphism if there is h P X1 such that hf “ ιX psX pfqq and fh “ ιX ptX pfqq.
In this way, we obtain a forgetful functor from the 2-category of internal categories in a
category C to the category of ordinary small categories.

Let be pX , ςq a right categoriőed G-set. As with groupoid, given a, b P X0, we will use the
notation

X pa, bq “ t f P X1 | sX pfq “ a and tX pfq “ b u .

As was mentioned above, the set X2 admits in a canonical way a G-action, given by pp, qqg “
ppg, qgq, for every pp, qq P X2 and g P G1 such that ς1ppq “ ς1pqq “ tpgq and, moreover, we have
the equality

mX

̀
pg, qg

̆
“
̀
mX pp, qq

̆
g,

which could be rewritten as pp ̋ qqg “ ppgq ̋ pqgq. In this direction, we have that a morphism
p P X1 is an isomorphism if and only if pg is an isomorphism for some g P G such that
ς1ppq “ tpgq. Furthermore, for any element a P X0 and g P G1 such that ς0paq “ tpgq, we have
that the map

X pa, aq ÝÑ X pag, agq
p ÝÑ pg

is a morphism of monoids, well deőned because we have ς1ppq “ ς0tX ppq “ ς0paq “ tpgq.

In the rest of the paper we will consider CSets-G mainly as a category (the 2-category level
will be used to deőne the concept of weak equivalence in Deőnition 6.3.3).

Remark 6.1.7. Let be pX , ςq P CSets-G: we consider the decomposition of pX0, ς0q into orbits
(i.e. transitive right G-sets) pX0, ς0q “ Ţ

αPA rxαsG with xα P X0 for each α P A. Since ιX is a
morphism of right G-sets, for each α P A we obtain ιX prxαsGq “ rιX pxαqsG, therefore we can
state that

pX1, ς1q “
̃ě

αPA

rιX pxαqsG
̧

Z
̈
̋ě

βPB

ryβsG

̉
‚

with xα P X0 for each α P A and yβ P X1zιX pX0q for each β P B, with B X A “ H. As a
consequence we can state that X is a discrete category if and only if X1 “ Ţ

αPA rιX pxαqsG.
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Remark 6.1.8. A groupoid G cannot be a right categoriőed G-set. If this were the case, the
map t : G1 ÝÑ G0 should be compatible with the right action by G: this means that for each
a, b P G1 such that spaq “ tpbq, it should be tpabq “ tpaqb but, since the situation is as follows,

tpaq spaq “ tpbqa←← spbq,b←←

b cannot act on tpaq, in general. Actually, a groupoid G can be seen as a łtwistedž and
łasymmetricalž version of a right categoriőed G-set: this idea will be the object of future work.

6.2 Monoidal structures

Let G be a groupoid. In this section we will describe the two symmetric monoidal structures on
the category of right categoriőed G-sets: one is given by the disjoint union, i.e., the coproduct
Z , and the other by the őbre product

Ĝ0

. Moreover, we will show that the őbre product

is distributive with respect to the disjoint union, rendering CSets-G a Laplaza category (see
subsection 1.3.1).

We deőne a monoidal structure pCSets-G,Z,Hq, based on the disjoint union, as follows:

Z : CSets-G ̂ CSets-G ÝÑ CSets-G

ppX , ςq , pY, θqq ÝÑ pX , ςq Z pY, θq “ pX Z Y, ς Z θq

where pX Z Y, ς Z θq is deőned as

̀
pX0 Z Y0, ς0 Z θ0q , pX1 Z Y1, ς1 Z θ1q , sXZY , tXZY , ιXZY ,mXZY

̆
.

The source, target, identity and composition maps are deőned, in Sets-G, as the following
morphisms: sXZY “ sX Z sY , tXZY “ tX Z tY , ιXZY “ ιX Z ιY and

mXZY “ mX ZmY : X2 Z Y2 ÝÑ X1 Z Y1.

It is clear that pX Z Y, ς Z θq is an object in CSets-G, because the commutativity of the
diagrams of Deőnition 6.1.1 to be veriőed derives from the commutativity of the respective
diagrams of pX , ϑq and pY, θq.

Moreover, given morphisms ϕ : X ÝÑ Y and ψ : A ÝÑ B in CSets-G, we deőne the
morphism ϕZ ψ : X Z A ÝÑ Y Z B in CSets-G as the couple of morphisms pϕZ ψq0 “
ϕ0 Z ψ0 and pϕZ ψq1 “ ϕ1 Z ψ1 in Sets-G. As before, the commutativity of the diagrams
of Deőnition 6.1.2 to be veriőed derives from the commutativity of the respective diagrams of
ϕ and ψ.

Proposition 6.2.1. The object

H “
́

pH,Hq , pH,Hq ,H,H,H,H
̄
,

is initial in CSets-G, Z is a coproduct in CSets-G and pCSets-G,Z,Hq is a strict monoidal
category.

Proof. Immediate.



86 CHAPTER 6. THE CATEGORIFIED BURNSIDE RING

Now we want to deőne an łinclusionž functor from the category of normal right G-sets to
the category of right categoriőed G-sets:

I-G : Sets-G ÝÑ CSets-G

pX, ςq ÝÑ
́

pX, ςq , pX, ςq , sX , tX , ιX ,mX

̄ (6.2.1)

where sX “ tX “ ιX “ IdX and

mX “ pr1 : pX, ςq2 ÝÑ pX, ςq
pa, bq ÝÑ a,

with a “ IdXpaq “ sX paq “ tXpbq “ b. Regarding the morphisms, given a morphism of right
G-sets ϕ : pX, ςq ÝÑ pY, θq, we deőne

I-Gpϕq : I-GpX, ςq ÝÑ I-GpY, θq

in the following way: pI-Gpϕqq0 “ ϕ and pI-Gpϕqq1 “ ϕ. Basically, the image of I-G is given
by discrete categories. Moreover, we will use the abuse of notation G0 “ I-G pG0q.

Now we want to construct a monoidal structure

̂
CSets-G,

Ĝ0

,G0

̇
. Given pX , ςq , pY, θq P

CSets-G we deőne
̂
X

Ĝ0

Y

̇

0

“
̂
X0

Ĝ0

Y0, ς0θ0

̇
,

̂
X

Ĝ0

Y

̇

1

“
̂
X1

Ĝ0

Y1, ς1θ1

̇

and

pX , ςq
Ĝ0

pY, θq “
̂̂

X0
Ĝ0

Y0, ς0θ0

̇
,

̂
X1

Ĝ0

Y1, ς1θ1

̇
, sX ˆ

G0

Y , tX ˆ
G0

Y , ιX ˆ
G0

Y ,mX ˆ
G0

Y

̇
,

where tX ˆ
G0

Y “ ptX , tYq, sX ˆ
G0

Y “ psX , sYq and ιX ˆ
G0

Y “ pιX , ιYq. Regarding the composition,

we deőne

mX ˆ
G0

Y :

̂
X

Ĝ0

Y

̇

2

ÝÑ
̂
X

Ĝ0

Y

̇

1̀
px, yq, pa, bq

̆
ÝÑ

̀
mX px,aq,mYpy,bq

̆
.

It is a direct veriőcation to check that sX ˆ
G0

Y , tX ˆ
G0

Y , ιX ˆ
G0

Y and mX ˆ
G0

Y are well deőned

morphisms in the category Sets-G. We have to prove that the diagrams of Deőnition 6.1.1

about X
Ĝ0

Y are commutative, but this is a direct veriőcation and follows from the analogous

diagrams about X and Y. Now, given morphisms ϕ : X ÝÑ Y and ψ : A ÝÑ B in CSets-G,
we deőne the morphism

ϕ
Ĝ0

ψ : X
Ĝ0

A ÝÑ Y
Ĝ0

B

in CSets-G as the couple of morphisms

pϕ̂ ψq0 “ ϕ0 ̂ ψ0 and pϕ̂ ψq1 “ ϕ1 ̂ ψ1

in Sets-G. We have to prove that the diagrams of Deőnition 6.1.2 about ϕ̂ψ are commutative,
but this is a direct veriőcation and follows from the analogous diagrams about ϕ and ψ. As a
consequence we have constructed a functor

̂
́

Ĝ0

́
̇

: CSets-G
Ĝ0

CSets-G ÝÑ CSets-G.
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Now we want to construct natural isomorphism

Φ:

̂
IdCSets-G

Ĝ0

G0

̇
ÝÑ IdCSets-G, Ψ:

̂
G0

Ĝ0

IdCSets-G ÝÑ IdCSets-G

̇

and the associator on CSets-Ĝ̂
́

Ĝ0

́
̇

Ĝ0

́
̇

ÝÑ
̂

́
Ĝ0

̂
́

Ĝ0

́
̇̇

.

The associator is the identity, which is clearly a natural isomorphism and satisőes the pentagonal
identity. We will construct only Φ because Ψ can be construct in a similar way. Let be pX , ςq:
for i “ 0, 1 we deőne

Φ pX qi : Xi
Ĝ0

G0 ÝÑ Xi

pa, bq ÝÑ a

where ςipaq “ b. We have to check that Φ pX qi, for i “ 0, 1, is a well deőned morphism in
CSets-G and that it’s a bijection: both are direct veriőcations. Now we just have to prove that

Φ:

̂
IdCSets-G

Ĝ0

G0

̇
ÝÑ IdCSets-G

is a natural transformation: let α : X ÝÑ Y be a morphism in CSets-G. We have to prove that
the diagram

X
Ĝ0

G0

ΦpX q
→→

αˆ
G0

G0

↓↓

X

α

↓↓

Y
Ĝ0

G0

ΦpYq
→→ Y

is commutative, which is equivalent to say that the diagram

Xi
Ĝ0

G0

ΦpX qi →→

αi ˆ
G0

G0

↓↓

Xi

αi

↓↓

Yi
Ĝ0

G0

ΦpYqi →→ Yi

is commutative for i “ 0, 1. Given i “ 0, 1, for each px, aq P Xi
Ĝ0

G0 we have

αi pΦ pX qiq px, aq “ αipxq “ pΦ pYqiq pαipxq, αq “ pΦ pYqiq
̂
αi

Ĝ0

G0

̇
px, aq.

Lastly, it is obvious that Φ and Ψ satisőes the triangular identity; therefore we have proved
the following proposition.

Proposition 6.2.2. The triple

̂
CSets-G,

Ĝ0

,G0

̇
is a monoidal category.

We now have two monoidal structures, pCSets-G,Z,Hq and

̂
CSets-G,

Ĝ0

,G0

̇
, and it is

necessary to prove the distributivity of
Ĝ0

over Z. Let be pX , ςq , pY, θq , pA, ωq P CSets-G: we

have to construct a morphism

λ : rpX , ςq Z pY, θqs
Ĝ0

pA, ωq ÝÑ rpX , ςqs
Ĝ0

pA, ωq Z rpY, θqs
Ĝ0

pA, ωq
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in CSets-G. We deőne it as the couple of morphisms in Sets-G, for i “ 0, 1,

λi : rpXi, ςiq Z pYi, θiqs
Ĝ0

pAi, ωiq ÝÑ
„

pXi, ςiq
Ĝ0

pAi, ωiq


Z
„

pYi, θiq
Ĝ0

pAi, ωiq

,

that send pa, bq to pa, bq both if ςipaq “ ωipbq with a P Xi and if θipaq “ ωipbq with a P Yi. It
is clear that λ is a morphism in CSets-G.

6.3 2-morphisms and weak equivalences

We introduce the notion of weak equivalences in the category of categoriőed groupoid-sets.
Then, we show that both operations Z and

Ĝ0

are compatible with 2-functor and, therefore,

with the weak equivalence relation. This will be crucial to build up the weak Burnside ring
functor BC in section 6.6.

Given morphisms in CSets-G ϕ, ψ : pX , ςq ÝÑ pY, θq and ε, η : pA, λq ÝÑ pB, µq, let’s
consider 2-morphisms in CSets-G α : ϕ ÝÑ ψ and β : ε ÝÑ η: we have

ϕZ ε, ψ Z η : pX , ςq Z pA, λq ÝÑ pY, θq Z pB, µq .

We want to deőne a 2-morphism in CSets-G as the morphism in Sets-G:

αZ β : X0 Z A0 ÝÑ Y1 Z B1

X0 Q x ÝÑ αpxq P Y1

A0 Q x ÝÑ βpxq P B1.

The veriőcation that αZβ renders the diagrams of Deőnition 6.1.3 commutative is immediate
and derives from the relative diagrams regarding α and β. Now we consider ψ1 : X ÝÑ Y
and η1 : A ÝÑ B, morphisms in CSets-G, and α1 : ψ ÝÑ ψ1 and β1 : η ÝÑ η1, 2-morphism in
CSets-G.

Lemma 6.3.1. We have

̀
α1 Z β1

̆
pαZ βq “

̀
α1α

̆Z ̀
β1β

̆
: ϕZ ε ÝÑ ψ Z η and IdϕZψ “ IdϕZ Idψ .

Proof. Immediate.

Let’s consider

ϕ
Ĝ0

ε, ψ
Ĝ0

η : pX , ςq
Ĝ0

pA, λq ÝÑ pY, θq
Ĝ0

pB, µq :

we want to deőne a 2-morphism

α
Ĝ0

β : ϕ
Ĝ0

ε ÝÑ ψ
Ĝ0

η

in CSets-G as the morphism

α
Ĝ0

β : X0
Ĝ0

A0 ÝÑ Y1
Ĝ0

B1

px, aq ÝÑ pαpxq, βpaqq .
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Given px, aq P X0
Ĝ0

A0 we have θ1αpxq “ ς0pxq “ λ0paq “ µ1βpaq thus α
Ĝ0

β is well deőned.

It is immediate to see that α
Ĝ0

β is a morphism in Sets-G. Now we have to prove that α
Ĝ0

β

satisőes the three following diagrams of the deőnition of 2-morphism in CSets-G.

X0
Ĝ0

A0

αˆ
G0

β

→→

ϕ0 ˆ
G0

ε0
→→

Y1
Ĝ0

B1

sY ˆ
G0

B

↓↓

Y0
Ĝ0

B0,

X0
Ĝ0

A0

αˆ
G0

β

→→

ψ0 ˆ
G0

η0
→→

Y1
Ĝ0

B1

tY ˆ
G0

B

↓↓

Y0
Ĝ0

B0

and

X1
Ĝ0

A1

∆

̃
ψ1 ˆ

G0

η1,

̃
αˆ
G0

β

̧
sX ˆ

G0

A

̧

→→

∆

̃̃
αˆ
G0

β

̧
tXZA,ϕ1 ˆ

G0

ε1

̧

↓↓

̂
Y1

Ĝ0

B1

̇

2

mY ˆ
G0

B

↓↓
̂
Y1

Ĝ0

B1

̇

2

mY ˆ
G0

B

→→ Y1
Ĝ0

B1.

The commutativity of the two triangular diagrams is obvious because sY ˆ
G0

B “ sY
Ĝ0

sB

and tY ˆ
G0

B “ tY
Ĝ0

tB. Regarding the commutativity of the third we calculate, for each

px, aq P X1
Ĝ0

A1,

mY ˆ
G0

B∆

̂
ψ1

Ĝ0

η1,

̂
α

Ĝ0

β

̇
sX ˆ

G0

A

̇
px, aq “ mY ˆ

G0

B

́
pψ1pxq, η1paqq , pαsX pxq, βsApaqq

̄

“
́
mY pψ1pxq, αsX pxqq ,mB pη1paq, βsApaqq

̄
“
́
mY pαtX pxq, ϕ1pxqq ,mB pβsApaq, ε1paqq

̄

“ mY ˆ
G0

B

́
pαtX pxq, βtApaqq , pϕ1paq, ε1paqq

̄
“ mY ˆ

G0

B∆

̂̂
α

Ĝ0

β

̇
tX ˆ

G0

A, ϕ1
Ĝ0

ε1

̇
px, aq.

Lemma 6.3.2. We have

̂
α1

Ĝ0

β1

̇̂
α

Ĝ0

β

̇
“
̀
α1α

̆
Ĝ0

̀
β1β

̆
: ϕ

Ĝ0

ε ÝÑ ψ
Ĝ0

η and Idϕˆ
G0

ψ “ Idϕ
Ĝ0

Idψ .

Proof. For each px, aq P X0
Ĝ0

A0 we calculate

Idϕ
Ĝ0

Idεpx, aq “ Idϕpxq
Ĝ0

Idϕpaq “ ιϕ0pxq
Ĝ0

ιϕ0paq “ ιϕ0pxq ˆ
G0

ϕ0paq

“ ιϕ0 ˆ
G0

ε0px,aq “ Idεˆ
G0

εpx, aq
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and
̂
α1

Ĝ0

β1

̇̂
α

Ĝ0

β

̇
px, aq “ mY ˆ

G0

B∆

̂
α1

Ĝ0

β1, α
Ĝ0

β

̇
px, aq

“ mY ˆ
G0

B

̂̂
α1

Ĝ0

β1

̇
px, aq,

̂
α

Ĝ0

β

̇
px, aq

̇
“ mY ˆ

G0

B

́ ̀
α1pxq, β1paq

̆
, pαpxq, βpaqq

̄

“
́
mY

̀
α1pxq, αpxq

̆
,mB

̀
β1paq, βpaq

̆ ̄

“
́ ̀
α1α

̆
pxq,

̀
β1β

̆
paq

̄
“
̂̀
α1α

̆
Ĝ0

̀
β1β

̆̇
px, aq.

Now we are going to give the main deőnition of this section.

Definition 6.3.3. Let be pX , ςq , pY, θq P CSets-G. We say that pX , ςq and pY, θq are weak
equivalent and we write pX , ςq „we pY, θq if there are morphisms in CSets-G ϕ : pX , ςq ÝÑ
pY, θq and ψ : pY, θq ÝÑ pX , ςq and 2-isomorphisms in CSets-G α : ψϕ : ÝÑ IdpX ,ςq and
β : ϕψ ÝÑ IdpY,θq.

The following lemma, which will be essential to deőne the weak Burnside rig LC in
section 6.6, states that the disjoint union and the őbre product are compatible with the weak
equivalence relation.

Lemma 6.3.4. Let be pX , ςq , pY, θq , pA, λq , pB, µq P CSets-G such that

pX , ςq „we pY, θq and pA, λq „we pB, µq .

Then
”

pX , ςqZpA, λq
ı

„we

”
pY, θqZpB, µq

ı
and

”
pX , ςq

Ĝ0

pA, λq
ı

„we

”
pY, θq

Ĝ0

pB, µq
ı
.

Proof. Let be
ϕ : pX , ςq ÝÑ pY, θq
ψ : pY, θq ÝÑ pX , ςq

η : pA, λq ÝÑ pB, µq
ε : pB, µq ÝÑ pA, λq

morphisms in CSets-G such that there are 2-isomorphisms in CSets-G

α : ψϕ ÝÑ IdpX ,ςq

β : ϕψ ÝÑ IdpY,θq

γ : εη ÝÑ IdpA,λq

δ : ηε ÝÑ IdpB,µq .

We calculate
̀
α´1 Z γ´1

̆
pαZ γq “

“
α´1α

‰Z ̀
γ´1γ

̆
“ IdψϕZ Idεη “ IdψϕZεη

and
pαZ γq

̀
α´1 Z γ´1

̆
“
̀
αα´1

̆Z ̀
γγ´1

̆
“ IdIdpX ,ςq

Z IdIdpA,λq

“ IdIdpX ,ςq Z IdpY,θq
“ IdIdpX ,ςqZpY,θq

thus
αZ γ : ψϕZ εη ÝÑ IdpX ,ςqZpA,λq

is a 2-isomorphism in CSets-G. We can prove in the same way that

β Z δ : ϕψ Z ηε ÝÑ IdpY,θqZpB,µq
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is a 2-isomorphism in CSets-G. As a consequence we obtain
”

pX , ςq Z pA, λq
ı

„we

”
pY, θq Z pB, µq

ı

and we can prove that
”

pX , ςq
Ĝ0

pA, λq
ı

„we

”
pY, θq

Ĝ0

pB, µq
ı

in the same way.

As already noted in Remark 6.1.6, many concept of ordinary category theory can be
extended to right categoriőed G-sets. With reference to [AHS04, Pag. 51], we will now brieŕy
explain how to extend the concept of skeleton of a category. The proof are essentially the
same thus we will omit them.

Definition 6.3.5. Let be pX , ςq and pY, θq right categoriőed G-sets.

(1) We say that pY, θq is a right categorified G-subset of pX , ςq if the following two
conditions are satisőed:

(a) pY0, θ0q and pY1, θ1q are right G-subset respectively of pX0, ς0q and pX1, ς1q;
(b) the structure on pY, θq is appropriately induced by that on pX , ςq by restriction, in

the usual sense for subcategories.

(2) We say that pY, θq is a full right categorified G-subset of pX , ςq if it is a right
categoriőed G-subset of pX , ςq such that, for each a, b P Y0, we have Ypa, bq “ X pa, bq.

(3) We say that pY, θq is a isomorphism-dense right categorified G-subset of pX , ςq if
it is a right categoriőed G-subset of pX , ςq such that, for each a P Y0, there is b P X0

such that there is an isomorphism f P X1, with sX pfq “ a and tX pfq “ a.

Definition 6.3.6. The skeleton of a right categorified G-set is a full, isomorphism-dense
right categoriőed G-subset in which no two distinct objects are isomorphic.

Proposition 6.3.7. (1) Every right categorified G-set has a skeleton.

(2) Two skeletons of a right categorified G-set pX , ςq are isomorphic.

(3) Every skeleton of a right categorified G-set pX , ςq is weak equivalent to pX , ςq.

Corollary 6.3.8. Two right categorified G-set pX , ςq and pY, θq are weak equivalent if and
only their skeletons are isomorphic as right categorified G-sets.

6.4 A class of examples

Let be C a small category, G a groupoid, and pX, ςq a right G-sets. We set X0 “ C0 ̂X and
X1 “ C1 ̂X. The structure maps and the actions, for i “ 0, 1, will be

ςi : Xi ÝÑ G0

pa, xq ÝÑ ςpxq
and

Xi ςît G ÝÑ Xí
pa, xq , g

̄
ÝÑ pa, xgq .

We set

sX : X1 ÝÑ X0

pa, xq ÝÑ psCpaq, xq ,
tX : X1 ÝÑ X0

pa, xq ÝÑ ptCpaq, xq ,
ιX : X1 ÝÑ X0

pa, xq ÝÑ pιCpaq, xq
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and
mX : X2 ÝÑ X1́

pa, xq, pb, yq
̄

ÝÑ pmCpa, bq, xq

with psCpaq, xq “ sX pa, xq “ tpb, yq “ ptCpbq, yq. It is evident that sC , tC , ιC and mC are
morphisms of right G-sets thus we just have to prove that the diagrams of Deőnition 6.1.1

about X are commutative, but this follows immediately by the analogous diagrams about C
(an ordinary category can be considered as an internal category in the category of sets).

Now let C and D be small categories, let pX, ςq and pY, θq be right G-sets and set X0 “
C0 ̂ X, X1 “ C1 ̂ X, Y0 “ D0 ̂ Y and Y1 “ D1 ̂ Y . Let be F : C ÝÑ D a functor and
ϕ : pX, ςq ÝÑ pY, θq a morphism in Sets-G. We want to deőne a morphism

pF,ϕq : pX , ςq ÝÑ pY, θq

in CSets-G setting pF,ϕq0 “ pF0, ϕq and pF,ϕq1 “ pF1, ϕq. It is evident that pF,ϕq0 and pF,ϕq1
are morphism of right G-sets, thus we just have to prove that the diagrams of Deőnition 6.1.2

about pF,ϕq are commutative, but this follows immediately by the analogous diagrams about
F (an ordinary functor can be considered as an internal functor in the category of sets).

Given another functor G : C ÝÑ D, we consider a natural transformation µ : F ÝÑ G.
With the notations already introduced, we have a morphism pG,ψq : pX , ςq ÝÑ pY, θq in
CSets-G such that pG,ϕq0 “ pG0, ϕq and pG,ψq1 “ pG1, ϕq. We want to deőne a 2-morphism
pµ, ϕq : pF,ϕq ÝÑ pG,ϕq given by a morphism of right G-sets

pµ, ϕq : X0 ÝÑ Y1

pa, xq ÝÑ pµpaq, ϕpxqq

therefore, we have to prove that the following diagrams commute,

X0

pµ,ϕq
→→

pF,ϕq0
↘↘

Y1

sY

↓↓

Y0

X0

pµ,ϕq
→→

pG,ϕq0
↘↘

Y1

tY

↓↓

Y0

X1

∆ppG,ϕq1,pµ,ϕqsX q
→→

∆ppµ,ϕqtX ,pF,ϕq1q
↓↓

Y2

mY

↓↓

Y2

mY
→→ Y1

but this is just a direct veriőcation.

Remark 6.4.1. Let be C, D and E small categories, F : C ÝÑ D and G : D ÝÑ E functor,
ϕ : pX, ςq ÝÑ pY, θq and ψ : pY, θq ÝÑ pZ, ωq morphisms of right G-sets. Continuing to use
the notation of Section 6.4 we set Xi “ Ci ̂X, Yi “ D ̂ Y and Zi “ E ̂ Z for i “ 0, 1. It is
then clear that

IdX “ pIdC , IdXq : pX , ςq ÝÑ pX , ςq and pGF,ψϕq “ pG,ψqpF,ϕq : pX , ςq ÝÑ pZ, ωq .

Proposition 6.4.2. Let be C and D small categories, pX, ςq , pY, θq P Sets-G, F,G,H : C ÝÑ D
functors, ϕ : pX, ςq ÝÑ pY, θq a morphism of right G-sets, µ : F ÝÑ G and λ : G ÝÑ H natural
transformations. We define 2-morphisms

pµ, ϕq : pF,ϕq ÝÑ pG,ϕq, pλ, ϕq : pG,ϕq ÝÑ pH,ϕq and pλµ, ϕq : pF,ϕq ÝÑ pH,ϕq

in CSets-G given by morphisms of right G-sets

pµ, ϕq : X0 ÝÑ Y1

pa, xq ÝÑ pµpaq, ϕpxqq,
pλ, ϕq : X0 ÝÑ Y1

pa, xq ÝÑ pλpxq, ϕpxqq
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and
pλµ, ϕq : pF,ϕq ÝÑ pH,ϕq

pa, xq ÝÑ ppλµqpaq, ϕpxqq .
Then pλµ, ϕq “ pλ, ϕq pµ, ϕq and pIdF , ϕq “ IdpF,ϕq.

Proof. We consider the 2-morphism pλ, ϕq pµ, ϕq : pF,ϕq ÝÑ pH,ϕq given by a morphism in
right G-set

r : X0 ÝÑ Y1

pa, xq ÝÑ rpa, xq “ mY

́
pλ, ϕq pa, xq, pµ, ϕq pa, xq

̄
.

For each pa, xq P X0 we calculate

rpa, xq “ mY ppλ, ϕq pa, xq, pµ, ϕq pa, xqq “ mY ppλpaq, ϕpxqq , pµpaq, ϕpxqqq
“ pmC pλpaq, µpaqq , ϕpxqq “ ppλµqpaq, ϕpxqq “ pλµ, ϕq pa, xq.

The 2-morphism IdpF,ϕq is given by the morphism of right G-sets

z : X0 ÝÑ Y1

pa, xq ÝÑ ιY pF paq, ϕpxqq “ pιDF paq, ϕpxqq

and pIdF , ϕq is given by

pIdF , ϕq : X0 ÝÑ Y1

pa, xq ÝÑ pIdF paq, ϕpxqq “ pιDpF paqq, ϕpxqq

therefore we obtain IdpF,ϕq “ pIdF , ϕq.

Now let C and D be two categories, F : C ÝÑ D and G : D ÝÑ C two functors, ε : FG ÝÑ
IdD and η : GF ÝÑ IdC two natural isomorphisms and ϕ : pX, ςq ÝÑ pY, θq a morphism of
right G-sets. Continuing to use the notation of Section 6.4 we set Xi “ Ci ̂X and Yi “ D ̂Y

for i “ 0, 1, and we consider morphisms of right categoriőed G-sets pF,ϕq : pX , ςq ÝÑ pY, θq
and pG,ϕq : pY, θq ÝÑ pX , ςq. We have
̀
G,ϕ´1

̆
pF,ϕq “

̀
GF,ϕ´1ϕ

̆
“
̀
GF, IdpX,ςq

̆
, IdpX ,ςq “

̀
IdC , IdpX,ςq

̆
: pX , ςq ÝÑ pX , ςq

and

pF,ϕq
̀
G,ϕ´1

̆
“
̀
FG,ϕϕ´1

̆
“
̀
FG, IdpY,θq

̆
, IdpY,θq “

̀
IdD, IdpY,θq

̆
: pY, θq ÝÑ pY, θq .

We deőne 2-morphisms
̀
ε, IdpX,ςq

̆
: pG,ψqpF,ϕq ÝÑ IdpX ,ςq and

̀
η, IdpY,θq

̆
: pF,ϕqpG,ψq ÝÑ IdpY,θq

in CSets-G as the morphisms of right G-sets
̀
ε, IdpX,ςq

̆
: pX0, ς0q ÝÑ pX1, ς1q

pa, xq ÝÑ pεpaq, xq
and

̀
η, IdpY,θq

̆
: pY0, θ0q ÝÑ pY1, θ1q

pβ, yq ÝÑ pηpβq, yq

respectively. We have already proved that
̀
ε, IdpX,ςq

̆
and

̀
η, IdpY,θq

̆
are well deőned. Consid-

ering ε´1 : IdD ÝÑ FG and η´1 : IdC ÝÑ GF we can construct the 2-morphisms
̀
ε´1, IdpX,ςq

̆
: IdpX ,ςq ÝÑ pG,ψqpF,ϕq and

̀
η´1, IdpY,θq

̆
: IdpY,θq ÝÑ pF,ϕqpG,ψq
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in CSets-G

̀
ε´1, IdpX,ςq

̆
: pX0, ς0q ÝÑ pX1, ς1q

pa, xq ÝÑ pε´1paq, xq
and

̀
η´1, IdpY,θq

̆
: pY0, θ0q ÝÑ pY1, θ1q

pβ, yq ÝÑ pη´1pβq, yq.

We calculate

IdpFG,IdpY,θqq “
̀
IdFG, IdpY,θq

̆
“
̀
ε´1ε, IdpY,θq

̆
“
̀
ε´1, IdpY,θq

̆ ̀
ε, IdpY,θq

̆

and
IdpIdD,IdpY,θqq “

̀
IdIdD , IdpY,θq

̆
“
̀
εε´1, IdpY,θq

̆
“
̀
ε, IdpY,θq

̆ ̀
ε´1, IdpY,θq

̆
.

In the same way we prove that

IdpGF,IdpX,ςqq “
̀
η´1, IdpX,ςq

̆ ̀
η, IdpX,ςq

̆
and IdpIdC ,IdpX,ςqq “

̀
η, IdpX,ςq

̆ ̀
η´1, IdpX,ςq

̆

therefore pX , ςq „we pY, θq.

Using the forgetful functor of Remark 6.1.6, we deduce, from the previous argumentations,
that X and Y cannot be weakly equivalent if the categories C and D are not equivalent.
Furthermore, we proved the following result.

Proposition 6.4.3. Given a groupoid G, we have a functor

Cat ̂ Sets-G ÝÑ CSets-G̀
C, pX, ςq

̆
ÝÑ C ̂ pX, ςq

where Cat denotes the category of small categories. Moreover, two right categorified G-sets
of the form C ̂ pX, ςq and D ̂ pY, θq are weakly equivalent if and only if the C and D are
equivalent categories and pX, ςq and pY, θq are isomorphic G-sets.

Proof. Straightforward.

6.5 The right double translation category

Given a groupoid G, let us consider a right G-set pX, ςq. The right translation groupoid
X ̧ G (see eq. (1.1.4)) illustrates the orbits that the groupoid G creates acting on pX, ςq. To
extend this notion to the new right categoriőed G-sets we need the notion of double category,
introduced for the őrst time in [Ehr63a].

Definition 6.5.1. A double category is an internal category in the category of small
categories.

Given a double category D, the relevant functors are illustrated in the following diagram:

D1

TD →→

SD

→→ D0
ID →→ D1 D2

MD←←

where D0, D1 and D2 “ D1 SD̂TD
D1 are categories (we remind to the reader that the category

of small categories has pullbacks).
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TD

̈
̊̊
̊̊
̋

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̋
xg

fg

↓↓

xgh

fgh

↓↓

pxg,hq
←←

pfg,hq
←←

yg ygh
pyg,hq

←←

̉
‹‹‹‹‚

“ TD

̈
̊̊
̊̊
̋

x

f

↓↓

xgh

fgh

↓↓

px,ghq
←←

pf,ghq
←←

y ygh
py,ghq
←←

̉
‹‹‹‹‚

“
̂
y ygh

py,ghq
←←

̇
“
̂
y yg

py,gq
←←

̇
̋
̂
yg ygh

py,ghq
←←

̇

“ TD

̈
̊̊
̊̊
̋

x

f

↓↓

xgh

fg

↓↓

px,gq
←←

pf,ghq
←←

y ygh
py,gq

←←

̉
‹‹‹‹‚
TD

̈
̊̊
̊̊
̋

xg

fg

↓↓

xgh

fgh

↓↓

pxg,hq
←←

pfg,hq
←←

yg ygh
pyg,hq
←←

̉
‹‹‹‹‚

Figure 6.1: Target functor, composition condition

Definition 6.5.2. Given a double category D, the set pD0q0 is called the set of objects,
the set pD0q1 is called the set of horizontal morphisms, the set pD1q0 is called the set of
vertical morphisms and the set pD1q1 is called the set of squares. Moreover, the category
D0 is called the category of objects and D1 is called the category of morphisms.

The reason behind Deőnition 6.5.2 will be manifest in the forthcoming diagrams of this
section that will also illustrate how to operate with double categories.

Given a groupoid G and a right categoriőed G-set pX , ςq, we set Di “ Xi ̧ G for i “ 0, 1.
We are now going to construct a structure of double category D starting from the categories D0

and D1. We deőne the target functor TD : D1 ÝÑ D0 as in the following diagrams, where
ς0pyq “ ς0tD0

pfq “ ς1pfq “ ς0sD0
pfq “ ς0pxq:

̈
̊̋
x

f

↓↓
y

̉
‹‚

pTDq
0 →→ y and

̈
̊̊
̊̊
̋

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̉
‹‹‹‹‚

pTDq
1 →→

̂
y yg

py,gq
←←

̇
.

We will now check that TD is a functor. Given a vertical morphism f : x ÝÑ y in pD1q0 we
have

TD

̈
̊̊
̊̊
̋

x

f

↓↓

xg

fg

↓↓

px,ις0pxqq
←←

pf,ις1pfqq
←←

y yg
py,ις0pyqq
←←

̉
‹‹‹‹‚

“
̃
y yg

py,ις0pyqq
←←

̧
,

and, regarding the composition, see őgure (6.1). We deőne the source functor SD : D1 ÝÑ D0

as in the following diagrams:

̈
̊̋
x

f

↓↓
y

̉
‹‚

pSDq
0 →→ x and

̈
̊̊
̊̊
̋

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̉
‹‹‹‹‚

pSDq
1 →→

̂
x xg

px,gq
←←

̇
.



96 CHAPTER 6. THE CATEGORIFIED BURNSIDE RING

The identity functor ID : D0 ÝÑ D1 can be deőned as in the following diagrams, where
ς0pxq “ ς0tD0

pIdxq “ ς1 pIdxq “ ς0sD0
pIdxq “ ς0pxq:

x
pIDq

0 →→

̈
̊̋
x

Idx

↓↓
x

̉
‹‚ and

̂
x xg

px,gq
←←

̇
pIDq

1 →→

̈
̊̊
̊̊
̋

x

Idx

↓↓

xg

Idx g

↓↓

px,gq
←←

pIdx,gq
←←

x xg
px,gq

←←

̉
‹‹‹‹‚
.

The proof that SD and ID are functors is similar to the one of TD. Regarding the multiplica-
tion functor (or composition functor) MD : D2 ÝÑ D1, we deőne

̈
̊̋
y

l

↓↓
z

,

x

f

↓↓
y

̉
‹‚

pMDq
0 →→

̈
̊̋
x

lf

↓↓
z

̉
‹‚

and ̈
̊̊
̊̊
̋

y

l

↓↓

yg

lg

↓↓

py,gq
←←

pl,gq
←←

z zg
pz,gq

←←

,

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̉
‹‹‹‹‚

pMDq
1 →→

̈
̊̊
̊̊
̋

x

lf

↓↓

xg

plfqg

↓↓

px,gq
←←

plf,gq
←←

z zg
pz,gq

←←

̉
‹‹‹‹‚
.

Now we have to prove that MD is a functor: we calculate

MD

̈
̊̊
̊̊
̋

y

l

↓↓

y

l

↓↓

py,ις0pyqq
←←

pl,ις1plqq
←←

z z
pz,ις0pzqq
←←

,

x

f

↓↓

x

f

↓↓

px,ις0pxqq
←←

pf,ις1pfqq
←←

y y
py,ις0pyqq
←←

̉
‹‹‹‹‚

“

̈
̊̊
̊̋

x

lf

↓↓

x

lf

↓↓

px,ις0pxqq
←←

plf,ις1plfqq
←←

z z
pz,ις0pzqq
←←

̉
‹‹‹‚

and, since plfqg “ plgqpfgq and plfqgh “ plpghqqpfpghqq, we can prove the composition
condition as in őgure (6.2).

Definition 6.5.3. The double category D just constructed is called the right translation
double category of the right categoriőed G-set pX , ςq and we denote it by X ̧ G.

To clarify this concept we give an example in the context of groups.

Example 6.5.4. Given a small category C and a group G, let X “ ĈG be the right categoriőed
G-set of section 6.4. We want to describe the double translation category D “ ĈX. For i “ 0, 1

we have pD0q0 “ pX0 ̧Gq0 “ X0, pD0q1 “ pX0 ̂Gq1 “ X0 ̂G, pD1q0 “ pX1 ̧Gq0 “ X1 and
pD1q1 “ pX1 ̂Gq1 “ X1 ̂G. The target, source and identity functors are as follows:

TD “ ptC ̂ IdX , tCq , SD “ psC ̂ IdX , sCq and ID “ pιC ̂ IdX , ιCq ,

Regarding the composition functor, we have:

MD : D2 ÝÑ D1

pD2q0 Q ph, fq ÝÑ mX ph, fq
pD2q1 Q pph, gq, pf, gqq ÝÑ pmX ph, fq, gq .

Now we want to introduce the concept of orbit category and, to do this, we need some
preparation.
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MD

̈
̊̊
̊̊
̋

̈
̊̊
̊̊
̋

y

l

↓↓

yg

lg

↓↓

py,gq
←←

pl,gq
←←

z zg
pz,gq

←←

,

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̉
‹‹‹‹‚

̋

̈
̊̊
̊̊
̋

yg

lg

↓↓

ygh

lgh

↓↓

pyg,hq
←←

plg,hq
←←

zg zgh
pzg,hq

←←

,

xg

fg

↓↓

xgh

fgh

↓↓

pxg,hq
←←

pfg,hq
←←

yg ygh
pyg,hq

←←

̉
‹‹‹‹‚

̉
‹‹‹‹‚

“ MD

̈
̊̊
̊̊
̋

y

l

↓↓

yg

lg

↓↓

py,gq
←←

pl,gq
←←

z zg
pz,gq

←←

̋
yg

lg

↓↓

ygh

lgh

↓↓

pyg,hq
←←

plg,hq
←←

zg zgh
pzg,hq

←←

,

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̋
xg

fg

↓↓

xgh

fgh

↓↓

pxg,hq
←←

pfg,hq
←←

yg ygh
pyg,hq

←←

̉
‹‹‹‹‚

“ MD

̈
̊̊
̊̊
̋

y

l

↓↓

ygh

lgh

↓↓

py,ghq
←←

pl,ghq
←←

z zgh
pz,ghq

←←

,

x

f

↓↓

xgh

fgh

↓↓

px,ghq
←←

pf,ghq
←←

y ygh
py,ghq

←←

̉
‹‹‹‹‚

“

̈
̊̊
̊̊
̋

x

lf

↓↓

xgh

plfqgh

↓↓

px,ghq
←←

plf,ghq
←←

z zgh
pz,ghq

←←

̉
‹‹‹‹‚

“

̈
̊̊
̊̊
̋

x

lf

↓↓

xg

plfqg

↓↓

px,gq
←←

plf,gq
←←

z zg
pz,gq

←←

̉
‹‹‹‹‚

̋

̈
̊̊
̊̊
̋

xg

plfqg

↓↓

xgh

plfqgh

↓↓

pxg,hq
←←

pplfqg,hq
←←

zg zgh
pzg,hq

←←

̉
‹‹‹‹‚

“ MD

̈
̊̊
̊̊
̋

y

l

↓↓

yg

lg

↓↓

py,gq
←←

pl,gq
←←

z zg
pz,gq

←←

,

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

̉
‹‹‹‹‚

̋ MD

̈
̊̊
̊̊
̋

yg

lg

↓↓

ygh

lgh

↓↓

pyg,hq
←←

plg,hq
←←

zg zgh
pzg,hq

←←

,

xg

fg

↓↓

xgh

fgh

↓↓

pxg,hq
←←

pfg,hq
←←

yg ygh
pyg,hq

←←

̉
‹‹‹‹‚
.

Figure 6.2: Multiplication functor, composition condition
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Definition 6.5.5. Given a double category D, let us consider a square Q P pD1q1. We deőne
the vertices of the square Q as sD0

pSDpQqq, tD0
pSDpQqq, sD0

pTDpQqq and tD0
pTDpQqq.

Example 6.5.6. Given pX , ςq P CSets-G, in the following square in X ̧ G

x

f

↓↓

xg

fg

↓↓

px,gq
←←

pf,gq
←←

y yg
py,gq

←←

the vertices are x, xg, y and yg.

Definition 6.5.7. Let be X P CSets-G: for each a, b P X0 we deőne a sq b if and only if there
is a square in X ̧ G with a and b amongst its vertices.

Remark 6.5.8. Given pX , ςq P CSets-G, if we have a morphism pf : a ÝÑ bq P X1 then we have
the diagram

a

f

↓↓

a

f

↓↓

px,ις0pxqq
←←

pf,ις1pfqq
←←

b b,
pb,ις0pbqq
←←

therefore a sq b.

Remark 6.5.9. Given pX , ςq P CSets-G, for each a P X0 and g P G1 such that ς0paq “ tpgq, we
have the diagram

a

Ida

↓↓

ag

Ida g“Idag

↓↓

pa,gq
←←

pIda,gq
←←

a ag,
pa,gq

←←

therefore a sq ag.

The relation sq is reŕexive and symmetric but not transitive: it’s enough to consider the
following example with a trivial action: X0 “ t a, b, c u and only f : a ÝÑ b and h : a ÝÑ c as
not isomorphism arrows. In this case it is clear that a sq b and a sq c but we don’t have b sq c.
This suggests us to give the next deőnition.

Definition 6.5.10. Let be pX , ςq P CSets-G: for each a, b P X0 we deőne a Sq b if and only if
there are a0, . . . , an P X0, with n P N`, such that for each i P t 0, . . . , ń 1 u, ai sq ai`1. This
means that Sq is the equivalence relations generated by sq. Given a P X0, we denote with
OrbSq paq the full subcategory of X such that the set of objects of OrbSq paq is the equivalence
class of a with respect to Sq. We also set OrbSq pfq :“ OrbSq psX pfqq “ OrbSq ptX pfqq for
every f P X1. Moreover, we denote with repSq pGq a set of objects of X that acts as a
set of representative elements with respect to the relation Sq. Note that, for every f P X1

(respectively, for each a P X0), OrbSq pfq (respectively, OrbSq paq) contains both the G-orbit of
f (respectively, of a) and the connected component of the category X (see [Mac98, pag. 88,
90]) that contains f (respectively, a). As a consequence, both OrbSq pfq and OrbSq paq are
right G-sets, can be decomposed in G-orbits and are called the orbit categories of f and a,
respectively.
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Proposition 6.5.11. Let be pX , ςq P CSets-G: we have

X “
ě

a P repSqpX q

OrbSq paq

and, for every a P repSq pX q, there cannot be two categorified G-sets Y and Y 1, both not empty,

such that OrbSq paq “ Y Z Y 1.

Proof. Immediate from the deőnitions.

6.6 Categorified Burnside theory

We will give the main steps to build up the weak Burnside ring functor, using its category of
categoriőed groupoid-sets, ad we will compare this new ring with the classical one, providing a
natural transformation between the two contravariant functors.

Given a morphism of groupoids ϕ : H ÝÑ G, in similar way to how it has been done in
subsection 1.3.2, we deőne the induction functor

ϕ˚ : CSets-G ÝÑ CSets-H,

which sends the right categoriőed G-set pX , ςq to the right categoriőed H-set ϕ˚ pX , ςq such
that, for i “ 0, 1,

pϕ˚ pX , ςqqi “ pXi ςîϕ0
H0, pr2q

is the right H-set with the following action:

pXi ςîϕ0
H0q pr2

̂tH1 ÝÑ Xi ςîϕ0
H0̀

px, aq, h
̆

ÝÑ pxϕ1phq, sphqq.

The target, source and identity maps of ϕ˚ pX , ςq are deőned as follows:

sϕ˚pX ,ςq “ sX ̂ IdH0
, tϕ˚pX ,ςq “ tX ̂ IdH0

and ιϕ˚pX ,ςq “ ιX ̂ IdH0.

Regarding the composition, we set

mϕ˚pX ,ςq : pX1 ςîϕ0
H0q sϕ˚pX ,ςq

̂tϕ˚pX ,ςq
pX1 ςîϕ0

H0q ÝÑ pX1 ςîϕ0
H0q

́
px, aq, py, bq

̄
ÝÑ pmX px, yq, aq

Given a morphism of right categoriőed G-set f : pX , ςq ÝÑ pY, θq, we deőne the morphism of
categoriőed right H-sets

ϕ˚pfq : ϕ˚ pX , ςq ÝÑ ϕ˚ pY, θq
as the morphism f ̂ IdH0

. In a similar way to how it has been done in Proposition 1.3.6 it is
possible to prove that ϕ˚ is monoidal with respect to both Z and

Ĝ0

.

Let now G be a groupoid: we will develop a Burnside theory based on categoriőed right
G-sets, in a similar way to how it has been done in Chapter 5. We assume, in this section, that
all handled groupoids have a őnite set of objects: this condition is needed for the categoriőed
Burnside ring we are planing to introduce to have a neutral element with respect to the
multiplication. We also assume that functors between categoriőed sets with a right action
preserve objects with őnite underlying sets, and transform an empty categoriőed groupoid-set
to an empty one, as the induction functors do.
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We denote with csets-G the 2-category of őnite right categoriőed G-sets; however, as with
CSets-G, we will mainly consider it as a category. We deőne LC pGq as the quotient set of
csets-G by the equivalence relation „we: thanks to Lemma 6.3.4, it becomes a rig. Moreover,
given a morphism of groups ϕ : H ÝÑ G, in a similar way to how it has been proved in
Lemma 5.1.1, it is clear that we have a monomorphism of rigs

LC pϕq : LC pGq ÝÑ LC pHq
rpX, ςqs ÝÑ rϕ˚ pX, ςqs .

To see that LCpϕq is well deőned it’s enough to consider that, given a 2-morphism α : f ÝÑ h

between two morphisms f, h : pX , ςq ÝÑ pY, θq in CSets-G, we can deőne a 2-morphism

α ̂ IdH0
: f ̂ IdH0

ÝÑ ĥ IdH0

in CSets-H between f ̂ IdH0
and g ̂ IdH0

. As a consequence, pX , ςq „we pY, θq in CSets-G
implies ϕ˚ pX , ςq „we ϕ

˚ pY, θq in CSets-H. In this way we obtain a contravariant functor
LC : Grpd ÝÑ Rig, that is, from the category of groupoids to the category of rigs.

Given a groupoid G, using the functor I-G of Eq. (6.2.1), we can construct an injective
morphism from the classical Burnside rig of G to the categoriőed Burnside rig of G in the
following way:

LIpGq : L pGq ÝÑ LC pGq
rpX, ςqs ÝÑ rI-G pX, ςqs .

Note that LIpGq cannot be surjective because, thanks to Corollary 6.3.8, categories with a
not discrete skeleton cannot be weak equivalent to discrete ones. In this way we obtain a
natural transformation LI : L ÝÑ LC, that is, given a morphism of groups ϕ : H ÝÑ G, the
following diagram is commutative:

L pGq LIpGq
→→

L pϕq
↓↓

LC pGq
LCpϕq
↓↓

L pHq LIpHq
→→ LC pHq .

We deőne BC “ G LC and BI “ G LI , where G is the Grothendieck functor (see Appendix B),
that is, a functor that associates to each rig an opportune ring with a speciőc universal property.
In this way we obtain a contravariant functor BC : Grp ÝÑ CRing, that is, from the category
of groups to the category of commutative rings, and a natural transformation

BI “ G LI : B “ G L ÝÑ BC “ G LC.

Definition 6.6.1. We call LC the categorified Burnside rig functor and BC the cat-
egorified Burnside ring functor. In particular, given a groupoid G, we call BC pGq the
categorified Burnside ring of G.

Remark 6.6.2. An obvious question is if, given a groupoid G, the morphism of rings BIpGq is
injective (we will use the abuses of notation LI “ LIpGq and BI “ BIpGq). Let be

”
rpX , ςqs , rpY, θqs

ı
,

”
rpA, λqs , rpB, µqs

ı
P BC pGq

such that ”
LI prpX , ςqsq ,LI prpY, θqsq

ı
“ BI

́”
rpX , ςqs , rpY, θqs

ı̄

“ BI

́”
rpA, λqs , rpB, θqs

ı̄
“
”
LI prpA, λqsq ,LI prpB, µqsq

ı
:
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then there is rpZ, ωqs P LCpGq such that

LI prpX , ςqsq ̀ LI prpB, µqsq ̀ rpZ, ωqs “ LI prpA, λqsq ̀ LI prpY, θqsq ̀ rpZ, ωqs .

If LCpGq, as an additive monoid, satisőes the cancellative property, then, since LI is injective,
we can easily deduce that BI is injective too. In the classical case this is guaranteed by the
Burnside Theorem (see [Bou10a, Thm. 2.4.5]) but in this context we still don’t know whether
a similar theorem is true or not and, consequently, the question about the injectivity of BI

remains open.

Example 6.6.3. Given a groupoid G, the following categories, with only the identities as isomor-
phisms and with the actions and structure maps opportunely deőned, thanks to Corollary 6.3.8,

a a b
f

a b
f

c

a b
f2

cf1

a b

f1

f2

a b

f1

f2 c

a b

f1

f2c
f3

are all examples of not weak equivalent right categoriőed G-sets, thus they give rise to different
elements in LC pGq. For example, let be G “ 1, the groupoid with one object and one arrow:
in this case the G-action is trivial, thus L pGq “ N (we just have őnite sets) but, regarding
LC pGq, we have to consider all the classes given by all the previous not weak equivalent right
categoriőed G-sets. More speciőcally, for each n P N`, in the case of L p1q, we just have n
points, but in the case of LCp1q, we have to consider all the possible graphs with n vertices!

The following results are adaptations of the corresponding results from Chapter 5 to the
new situation of categoriőed sets.

Proposition 6.6.4. Given a groupoid G, let A be a subgroupoid of G. We define a functor

F : CSets-G ÝÑ CSets-A

in the following way: let be pX , ςq P CSets-G. We define F ppX , ςqq as the internal category in

Sets-A with set of objects
́
ς´1
0 pA0q , ς0|ς´1

0
pA0q

̄
and set of morphisms

́
ς´1
1 pA0q , ς1|ς´1

1
pA0q

̄
.

The source, target, identity and composition maps of F ppX , ςqq are the opportune restriction
to ς´1

0 pA0q and ς´1
1 pA0q of the relative maps of pX , ςq. Then F , opportunely defined on

morphisms, is a Laplaza functor.

Proof. It proceeds as the proof of Proposition 1.3.10.

Given a groupoid G and a őxed object x P G0, we recall that by Gpxq we denote the one
object subgroupoid with isotropy group Gx.

Theorem 6.6.5. Given a transitive and not empty groupoid G, let be a P G0. Then there is a
Laplaza equivalence of categories

CSets-G » CSets-Gpaq.



102 CHAPTER 6. THE CATEGORIFIED BURNSIDE RING

Proof. It is similar to the proof of Theorem 1.3.15 but there are a few differences. Let’s set
A0 “ t a u. The functor F : CSets-G ÝÑ CSets-A is the one constructed in Proposition 6.6.4.
Regarding G : CSets-A ÝÑ CSets-G, we deőne G ppX , ςqq as the internal category in Sets-G
with set of objects

́
Y0 “ X0 ̂ G0, ϑ0 “ pr2 : Y0 “ X0 ̂ G0 ÝÑ G0

̄

and object of morphisms
́
Y1 “ X1 ̂ G0, ϑ1 “ pr2 : Y1 “ X1 ̂ G0 ÝÑ G0

̄
.

The source, target, identity and composition maps of G ppX , ςqq are deőned as sGppX ,ςqq “
spX ,ςq ̂ G0, tGppX ,ςqq “ tpX ,ςq ̂ G0, ιGppX ,ςqq “ ιpX ,ςq ̂ G0 and mGppX ,ςqq

́
px, aq, py, bq

̄
“́

mpX ,ςqpx, yq, a
̄

for each ppx, aq, py, bqq P X2.

Proposition 6.6.6. The Burnside rig functor LC sends coproduct to product. In particular,
given a family of groupoids pGjqj P I , let pij : Gj ÝÑ Gqj P I be their coproduct in Grpd. Then

pLC pijq : LC pGq ÝÑ LC pGjqqjPI

is the product of the family pLC pGjqqj P I in the category Rig.

Proof. The idea of the proof is similar to Proposition 5.1.3: the only difference to keep in
mind is that we are dealing with particular small categories and not sets.

Theorem 6.6.7. Let be G and A be groupoids such that there is a Laplaza equivalence of
categories CSets-G » CSets-A. Then there is an isomorphism of commutative rings BC pGq –
BC pAq.

Proof. It proceeds as in Theorem 5.1.5.

Theorem 6.6.8. Given a groupoid G, fix a set of representative objects reppG0q representing
the set of connected components π0pGq. For each a P reppG0q, let Gxay be the connected
component of G containing a, which we consider as a groupoid. Then we have the following
isomorphism of rings:

BC pGq –
ź

a P reppG0q

BC

́
Gxay

̄
.

Proof. It follows directly from Proposition 6.6.6.

Corollary 6.6.9. Given a groupoid G, we have the following isomorphism of rings:

BC pGq –
ź

a P reppG0q

BC pGaq ,

where the right hand side term is the product of commutative rings.

Proof. Immediate from Theorem 6.6.8, Theorem 6.6.7, and Theorem 6.6.5.
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The category Rig

One of the essential notion to introduce a Burnside ring is that of rig.

Definition A.0.1. Let S be a set with two associative and commutative internal operations ̈
and ̀. We call S a rig if the following conditions are satisőed:

(1) ̀ has a neutral element 0;

(2) ̈ has a neutral element 1;

(3) ̈ distributes over ̀ on the right and on the left that is, for each a, b, c P S,

apb̀ cq “ ab̀ ac and pà bqc “ ac̀ ab;

(4) S respect the absorption/annihilation laws that is, for each a P S we have a ̈0 “ 0 “ 0 ̈a.

A homomorphism of rigs f : S ÝÑ T is a function which is a homomorphism of monoids both
as f : pS,̀q ÝÑ pT,̀q and as f : pS, ̈q ÝÑ pT, ̈q. The category of rigs will be denoted by
Rig.

With this deőnition we choose to follow the deőnitions given by [Gla02, page 7], and [Sch91,
page 379]. The reader should know, however, that what we called a rig is called a semiring
by other authors ([Gol99, page 1]). Nevertheless, in analogy with the word semigroup that
describes a monoid without a neutral element, we think that the word semiring should be
reserved to a ring that lacks both the negative elements (i.e., the inverses with respect to the
addition) and the additive neutral element.

Proposition A.0.2. Given a family of rigs pSiqiPI , set S “ ś
iPI Si and let πi : S ÝÑ Si be

the canonical projection. Then pπi : S ÝÑ SiqiPI is the product of the family pSiqiPI in the
category Rig.

Proof. Given a rig A, let pfj : A ÝÑ SjqjPI be a family of rigs. We have to prove that there is
only one morphism f : A ÝÑ S such that the following diagram commutes for every j P I:

A
f

→→

fj
↘↘

S

πj

↓↓

Sj .
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For each a P A we deőne fpaq “ pfjpaqqjPI : obviously, f is a homomorphism of rigs because
so is fj for every j P I. Regarding the commutativity of the diagram, for every j P I and for
every a P A we have:

πj pfpaqq “ πj ppfipaqqiPIq “ fjpaq.
Now let g : A ÝÑ S be another morphism of rigs such that, for every j P I, the following
diagram commutes:

A
g

→→

fj
↘↘

S

πj

↓↓

Sj .

Then for every j P I and a P A we have

πj pgpaqq “ fjpaq “ πj pfpaqq

thus fpaq “ gpaq and f “ g.
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The Grothendieck functor

This topic has been treated in [Ros94, Thm. 1.1.3], even if only in the additive version.

We will denote by G the Grothendieck functor which sends a rig S to the ring G pSq
constructed as follows. We deőne a equivalence relation „ on S ̂ S such that for every
pa, bq, pc, dq P S ̂ S, we have pa, bq „ pc, dq if and only if there is e P S such that à d̀ e “
c̀ b̀ e. The equivalence class of the couple pa, bq P S ̂ S will be denoted with rpa, bqs, or
simply by ra, bs to make the notation more clear, and the quotient set of S ̂S with G pSq. We
will deőne an addition and a multiplication on G pSq as follows: for every ra, bs, rc, ds P G pSq,

ra, bs ̀ rc, ds “ rà c, b̀ ds and ra, bs ̈ rc, ds “ rac̀ bd, ad̀ bcs.

In this way G pSq becomes a commutative rings with r0, 0s as neutral element with respect to
̀ and r1, 0s as neutral element with respect to ̈.

Given a rig S, the ring G pSq has the following universal property.

Proposition B.0.1. Given a rig S, for any ring H and for any homomorphism of rigs
ψ : S ÝÑ H, there is a unique homomorphism of rings θ : G pSq ÝÑ H such that ψ “ θϕ, that
is, such that the following diagram is commutative:

S

ϕ

↓↓

ψ
→→ H

G pSq.
θ

→→

Using the universal property of Proposition B.0.1, given a homomorphism of rigs f : S ÝÑ T

we can deőne
G pfq : G pSq ÝÑ G pT q

ra, bs ÝÑ rfpaq, fpbqs .
It is possible to prove that G pfq is a homomorphism of rings and that, with these deőnitions,
G becomes a covariant functor from the category of rigs Rig to the category of commutative
rings CRing.

Proposition B.0.2. Given an isomorphism of rigs f : S ÝÑ T we obtain an isomorphism of
rings

G pfq : G pSq ÝÑ G pT q.
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Proof. Immediate.

Proposition B.0.3. The Grothendieck functor G preserves all products. In particular, given
a family of rigs pSjqjPI , let be pπj : S ÝÑ SjqjPI their product in riG. Then

pG pπjq : G pSq ÝÑ G pSjqqjPI

is the product of the family pG pSjqqjPI in CRing.

Proof. Given a ring A, let pA ÝÑ G pSjqqj P I be a family of morphisms in CRing. We have
to prove that there is a unique homomorphism of rings f : A ÝÑ G pSq such that for every
j P I the following diagram commutes:

A
f

→→

fj →→

G pSq
G pπjq

↓↓

G pSjq .

Thanks to Proposition A.0.2, we will assume that S “ ś
jPI Sj and that πj : S ÝÑ Sj is the

canonical projection for every j P I (the categorical product is unique up to isomorphism in
every category so there is no loss of generality in this choice). Let a P A: for every j P I there
are xj , yj P Sj such that fjpaq “ rxj , yjs thus we can deőne

fpaq “
”
pxjqjPI , pyjqjPJ

ı
.

We have to prove that this is a good deőnition. For every j P I let be zj , wj P S such that
rxj , yjs “ rzj , wjs: then there is ej P S such that xj ̀wj ̀ ej “ zj ̀ yj ̀ ej . As a consequence
we have

pxjqjPI ̀ pwjqjPI ̀ pejqjPI “ pzjqjPI ̀ pyjqjPI ̀ pejqjPI

thus ”
pxjqjPI , pyjqjPI

ı
“
”
pzjqjPI , pwjqjPI

ı

and f is well deőned.

Now we have to prove that f is a homomorphism of rings. Given a, b P A, for every j P I
let be aj , αj , bj , βj P Sj such that fjpaq “ raj , αjs and fjpbq “ rbj , βjs. We have

fjpà bq “ fjpaq ̀ fjpbq “ raj , αjs ̀ rbj , βjs “ raj ̀ bj , αj ̀ βjs

and
fjpabq “ fjpaqfjpbq “ raj , αjs rbj , βjs “ rajbj ̀ αjβj , ajβj ̀ αjbjs

thus

fpaq ̀ fpbq “
”
pajqjPI , pαjqjPI

ı
̀
”
pbjqjPI , pβjqjPI

ı
“
”
pajqjPI ̀ pbjqjPI , pαjqjPI ̀ pβjqjPI

ı

“
”
paj ̀ bjqjPI , pαj ̀ βjqjPI

ı
“ fpà bq

and

fpaqfpbq “
”
pajqjPI , pαjqjPI

ı ”
pbjqjPI , pβjqjPI

ı

“
”
pajqjPI pbjqjPI ̀ pαjqjPI pβjqjPI , pajqjPI pβjqjPI ̀ pαjqjPI pbjqjPI

ı

“
”
pajbj ̀ αjβjqjPI , pajβj ̀ αjbjqjPI

ı
“ fpabq.



107

Moreover, for each j P I we have fjp0q “ r0, 0s and fjp1q “ r1, 0s thus

fp0q “
”
p0jqjPI , p0jqjPI

ı
and fp1q “

”
p1jqjPI , p0jqjPI

ı

therefore we have proved that f is a homomorphism of rings. Regarding the commutativity
of the diagrams, for every j P I and every a P A let be xj , yj P Sj such that fjpaq “ rxj , yjs.
Then fpaq “ rpxiqiPI , pyiqiPIs thus

G pπjq pfpaqq “ rπj pxiqiPI , πj pyiqiPI s “ rxj , yjs “ fj

therefore G pπjq f “ fj and the commutativity of the diagrams is proved.

Now let be g : A ÝÑ G pSq another homomorphism of rings such that, for every j P I, the
following diagram commutes:

A
g

→→

fj →→

G pSq
G pπjq

↓↓

G pSjq .

For every j P I and for every a P A we have

G pπjq pgpaqq “ fjpaq “ G pπjq pfpaqq

Let be xj , yj P S such that fjpaq “ rxj , yjs and let be peiqiPI , pfiqiPI P S such that gpaq “
rpeiqiPI , pfiqiPis. We calculate:

rej , fjs “ rπj rpeiqiPis , πj ppfiqiPIqs “ G pπjq pgpaqq “ G pπjq pfpaqq
“ G pπjq prpxiqiPI , pyiqiPI sq “ rπj ppxiqiPIq , πj ppyiqiPIqs “ rxj , yjs

thus we obtain that there is εj P Sj such that

ej ̀ yj ̀ εj “ xj ̀ fj ̀ εj

therefore
pejqjPI ̀ pyjqjPI ̀ pεjqjPI “ pxjqjPI ̀ pfjqjPI ̀ pεjqjPI

and gpaq “ rpxiqiPI , pyiqiPI s “ fpaq. We have now proved that f “ g.
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Appendix C

Monoidal categories

In this appendix we will state a few deőnitions over which there isn’t still a complete consensus
(Deőnition C.0.2) and, after that, we will prove a few known results whose proofs we have
been unable to őnd elsewhere.

We refer the reader to [TV17] for the following deőnitions.

Definition C.0.1. A monoidal category is a category C endowed with:

(1) a functor C ‘ C ÝÑ C called the monoidal product;

(2) an object J P C called the monoidal unit object;

(3) a natural isomorphism

a : pṕ ‘ ́q ‘ ́q ÝÑ ṕ ‘ ṕ ‘ ́qq

called the associativity constraint;

(4) a natural isomorphism
r : pIdC ‘Jq ÝÑ IdC

called the right unitality constraint;

(5) a natural isomorphism
l : pJ ‘ IdCq ÝÑ IdC

called the left unitality constraint.

Moreover, the following conditions have to be satisőed.

(1) The following diagram, called the pentagonal identity, has to be commutative for
each quadruple pX,Y, Z,W q of objects of C:

pX ‘ Y q ‘ pZ ‘W q
apX,Y,Z‘W q

→→

ppX ‘ Y q ‘ Zq ‘W

apX,Y,Zq‘IdW
↓↓

apXbY,Z,W q
→→

X ‘ pY ‘ pZ ‘W qq

pX ‘ pY ‘ Zqq ‘W
apX,Y ‘Z,W q

→→ X ‘ ppY ‘ Zq ‘W q.

IdX ‘apY,Z,W q

↑↑
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(2) The following diagram, called the triangular identity, has to be commutative for each
couple pX,Y q of objects of C:

X ‘ Y

pX ‘ Jq ‘ Y
apX,J,Y q

→→

rpXq‘IdY

→→

X ‘ pJ ‘ Y q.

IdX ‘lpY q
←←

We will use the notation C “ pC,‘, J, a, l, rq. If a, r and l are identities we say that C is a
strict monoidal category and we use the notation C “ pC,‘, Jq.

Definition C.0.2. Let C “ pC,‘, J, a, l, rq and D “ pD,b, I, a1, l1, r1q be two monoidal
categories. A monoidal functor from C to D is a functor F : C ÝÑ D endowed with a
morphism F0 : I ÝÑ FJ and a natural transformation

F2ṕ,́q : F b F ÝÑ F p‘q

such that the following conditions are satisőed.

(1) For each triple pX,Y, Zq of objects of C the following diagram is commutative.

pF pXq b F pY qq b F pZq a1pF pXq,F pY q,F pZqq
→→

F2pX,Y qbIdF pZq

↓↓

F pXq b pF pY q b F pZqq
IdF pXq bF2pY,Zq

↓↓

F pX ‘ Y q b F pZq
F2pX‘Y,Zq

↓↓

F pXq b F pY ‘ Zq
F2pX,Y ‘Zq
↓↓

F ppX ‘ Y q ‘ Zq F papX,Y,Zqq
→→ F pX ‘ pY ‘ Zqq

(2) for each object X of C the two following diagrams are commutative.

I b F pXq l1pF pXqq
→→

F0bIdF pXq

↓↓

F pXq

F pJq b F pXq F2pJ,Xq
→→ F pJ ‘Xq

F plpXqq

↑↑
F pXq b I

r1pF pXqq
→→

IdF pXq bF0

↓↓

F pXq

F pXq b F pJq F2pX,Jq
→→ F pX ‘ Jq

F prpXqq

↑↑

We say that F is a strong monoidal functor (respectively, a strict monoidal functor) if
F2 and F0 are both isomorphism (respectively, both identities).

Example C.0.3. It is clear that the identity functor is a strict monoidal functor.

Definition C.0.4. Given monoidal categories C “ pC,‘, J, a, l, rq and D “ pD,b, I, a1, l1, r1q,
let F,G : C ÝÑ D be two monoidal functors and let’s consider a natural transformation
µ : F ÝÑ G. We say that µ is a monoidal natural transformation if the the following
diagrams are commutative:

I

F0 ↘↘

G0 →→ GpJq

F pJq
µpJq

↗↗

and

F pXq bGpXq µpXqbµpY q
→→

F2pX,Y q
↓↓

GpXq bGpY q
G2pX,Y q
↓↓

F pX ‘ Y q µpX‘Y q
→→ GpX ‘ Y q.
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Definition C.0.5. Given monoidal categories C “ pC,‘, J, a, l, rq and D “ pD,b, I, a1, l1, r1q,
let’s consider a couple of monoidal functors

pF : C ÝÑ D, G : D ÝÑ Cq

and monoidal natural transformations η : IdC ÝÑ GF and ε : FG ÝÑ IdD. We say that:

(1) pF,Gq is an monoidal adjunction of categories if εF ̋Fη “ IdF and Gε̋ηG “ IdG;

(2) pF,Gq is an monoidal equivalence of categories if η and ε are isomorphisms;

(3) pF,Gq is an monoidal adjoint equivalence of categories if it is an equivalence of
monoidal categories such that η and ε are isomorphisms.

Definition C.0.6. Let be C “ pC,‘, J, a, l, rq and D “ pD,b, I, a1, l1, r1q monoidal categories.
We say that C and D are monoidally equivalent categories is there is a monoidal equivalence
between them.

As proved in [Mac98, Chap. 7], there is no loss of generality to restring ourselves to strict
monoidal categories.

Theorem C.0.7. Every monoidal category is monoidally equivalent to a strict one.

Theorem C.0.7 allow us, henceforth, in this appendix, to assume that all the monoidal
categories under consideration are strict.

Lemma C.0.8. Given monoidal categories pC,‘, Jq, pD,b, Iq and pE , ̉,Kq, consider the
monoidal functors

F : pC,‘, Jq ÝÑ pD,b, Iq and G : pD,b, Iq ÝÑ pE , ̉,Kq .

Then GF is a monoidal functor with

pGF q0 “ pGF0qG0 “
́
K

G0 →→ GpIq GpF0q
→→ GF pJq

̄

and pGF q2 “ pGF2q pG2pF, F qq that is, for every couple pX,Y q of objects of C, pGF q2 is
defined by the following commutative diagram:

GF pXq ̉GF pY q
G2pF pXq,F pY qq

↓↓

pGF q
2

pX,Y q
→→ GF pX ‘ Y q

G pF pXq b F pY qq .
GF2pX,Y q

→→

Proof. To prove that pGF q2 and pGF q0 allow GF to become a monoidal functor it is enough
to consider the commutative diagrams of Deőnition C.0.2 relative to F and G and use them
to prove the respective diagrams for GF .

Proposition C.0.9. Let be pC,‘, Jq and pD,b, Iq be monoidal categories and let F : C ÝÑ D
be a strong monoidal functor that realises an adjunction

pF : C ÝÑ D, G : D ÝÑ Cq

with unit η : IdC ÝÑ GF and counit ε : FG ÝÑ IdD. Then we can endow G with a strong
monoidal structure in such a way that ε and η become monoidal natural transformations.
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Proof. We deőne a natural transformation

G2 ṕ,́q : G‘G ÝÑ G pbq

as follow:
G2ṕ,́q “ Gpεb εq ̋GF´1

2 pG,Gq ̋ ηpG‘Gq.
This means that for every objects A,B P D the following diagram is commutative:

G pFGAb FGBq
GpεAbεBq

↓↓

GF pGA‘GBq
GF´1

2
pGA,GBq

←←

G pAbBq GA‘GB.
G2pA,Bq

←←

ηpGA‘GBq

↑↑

Moreover, we deőne G0 : J ÝÑ GI according to the following commutative diagram

J

ηJ
↓↓

G0 →→ GI

GFJ
GF´1

0

→→

.

Note that, by hypothesis, εF ̋ Fη “ IdF and Gε ̋ ηG “ IdG. Reading the diagram in
őgure (C.1) we obtain that, for every X P D, the following diagram is commutative

GX ‘ J

IdGX ‘G0

↓↓

GX

GX ‘GI

G2pX,Iq
↓↓

G pX b Iq GX.

The commutativity of the diagram

J ‘GX

G0‘IdGX

↓↓

GX

GI ‘GX

G2pI,Xq
↓↓

G pI bXq GX.

can be proved in the same way or by applying what has already been demonstrated to the
opposite monoidal categories of pC,‘, Jq and pD,b, Iq (here we mean opposite with respect
to the monoidal products, not opposite with respect to the direction of the morphisms).

Now we have to prove the associativity coherency conditions. Reading the diagram in
őgures C.2, C.3 and C.4 we obtain that, for every X,Y, Z P D, the following diagram is
commutative:

GX ‘GY ‘GZ
G2pX,Y q‘GZ

→→

GX‘G2pY,Zq
↓↓

GpX b Y q ‘GZ

G2pXbY,Zq
↓↓

GX ‘GpY b Zq G2pX,Y bZq
→→ G pX b Y b Zq .
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GX ‘ J GX ‘ J

ηpGF‘Jq
↓↓

GX ‘ J

ηpGX‘Jq
↓↓

GX

ηGX

↓↓

GX

GX ‘ J
ηpGX‘Jq

→→ GF pGX ‘ Jq GF pGX ‘ Jq
GF pGX‘ηJq

↓↓

GF pGX ‘ Jq

GF´1

2
pGX,Jq

↓↓

GFGX GX

GX ‘ J

GX‘G0

↓↓

GX‘ηJ
→→ GX ‘GFJ

GX‘GF´1

0

↓↓

ηpGX‘GFJq
→→ GF pGX ‘GFJq

GX ‘GI

G2pX,Iq

↓↓

GX ‘ J

ηpGX‘GIq
↓↓

GF pGX ‘GIq
GF´1

2
pGX,GIq
↓↓

GF pGX ‘GFJq
GFpGX‘GF´1

0 q
←←

GF´1

2
pGX,GFJq
↓↓

G pFGX b FGJq

GpεXbεIq

↓↓

G pFGX b FGFJq
GpFGXbFGF´1

0 q
←←

GpFGXbεFJq
↓↓

G pFGX b FJqGpFGXbFηJq
←←

G pX b Iq G pFGX b FJq

GpεXbF´1

0 q

↓↓

G pFGX b FJq
GpFGXbF´1

0 q
↓↓

G pFGX b Iq
GpεXbIq

↓↓

GFGX

GεX

↓↓

G pX b Iq G pX b Iq G pX b Iq G pX b Iq GX GX

Figure C.1: Coherence diagram unity condition
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GX ‘GY ‘GZ

GX‘G2pY,Zq

↓↓

GX ‘GY ‘GZ

GX‘ηpGY ‘GZq
↓↓

GX ‘GY ‘GZ

ηpGX‘GY ‘GZq
↓↓

GX ‘GF pGY ‘GZq
GX‘GF´1

2
pGY,GZq
↓↓

GX ‘GF pGY ‘GZq
ηpGX‘GF pGY ‘GZqq

↓↓

GF pGX ‘GY ‘GZq
GF pGX‘ηpGY ‘GZqq

↓↓

GX ‘G pFGY b FGZq
GX‘GpεY bεZq

↓↓

GX ‘G pFGY b FGZq
ηpGX‘GpFGY bFGZqq

↓↓

GF pGX ‘GF pGY ‘GZqq
GFpGX‘GF´1

2
pGY,GZqq

↓↓

GF pGX ‘GF pGY ‘GZqq
GF´1

2
pGX,GF pGY ‘GZqq

↓↓

GX ‘G pY b Zq

G2pX,Y bZq

↓↓

GX ‘G pY b Zq
ηpGX‘GpY bZqq

↓↓

GF pGX ‘G pFGY b FGY qq
GF pGX‘GpεY bεZqq

↓↓

GF pGX ‘G pFGY b FGZqq
GF´1

2
pGX,GpFGY bFGZqq

↓↓

GpFGX b FGF pGY ‘GZqq
GpFGXbFGF´1

2
pGY,GZqq

↓↓

GF pGX ‘GpY b Zqq
GF´1

2
pGX,GpY bZqq

↓↓

GF pGX ‘GpY b Zqq GpFGX b FGpFGY b FGZqq
GpFGXbFGpεY bεZqq

↓↓

GpFGX b FGpFGY b FGZqq
GpFGXbεpFGY bFGZqq

↓↓

G pFGX b FGpY b Zqq

GpεXbεpY bZqq

↓↓

GpFGX b FGpY b Zqq
GpFGXbεpY bZqq

↓↓

GpFGX b pFGY b FGZqq
GpFGXbpεY bεZqq

↓↓

GpFGX b pY b Zqq
GpεXbY bZq

↓↓

GpFGX b pY b Zqq
GpεXbY bZq

↓↓

GpX b Y b Zq GpX b Y b Zq GpX b Y b Zq GpX b Y b Zq

Figure C.2: Coherence diagram associativity condition - Part 1
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GX ‘GY ‘GZ

ηpGX‘GY ‘GZq
↓↓

GX ‘GY ‘GZ

ηpGX‘GY ‘GZq
↓↓

GF pGX ‘GY ‘GZq
GF pGX‘ηpGY ‘GZqq

↓↓

GF pGX ‘GY ‘GZq
GF´1

2
pGX,GY ‘GZq

↓↓

GF pGX ‘GY ‘GZq
GF´1

2
pGX‘GY,GZq

↓↓

GF pGX ‘GY ‘GZq
GF´1

2
pGX‘GY,GZq

↓↓

GF pGX ‘GF pGY ‘GZqq
GF´1

2
pGX,GF pGY ‘GZqq

↓↓

GpFGX b F pGY ‘GZqq
GpFGXbFηpGY ‘GZqq

↓↓

GpFGX b F pGY ‘GZqq GpF pGX ‘GY q b FGZq

GpF´1

2
pGX,GY qbFGZq

↓↓

GpF pGX ‘GY q b FGZq
GpFηpGX‘GY qbFGZq

↓↓

GpFGX b FGF pGY ‘GZqq
GpFGXbFGF´1

2
pGY,GZqq

↓↓

GpFGX b FGF pGY ‘GZqq
GpFGXbεF pGY ‘GZqq

↓↓

GpFGF pGX ‘GY q b FGZq
GpεF pGX‘GY qbFGZq

↓↓

GpFGX b FGpFGY b FGZqq
GpFGXbεpFGY bFGZqq

↓↓

GpFGX b F pGY ‘GZqq
GpFGXbF´1

2
pGY,GZqq

↓↓

GpFGX b F pGY ‘GZqq GpF pGX ‘GY q b FGZq
GpF´1

2
pGX,GY qbFGZq

↓↓

GpFGX b pFGY b FGZqq
GpFGXbpεY bεZqq

↓↓

GpFGX b pFGY b FGZqq GppFGX b FGY q b FGZq GppFGX b FGY q b FGZq

GpεXbεY bεZq

↓↓

GpFGX b pY b Zqq
GpεXbY bZq

↓↓

GpX b Y b Zq GpX b Y b Zq

Figure C.3: Coherence diagram associativity condition - Part 2
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GX ‘GY ‘GZ

ηpGX‘GY ‘GZq
↓↓

GX ‘GY ‘GZ

ηpGX‘GY q‘GZ

↓↓

GX ‘GY ‘GZ

G2pX,Y q‘GZ

↓↓

GF pGX ‘GY ‘GZq
GF´1

2
pGX‘GY,GZq

↓↓

GF pGX ‘GY ‘GZq
GF pηpGX‘GY q‘GZq

↓↓

GF pGX ‘GY q ‘GZ

ηpGF pGX‘GY q‘GZq
↓↓

GF pGX ‘GY q ‘GZ

GF´1

2
pGX,GY q‘GZ

↓↓

GpF pGX ‘GY q b FGZq
GpFηpGX‘GY qbFGZq

↓↓

GF pGF pGX ‘GY q ‘GZq
GF´1

2
pGF pGX‘GY q,GZq

↓↓

GF pGF pGX ‘GY q ‘GZq
GFpGF´1

2
pGX,GY q‘GZq
↓↓

GpFGX b FGY q ‘GZ

ηpGpFGXbFGY q‘GZq
↓↓

GpFGX b FGY q ‘GZ

GpεXbεY q‘GZ

↓↓

GpFGF pGX ‘GY q b FGZq
GpεF pGX‘GY qbFGZq

↓↓

GpFGF pGX ‘GY q b FGZq
GpFGF´1

2
pGX,GY qbFGZq

↓↓

GF pGpFGX b FGY q ‘GZq
GF´1

2
pGpFGXbFGY q,GZq

↓↓

GF pGpFGX b FGY q ‘GZq
GF pGpεXbεY q‘GZq

↓↓

GpX b Y q ‘GZ

ηpGpXbY q‘GZq
↓↓

GpX b Y q ‘GZ

G2pXbY,GZq

↓↓

GpF pGX ‘GY q b FGZq
GpF´1

2
pGX,GY qbFGZq

↓↓

GpFGpFGX b FGY q b FGZq
GpεpFGXbFGY qbFGZq

↓↓

GpFGpFGX b FGY q b FGZq
GpFGpεXbεY qbFGZq

↓↓

GF pGpX b Y q ‘GZq GF pGpX b Y q ‘GZq
GF´1

2
pGpXbY q,GZq

↓↓

GppFGX b FGY q b FGZq

GpεXbεY bεZq

↓↓

GppFGX b FGY q b FGZq
GpεXbεY bFGZq

↓↓

GpFGpX b Y q b FGZq
GpεpXbY qbFGZq

↓↓

GpFGpX b Y q b FGZq

GpεpXbY qbεZq

↓↓

GpX b Y b FGZq GpX b Y b FGZq
GpXbY bεZq

↓↓

GpX b Y b Zq GpX b Y b Zq GpX b Y b Zq GpX b Y b Zq

Figure C.4: Coherence diagram associativity condition - Part 3
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As a consequence we have proved that G is a monoidal functor. We still have to prove
that η and ε are monoidal natural transformations.

To prove that η is monoidal we have to show that the two following diagrams are commu-
tative:

J

IdJ
↓↓

pGF q0
→→ GF pJq

J

ηpJq

→→

and

X ‘ Y
ηpXq‘ηpY q

→→ pGF qpXq ‘ pGF qpY q
pGF q2pX,Y q
↓↓

X ‘ Y
ηpX‘Y q

→→ GF pX ‘ Y q.

Using Lemma C.0.8 we calculate

pGF q0 “ pGF0q ̋G0 “ pGF0q ̋
̀
GF´1

0

̆
“ ηJ.

Now let be pX,Y q a couple of objects in C. We calculate:

pGF q2 pX,Y q ̋ ηX ‘ ηY

“ GF2pX,Y q ̋G2pFX,FY q ̋ ηX ‘ ηY

“ GF2pX,Y q ̋GpεFX b εFY q ̋GF´1
2 pGFX,GFY q ̋ ηpGFX ‘GFY q ̋ ηX ‘ ηY

“ GF2pX,Y q ̋GpεFX b εFY q ̋GF´1
2 pGFX,GFY q ̋GF pηX ‘ FY q ̋ ηpX ‘ Y q

“ GF2pX,Y q ̋GpεFX b εFY q ̋GpFηX b FηY q ̋GF´1
2 pX,Y q ̋ ηpX ‘ Y q

“ GF2pX,Y q ̋GF´1
2 pX,Y q ̋ ηpX ‘ Y q “ ηpX ‘ Y q.

We have now proved that η is monoidal.

To prove that ε is monoidal we have to show that the two following diagrams are commu-
tative:

I

pFGq0
↓↓

IdI →→ I

FGpIq
εpIq

→→

and

pFGqpXq b pFGqpY q εpXqbεpY q
→→

pFGq2pX,Y q
↓↓

X b Y

FGpX b Y q εpXbY q
→→ X b Y.

Using Lemma C.0.8 we calculate

εI ̋ FG0 “ εI ̋ FG0 ̋ F0 “ εI ̋ FGF´1
0 ̋ FηJ ̋ F0 “ F´1

0 ̋ εpFJq ̋ FηJ ̋ F0 “ IdI .

Now let be pX,Y q a couple of objects in C. We calculate:

εpX b Y q ̋ pFGq2 pX,Y q
“ εpX b Y q ̋ FG2pX,Y q ̋ F2pGX,GY q
“ εpX b Y q ̋ FGpεX b εY q ̋ FGF´1

2 pGX,GY q ̋ FηpGX ‘GY q ̋ F2pGX,GY q
“ εX b εY ̋ εpFGX b FGY q ̋ FGF´1

2 pGX,GY q ̋ FηpGX ‘GY q ̋ F2pGX,GY q
“ εX b εY ̋ F´1

2 pGX,GY q ̋ εF pGX ‘GY q ̋ FηpGX ‘GY q ̋ F2pGX,GY q
“ εX b εY ̋ F´1

2 pGX,GY q ̋ F2pGX,GY q “ εX b εY.

We have now proved that η is monoidal, completing the proof of the proposition.
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Now we are going to apply the monoidal category theory developed so far to Laplaza
categories. We have already introduced them and given their basic deőnitions in Subsection 1.3.1

but, to prove the results we need, we have to give two more deőnitions about them.

Definition C.0.10. Given pC1, ̉1,‘1q and pC2, ̉2,‘2q two Laplaza categories, we say that a
Laplaza adjunction is a couple of Laplaza functors

F : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q and G : pC2, ̉2,‘2q ÝÑ pC1, ̉1,‘1q
such that there are Laplaza transformations

η : IdC1 ÝÑ GF and ε : FG ÝÑ IdC2

such that εF ̋ Fη “ IdF and Gε ̋ ηG “ IdG.

Definition C.0.11. Given pC1, ̉1,‘1q and pC2, ̉2,‘2q two Laplaza categories, we say that a
Laplaza adjoint equivalence is a couple of Laplaza functors

F : pC1, ̉1,‘1q ÝÑ pC2, ̉2,‘2q and G : pC2, ̉2,‘2q ÝÑ pC1, ̉1,‘1q
such that there are Laplaza natural isomorphisms

η : IdC1 ÝÑ GF and ε : FG ÝÑ IdC2

such that εF ̋ Fη “ IdF and Gε ̋ ηG “ G.

Proposition C.0.12. Let be pC1, ̉1,‘1q and pC2, ̉2,‘2q be two Laplaza categories and let
F : C1 ÝÑ C2 be a Laplaza functor which realises an adjunction

pF : C1 ÝÑ C2, G : C2 ÝÑ C1q
with unit η : IdC1 ÝÑ GF and counit ε : FG ÝÑ IdC2. Then we can render G a Laplaza
functor in such a way that ε and η become Laplaza transformations.

Proof. It is sufficient to apply Proposition C.0.9 separately őst to the strong monoidal functor
F : pC1, ̉1q ÝÑ pC2, ̉2q and then to the strong monoidal functor F : pC1,‘1q ÝÑ pC2,‘2q.

The following result is a standard categorical lemma.

Lemma C.0.13. Given categories C1 and C2, let us consider functors F : C1 ÝÑ C2 and
G : C2 ÝÑ C1 that realise an equivalence of categories. Then there are natural isomorphisms
η : IdC1 ÝÑ GF and ε : FG ÝÑ IdC2 such that εF ̋ Fη “ IdF and Gε ̋ ηG “ IdG.

Proof. Let be α : IdC1 ÝÑ GF and β : FG ÝÑ IdC2 two natural isomorphisms that realise the
equivalence pF,Gq and deőne η “ α and ε “ β ̋ Fα´1G ̋ FGβ´1. We calculate:

Gε ̋ ηG “ Gβ ̋GFα´1G ̋GFGβ´1 ̋ αG
“ Gβ ̋GFα´1G ̋ αGFG ̋Gβ´1

“ Gβ ̋ αG ̋ α´1G ̋Gβ´1 “ IdG .

Since FGβ´1 ̋ β´1 “ β´1FG ̋ β´1 and α´1 ̋GFα´1 “ α´1 ̋ α´1GF we obtain FGβ´1 “
β´1FG and GFα´1 “ α´1GF therefore we have

εF ̋ Fη “ βF ̋ Fα´1GF ̋ FGβ´1F ̋ Fα
“ βF ̋ FGFα´1 ̋ β´1FGF ̋ Fα
“ βF ̋ β´1F ̋ Fα´1 ̋ Fα “ IdF .
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Now we can őnally state the following result, which is the objective of this entire appendix.

Corollary C.0.14. Let be pC1, ̉1,‘1q and pC2, ̉2,‘2q be two Laplaza categories and let
F : C ÝÑ D be a Laplaza functor which is an equivalence of categories. Then there is a Laplaza
functor G : D ÝÑ C such that there are Laplaza natural isomorphisms

η : IdC1 ÝÑ GF and ε : FG ÝÑ IdC2

such that pF,Gq realises an adjunction with unit η and counit ε.

In particular, the inverse of a Laplaza functor is a Laplaza functor itself.

Proof. Thanks to Lemma C.0.13 there are natural isomorphisms η : IdC1 ÝÑ GF and
ε : FG ÝÑ IdC2 such that εF ̋ Fη “ IdF and Gε ̋ ηG “ IdG. As a consequence we
can apply Proposition C.0.12 obtaining the thesis.
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