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Chapter 1

Introduction

Cerebral circulation in the human being, including the arterial inputs channels to and the

venous outflow mechanisms from the skull, plays a key role in the regulation of the brain

physiology [15, 33]. It is known from literature that cerebral autoregulation works to main-

tain blood flow to the brain quite constant at the requested rate, despite pressure changes

or structural variation of the basal vasculature [1, 79]. Many biophysical factors affect brain

circulation, so that it is difficult to gain a satisfactory understanding of its behavior both

for physiological and pathological conditions. Being the proper functioning of brain critically

dependent on the values of cerebral blood inflow and outflow [90], it is important to recognize

and understand their governing laws.

Within the complex problem of brain physiology, the study of cerebral outflow system is

fundamental because it seems to play an important role in the occurence of diseases of the

central nervous system [23, 66, 120]. While the current consensus of neurological diseases

etiology is autoimmune, a vascular hypothesis, known as chronic cerebrospinal venous insuf-

ficiency (CCSVI), has been recently suggested by the research group of the Vascular Diseases

Center of the University of Ferrara. This research group for the first time hypothesized an

association of CCSVI with neurodegenerative disorders [66, 120]. They postulate that in-

tracranial and extracranial venous structures, coupled with flow abnormalities in the form of

reduced or refluxed flow may induce neurological symptoms [97,118].

Therefore, the interest in understanding the hemodynamics of the brain and its drainage

is arising. Unfortunately, experimental access to cerebral circulation dynamics is limited.

Indeed, cranial and extracranial veins form an intricate network of vessels (which contains

75% of the body’s circulating blood [33]), stressed by complex phenomena involving pos-

tural changes and the gravity field, which affect the dynamics of circulating blood [90]. In

particular the internal jugular veins (IJVs), which are the dominant outflow vein from the

brain [116], are two collapsible vessels characterized by marked changes in their cross sec-

tional area, depending on transmural pressure on the vessel wall [36,55]. Section changes, in

turn, affect their conductance. The overall phenomenon is influenced by the hydrostatic pres-

sure gradient during the transition from the supine to sitting position, and vice versa [7,21].

Indeed, one of the major regulators of cerebral venous outflow is posture [90, 111]. In the

upright position, a hydrostatic gradient exists between the cerebral parenchymal veins and

the heart [41]. When a subject lies in the supine position, the absence of any gravitational
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gradient causes the blood to be evenly distributed throughout the system. However, when

upright, the distribution changes, and approximately 70% of the blood volume becomes lo-

cated below the diaphragmatic line, due to the action of gravity [33].

It is difficult to gain an accurate quantitative understanding of these biophysical factors, and

so of the clinical implications of their alteration to brain circulation. Initial CCSVI research

used Doppler ultrasound and catheter venography to quantify flow and visualize vascular

anatomy, respectively. Since then, several studies have been conducted in an attempt to val-

idate the initial findings with mixed results. Lack of standardized image modalities, analysis

methods, as well as small sample sizes may be the cause for the varied conclusions [46, 92].

Magnetic resonance imaging (MRI), an operator independent imaging method, is generally

used to detect lesions in the brain parenchyma to assess neurological diseases. The advan-

tages of MRI, in addition to lesion detection, are the ability to rapidly generate a 3D map

of the vasculature using venography, and quantify blood flow in large and small extracranial

blood vessels using phase contrast flow quantification. More recently, it has been used to de-

tect vascular and flow abnormalities in the IJV within a subset of patients with neurological

diseases [30,31,45,92,93].

There is a lot of literature that shows comparisons between blood flows in the main drainage

ducts, with mixed results about correlation between such flow redistributions and the onset

of neurological diseases [71,106,127,130]. Therefore, there is still a lot of research on the field

of blood circulation and the diseases associated to CCSVI.

This dissertation presents two results of the scientific work developed by the medical physics

group of the University of Ferrara (Department of Physics and Earth Sciences). A new

mathematical model for the simulation of cerebral and extracerebral blood circulation is the

subject of Chapter 2 and 3, while Chapter 4 and 5 focus on a new device to measure varia-

tions of the human circulatory system in different conditions.

Chapter 2 shows how the mathematical model for the study of cerebral and extracerebral

flows and pressures is developed [37, 38, 64]. The basic idea is to obtain a simple tool for

improving the understanding of a complex system. The main features of the model are that:

• it includes a validated submodel for the simulation of the intracranial circulation and

the related autoregulation mechanisms [39,108,110];

• it includes a submodel of the cerebral venous outflow system that accounts for the

dependence of the hydraulic properties of the IJVs with respect to the gravity field

[37,38,98];

• it includes a detailed submodel of the main arteries of the human arterial system [64].

The intracranial and venous part of the model (i.e. the 0D part) has been built in collab-

oration with the Department of Electrical, Electronic and Information Engineering of the

University of Bologna (Bologna, Italy), while the arterial 1D part in collaboration with the

Institute of Nuclear Physics, Polish Academy of Sciences (Kraków, Poland). These features

make it an useful tool for the study of the correlations between extracranial blood redistribu-

tions and changes in the intracranial environment. The model is built as a 0D-1D system of

differential equations. So, it is composed by a 0D model of the cerebral and brain drainage

circulation [37–39, 108, 110] and a comprehensive 1D model of the arterial vasculature [64],
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respectively. The intracranial part of the model is an anatomically detailed 0D simulator of

the intracranial hemodynamics, which incorporates the autoregulation mechanisms of cere-

bral blood flow (CBF) [39,108,109]. It is connected to the arterial 1D model and to a second

0D model for the simulation of cerebral drainage pathways, such as IJVs, vertebral, azygos

and collateral systems [29, 33, 36, 78, 90, 91, 119]. With the latter, we can simulate some im-

portant phenomena affecting the extracranial venous system, such as the posture change or

the presence of jugular obstructions (stenosis) [120, 128]. The arterial model consists of a

network of transmission lines developed to simulate propagation of the pulse waves in human

arteries [64]. Through a system of differential equations, it takes into account the pulse-wave

transmission properties of the 55 main arteries, together with the principal hydraulic mech-

anisms that ensure the proper blood supply of the brain and other organs. Results from the

arterial 1D model are used as input to the 0D models to simulate several pressure variations

due to periodic perturbations like heartbeat, movements such as cycling, or to the occurence

of vascular diseases like tachycardia. The contribution to venous pressure due to respiration

is also added to simulate the effect of the thoracic pump on the drainage system.

In Chapter 3 we performed simulations of the effect of posture change from supine to upright

on pressures and blood flows, first with basal drainage and then assuming a lack of con-

ductance of some particular vessel tract. In vivo measurements performed in both healthy

subjects and individuals with venous obstructions are provided to validate the model (de-

tailed experimental flow data from both healthy and stenotic subjects are available thanks to

the cooperation with the MRI Institute for Biomedical Research (Detroit, Michigan), and the

Vascular Diseases Center of the University of Ferrara). Indeed, we tuned model parameters

to reproduce magnetic resonance and echo-color Doppler data of average blood flow. Results

show that the model is able to reproduce the physiological behavior of the IJV, vertebral,

and cerebral ducts, with values in good agreement with literature and experimental data.

In addition to that, the model is able to give information about flows in different points of

the IJV ducts, so taking into account the amount of blood coming from the anastomotic

connections. Moreover, we can easily use it to verify how the blood redistribution due to

change of posture or changes in the arterial and/or venous system affects the pressures in

specific points of the system.

Since the gravitational gradient is the major component to face when considering the phys-

iology of venous return [7, 36, 41, 77, 111], there is a growing interest in understanding how

the mechanisms ensuring proper heart filling and circulation change in the absence of grav-

ity. This kind of research is also very important for what concern the arising projects about

long term space missions, to ensure safety of astronauts. Indeed, one of the most serious

problems produced by microgravity is a fluid shift from lower to upper body. This cephalad

fluid shift may change the hemodynamics in the brain [10]. It has been also suggested that

venous congestion in the head and neck may contribute to intracranial pressure elevation in

microgravity [47]. Drain Brain is a project that aimed to develop a plethysmography device

to be used by a crew member during an experiment on the International Space Station. The

purpose of the Drain Brain experiment [72], sponsored by the Italian Space Agency, was

to monitor the venous return of the astronaut during the space mission, so as to study the

compensatory mechanisms that facilitate this essential physiological action in subjects living

in a microgravity environment. The knowledge of CBF variations might be used to prevent
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astronauts’ risk to develop pathologies directly related to physiologic alterations in space.

Moreover, the study of CBF in a microgravitational environment can be used to better un-

derstand its basic mechanisms and then help earth-based research we are conducting with

patients affected by vascular diseases [66, 120]. As said before, there are findings, confirmed

by several studies around the world, that neurological diseases could be potentially affected

by CCSVI. The development of this novel plethysmography system could then become an

ideal screening tool, with immediate benefits to the population.

In Chapter 4 we will describe the electronic device and the experimental protocol we per-

formed during experiments on Earth and in microgravity.

Results of the plethysmography sessions during the preflight, inflight and postflight experi-

ments are presented and discussed in Chapter 5 together with the mathematical tools used

for data analysis.
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Chapter 2

Mathematical model of cerebral

and extracerebral blood circulation

The purpose of this chapter is to describe the new mathematical model for the study of

cerebral and extracerebral blood flows and pressures in humans [37,38].

Such model was developed in collaboration with several scientific groups and research centers.

The main idea of the project, together with ultrasound data for experimental validation, arises

from the collaboration with the Vascular Diseases Center of the University of Ferrara (Ferrara,

Italy). The intracranial and venous part of the model (i.e. the 0D part) has been built in

collaboration with the Department of Electrical, Electronic and Information Engineering of

the University of Bologna (Bologna, Italy), while the arterial 1D part in collaboration with

the Institute of Nuclear Physics, Polish Academy of Sciences (Kraków, Poland). Finally, to

validate the model, detailed experimental flow data from both healthy and stenotic subjects

are available thanks to the cooperation with the MRI Institute for Biomedical Research

(Detroit, Michigan).

Details of the model are presented here, while simulations and comparisons with literature

and experimental results are reported in Chapter 3.

2.1 Introduction

There are recent studies concerning the relations among the main cerebral arterial and venous

routes, their disorders, and the occurrence of neurological diseases [30, 53, 68, 105, 107, 113].

Due to the complexity of the relationships involved, and the large variability in the anatomical

parameters, it is extremely difficult to understand the effect of alterations in the extracranial

circulation on brain in simple terms. In general, the study of a real process like cerebral

circulation, and of its implications in healthy and diseased conditions, can largely benefit

from the use of computational models describing a complex behavior using a system of equa-

tions [41,77,82]. So far, most models of the cerebral circulation only focused on intracranial

segments and related control mechanisms, by providing just a very simplified description of

arterial inflow and extracranial venous return.

The aim of the present study is to develop and validate a comprehensive original model of

the cerebral and extracerebral inflow and outflow systems. Indeed, this model allows sim-
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ulation of the blood flows and pressures in the main vessels and collateral routes of the

cerebral and extracerebral circulation. With this model it is possible to study how blood

flow changes from supine to upright position, and the correlation among posture variations,

vessel conductances (normal or abnormal), muscle movement, heartbeat, and the consequent

pressure changes (see Chapter 3 Section 3.3). This may have a great impact toward a deeper

understanding of pathological disorders involving abnormalities of the cerebral inflow and

outflow. For example, it can be used to easily assess which alterations in the extracranial

venous outflow may be in relation with central nervous system disorders [19,30,86,122,126].

Simulation results are validated by using magnetic resonance imaging (MRI) and echo-color

Doppler (ECD) experimental blood flow data in humans (see Chapter 3 Section 3.2).

The present model includes accurate submodels of the arterial tree (Sections 2.3.2 and 2.4.2)

and the intracranial circulation (Sections 2.3.1 and 2.4.1), which incorporates the autoregu-

lation of cerebral blood flow (CBF) [39, 108, 110]. They provide a correct value of CBF to

the venous part of the model, allowing a quantitative analysis of the effect of alterations in

the venous pathways on intracranial quantities, such as intracranial pressure, venous sinuses

pressure, capillary pressure, and cerebrospinal fluid (CSF) circulation. A sophisticated de-

scription of the collateral pathways, including not only the vertebral plexus but also other

anastomoses leading blood to the downstream sections of the jugular veins [19,105,122,127],

is also given.

When imaging with the current diagnostic methods multiple stenotic patterns or flow ab-

normalities in the major extracranial and extraspinal veins, which are typical of chronic

cerebrospinal venous insufficiency (CCSVI), it is difficult to confidently assign their hemo-

dynamic significance for the intracranial circulation. It has been recently emphasized that

the main issue to be investigated in this field is the definition of the hemodynamic impact

in the intracranial venous system of obstruction/narrowing of the extracranial veins [131].

Since, at this time, there is no established invasive or noninvasive diagnostic imaging modal-

ity capable to assess intracranial and/or parenchymal circulatory parameters in relation to

extracranial brain outflow [132], the clinical application of the present model seems highly

desirable. We focused our attention on changes in conductances in the venous pathways. For

instance, in the present study we tested our model on four clinical patterns of extracranial

venous obstruction, clinically detected in patients by means of catheter venography [120].

Each conductance under examination was varied from the baseline value, that is representa-

tive of physiological condition, to zero value that simulates total absence of drainage from a

section of the network; simulations of posture variation were performed in both situations.

Analysis of the correlation between conductances and posture variation and the subsequent

pressures and flows changes might give information about the parameters that have greater

impact on intracranial hemodynamics (and then on related disorders). From our particular

point of view, analysis of the results before and after the variation of a conductance is mean-

ingful, since it provides information on how the closure of a particular drainage tract affects

important physiological parameters, such as venous sinuses pressure Pvs (and so intracranial

pressure Pic and cerebral circulation).
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2.2. ANATOMY AND PHYSIOLOGY OF THE CEREBRAL DRAINAGE SYSTEM

2.2 Anatomy and physiology of the cerebral drainage system

The part of the venous tree responsible for the brain drainage (see Figure 2.1) represents

an important determinant of the intracranial physiology, but its role in the pathology of the

central nervous system (CNS) is not fully understood yet [15,90].

Figure 2.1: Schematic representation of the main vessels of the brain drainage system.

It is recognized that, in supine position, internal jugular veins (IJVs) represent the main

outflow route for the cerebral circulation [7,19,89,116,119], being able to carry most of blood

flow from the brain and from other extracerebral territories [91,111,128]. However, the jugular

venous system exhibits important flow limitation during upright posture changes, because

IJVs tend to collapse as a consequence of the decrease of transmural pressure due to the

gravitational field, causing a significant increase in their resistance [14,21,36,41,90]. Indeed,

IJVs are collapsible blood vessels characterized by marked changes in their cross sectional

configuration depending on transmural pressure [90] that is affected by hydrostatic pressure

gradient during a posture change [21]. In the absence of other routes for extracranial outflow,

this flow limitation would have dramatic effects on the cerebral circulation, since, apart from

brief transient time intervals, the average cranial arterial inflow is expected to be equal to

the cranial venous outflow for the mass conservation. As a consequence, large attention has

been devoted to the venous circulation in the upright state, in an effort to understand which

alternative routes can carry the brain venous outflow. It has long been postulated that the

vertebral venous system may provide an important alternative route for venous outflow when

standing or sitting. This was first demonstrated with the use of animals [29] and subsequently

measured in humans with the Doppler and MRI technique [7,19,21,89,111,119]. Results show

that the hydrostatic pressure gradient does not significantly affect the lumen of the vertebral

veins.

Accordingly, a classical model of the cerebral venous outflow [41] assumes the existence of

two main alternative routes (see Figure 2.1):

• the IJVs, with smaller resistance in supine condition;

• a parallel vertebral route with higher resistance.
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2.3. DESCRIPTION OF THE MODEL

In upright condition, when the first route collapses, blood flow is diverted to the second one.

As depicted in Figure 2.1, anatomically speaking IJVs are commonly divided in three seg-

ments, as recently established by a scientific consensus [123]:

• left and right lower segments (J1) correspond to the point close to the junction of the

IJVs with the subclavian vein, at the confluence with the brachiocephalic vein trunk;

• the middle segments (J2) correspond to the point where IJVs are in an anatomical

relationship with the more lateral contour of the thyroid gland;

• the upper segments (J3) correspond to the point before the passage through the jugular

foramen into the skull.

Such elements collapse according to the tube law [14,36].

Beside that, other aspects related to IJV and cerebral venous outflow system are still prob-

lematic. First of all, cerebral autoregulation maintains blood flow to the brain quite constant,

despite pressure changes, as already said [1, 79]. Moreover, using the ECD technique, it is

observed that blood flow along IJVs is not longitudinally constant but increases progressively

when the measurement site is moved from the upper sections (close to the jugular foramen into

the skull, J3) to the downstream sections (close to the subclavian vein, J1) [19,105,125,127].

The first aspect means that the discrepancy in the jugular blood flow (much greater than

that measured in the vertebral system) must be carried out in the upright state. This implies

that other routes significantly contribute to the orthostatic venous outflow.

The second observation supports the idea that additional anastomotical routes carry part of

the cranial blood flow to the IJVs even in upright position, bypassing the upstream more col-

lapsed sections. In fact, as a consequence of the different effect of gravity, only the higher por-

tions of the IJVs are probably fully collapsed, whereas the downstream sections are opened.

We are aware of anatomical presence of intra- and extra-cranial connection but their anatom-

ical assessment and physiological contribution to brain circulation is not fully understood

yet [119]. All these aspects must be taken into account for a proper modelization of the

system.

2.3 Description of the model

The model reproduces physiological behavior of the arterial, cerebral, IJV, and extrajugular

ducts in terms of pressures and flows. To do that, it includes a validated 0D submodel for

the simulation of the intracranial circulation [39, 108, 110], a validated 0D submodel of the

cerebral drainage system that accounts for the dependence of the hydraulic properties of the

IJVs with respect to the gravity field [37, 38] (Sections 2.3.1 and 2.4.1), and a validated 1D

submodel for the simulation of pulse waves in arteries [64] (Sections 2.3.2 and 2.4.2). In the

following the model with its parameters is described.

The model was built starting from the intracranial 0D part, already developed by the De-

partment of Electrical, Electronic and Information Engineering of the University of Bologna

(Bologna, Italy) [39, 108, 110]. First, we added to it the jugular and extrajugular drainage

pathways to connect brain to vena cava, as depicted in Figure 2.2 [37, 38]. After that, we

added the arterial system (thanks to the cooperation with the Institute of Nuclear Physics,
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Mathematical model of cerebral and extracerebral blood circulation

Polish Academy of Sciences (Kraków, Poland) [64] to expand the system in its current form

(Figure 2.4).

2.3.1 Description of the 0D submodel (intracranial and venous model)

The hemodynamic model for the intracranial compartment [39,108,110] is represented in the

top box (BRAIN) of Figure 2.2.

This part of the model simulates:

• the hemodynamics of the arterial, arteriolar and venous cerebrovascular bed;

• the cerebral arterioles regulation mechanisms;

• the CSF production and reabsorption processes;

• the Starling resistor mechanism for the cerebral veins;

• the nonlinear pressure-volume relationship of the craniospinal compartment.

The conductance of the intracerebral arterioles is subjected to autoregulatory mechanisms,

which work to maintain quite a constant cerebral blood flow despite moderate changes in

cerebral perfusion pressure [108]. Equations for a proper simulation of mechanisms such as

cerebrospinal circulation and cerebral veins behavior are also inserted in the model. Details

of all the parameters and how they are connected to save mass conservation at all the nodes

of the circuit, together with all the equations and how they are linked to extracranial parts

of the model are reported in Section 2.4.

Cerebral venous system plays an important role within the system that regulate cerebral

hemodynamics. However, it is difficult to deal with modeling of extracranial network of

veins that drains head and brain, because this vascular tree is quite intricate, and stressed

by several phenomena involving respiration, postural changes and the gravity field. These

phenomena deeply act on the dynamics of blood flowing toward the heart [33,90]. The venous

model [37,38] (represented as IJV, vertebral, and azygos blocks in Figure 2.2) is able to:

• simulate the average pressures and flows in different points of the IJV and extrajugular

ducts;

• take into account the amount of blood coming from the anastomotic connections;

• simulate how the blood redistribution due to change of posture affects flows and pres-

sures in specific points of the system;

• simulate redistributions due to stenotic patterns.

Cerebral blood flow Q is the total blood volume entering the cranial cavity per unit time. At

the exit from the skull, it is drained by IJV, vertebral and collateral veins, with IJVs that

contribute to drain the main part of blood only in supine position. Therefore, the main part

of the model is composed of two venous ducts to simulate left and right IJV. Such veins are

the main outflow vessels from the brain [116]. They are modeled by dividing them into three

segments (J3, J2, and J1, starting from the upper segment, see Figure 2.1) [123] with different
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Figure 2.2: Scheme of the hemodynamic parameter model for the study of cerebral venous outflow
[37, 38]. Box on the top part (BRAIN) is the submodel for the intracranial circulation
[39,108,110]. Out of the BRAIN box the 0D submodel for the cerebral drainage system
is depicted.
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conductive and capacitive values, to better implement the different biomechanical properties

of these vessels along their length and to better simulate the effect of hydrostatic pressure

gradient in upright position [37]. Transmural pressure easily acts on cross sectional area of

collapsible tubes, and so on conductances. Hydrostatic pressure gradient acts on transmural

pressure of the collapsible veins of the neck changing the hydraulic properties of the vessels

from the supine to sitting position [7, 21]. Indeed, the biomechanical properties of the IJVs

change along their lengths, because in the upright position they act like collapsible tubes

interacting with the hydrostatic pressure gradient. This phenomenon must not be neglected

in a solid and detailed model of the cerebral circulation. Therefore, they are modeled as

collapsible vessels with conductances that are deeply affected by transmural pressure on the

vessels wall [7, 21,36,55].

Moreover, for a complete model it is necessary to take into account the other drainage routes

beside the IJVs, like verterbral and collateral pathways, that lead blood out of the brain when

conductances of IJVs decreases after postural changes or onset of venous obstructions. These

alternative routes (supposed to not suffer the hydrostatic pressure gradient and so to not

vary the conductance with posture changes) drain venous flow from the brain into IJVs with

several connections called anastomoses, or directly to vena cava [19,105,125,127]. To account

for the growth of blood flow from J3 to J1 [19, 26, 30, 105, 111, 125, 127], we must consider

that a quota of the head inflow is conveyed into the IJVs more caudally with respect to the

J3 position, through intra- and extracranial anastomosis. To account for this experimental

evidence, the model is developed so that the two jugular veins are linked by a network of eight

constant conductances and two constant capacitors that simulate the presence of collaterals

and anastomotic connections. The segmentation of IJVs also makes the model a good tool

to easily simulate differences on blood redistribution on the left and right sides (there is

experimental evidence that blood flow is not the same in the right and left part of the jugular

system) [19, 120, 127]. This collateral network also allows the drainage of the extracranial

venous blood, i.e., of that part of blood coming from the two external arteries to serve the

head organs and tissues out of the braincase [127]. Moreover, a basic submodel of six constant

conductances and three constant capacitors is implemented in the main model to describe

the lumbo-azygos system, which links jugular and vertebral pathways at the level of superior

vena cava [116].

Respiration is the other major effect involved on brain drainage. The thoracic pump [125]

produces an additional periodic variation on venous conductances and compliances that is

accounted in the model. To simulate effects due to respiration we make use of the following

pressure profile as input to the pressure Pcv [57,60,81], i.e. at the end of the venous pathway

(Figure 2.3).

2.3.2 Description of the 1D submodel (arterial model)

The hemodynamic model for the simulation of the arterial compartment [64] is represented

in the left part of Figure 2.4, where the current version of the system (comprehensive of both

1D arterial and 0D intracranial and venous submodels) is depicted.

One dimensional modeling of the blood flow in deformable vessels has proven to be a

simple and effective approach to simulations of the hemodynamics in the larger arteries of

the body [13,49].
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Figure 2.3: Pressure profile of the central venous pressure Pcv (simulation of two complete respi-
ratory cycles are reported). The duration time of one respiratory cycle is 4.8 s, corre-
sponding to six heart beats with no tachycardiac effects.

An anatomically detailed model consisting of a network of electric transmission lines is used

here to simulate propagation of the pulse waves in humans. It is a new numerical simulation

method that allows one to predict the time dependence (waveform) of pressure at any location

of the arterial system in humans [64]. This kind of models are particularly effective in the

description of large scale properties of the entire arterial system and of its response to some

lesions and/or external hazards. Starting from experimental data collected at rest [6], the 1D

model can simulate blood pressure during rest and exercise condition, changes in the heart

rate, basal properties of left ventricle valve and its disfunctions.

The input data include the geometry and the elastic properties of the arteries as well as the

rheological parameters of blood [74]. Thus, the method can account for individual anatomic

details of the subject examined. In its simplest realization the model involves lengths and

topology of the arterial segments as well as the propagation parameters: the phase velocity

and the characteristic impedance of each segment. This allows the reflection and transmission

coeffcients to be calculated at each bifurcation [2, 87]. The elasticity of vessel walls is at

the origin of the wave-like character of blood flow in arteries. In principle the number of

propagation modes is infinite [28, 51], but the most significant effect belongs to the Young

mode easily palpable at wrist. Restricting the attention to this mode allows one to treat the

vessels as monomode 1D waveguides.

From our purposes, we need to properly reproduce the arterial pressure in external, internal

and vertebral arteries so that to give such pressures as input to braincase and head circulation.

To simulate heart rate we make use of the pressure profile in the left ventricle depicted in

Figure 2.5.

The duration of every heartbeat is 0.8 s, while minimum and maximum pressure are 27.0

and 60.7 mmHg, respectively. Boundary conditions to the propagation of this disturbance

are the geometrical and mechanical properties of the vessel tree and the presence of the aortic

valve.

Literature data about geometrical and mechanical properties of the arterial ducts are used to

calculate all the necessary parameters to close the system of differential equations (see Table
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Mathematical model of cerebral and extracerebral blood circulation

Figure 2.4: Mathematical model for the study of the cerebral and extracerebral circulation. Box on
the top part is the scheme of the intracranial 0D submodel. Right part is the represen-
tation of the 0D submodel for the cerebral drainage system, while in the left part the
1D submodel for the human arterial tree is depicted.
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Figure 2.5: Pressure waveform at the level of left ventricle. The duration time is 800 ms, minimum
pressure is 27.0 mmHg (at t = 0 ms), while maximum pressure is 60.7 mmHg (at t =
257 ms) [74].

2.8). A time dependent reflection coefficient, Rv, is defined to simulate the aortic valve. We

have Rv > 1 (more pressure is reflected than it comes in) when the aortic valve is open and

Rv = 1 (total reflection) when it is closed [4] (Figure 2.6).
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Figure 2.6: Reflection coefficient of the heart valve. The duration time is 800 ms, with Rv > 1 from
t = 0 ms to t = 301 ms (maximum value Rv = 1.6 at t = 152 ms) and Rv = 1 from t =
302 ms to t = 800 ms.

Pressure waveform at the level of left ventricle is then transmitted throughout all the

arterial tree and produces pressure oscillations in all the segments. We are interested in the

pressure behavior of left and right vertebral artery (segment 20 and 6 of Figure 2.4), left and

right internal carotid artery (segment 16 and 12) and left and right external carotid artery

(segment 17 and 13). Vertebral arteries supply blood to the upper spinal cord, brainstem,

cerebellum, and posterior part of brain. Internal carotid arteries arise from the common

carotid arteries where these bifurcate into the internal and external carotid arteries at cervical

vertebral level 3 or 4. The internal carotid arteries supply the brain, while the external carotid
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arteries supply portions of the head, such as face, scalp, skull, and meninges [33, 44, 78]. We

use the sum of pressures carried by vertebral and internal carotid arteries as input to the 0D

intracranial model (arterial pressure Pa), and sum of pressures carried by external carotid

arteries as input to the extracerebral duct (external pressure Pex). These pressures are the

basic arterial inputs to the brain and venous part of the model, i.e. to the 0D model.

In addition to that, we choose to simulate cycling exercise and tachycardia. To simulate

effects due to legs exercise (cycling) we choose to alternatively produce the pressure profile

of Figure 2.7 at the level of segment 44 (left external iliac artery) simultaneous to 52 (right

femoral artery), and segment 50 (right external iliac artery) simultaneous to 46 (left femoral

artery), as extra input of the arterial model.
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Figure 2.7: Pressure waveform at the level of legs (segment 44 and 46 for the left leg, and 50 and 52
for the right leg) to simulate cycling exercise. The duration time is 800 ms, minimum
pressure is 35.0 mmHg (at t = 0 ms), while maximum pressure is 94.5 mmHg (at t =
257 ms).

To simulate effects due to tachycardia we make use of the same pressure profile in the

left ventricle depicted in Figure 2.5, but with double frequency (i.e. the duration time of one

heartbeat is 400 ms).

2.4 Equations of the model

The model is made up of several differential equations. We adjusted every parameter value in

search of agreement between model simulations and measurements that can be obtained from

experimental or literature results. All the model equations are presented in the following.

2.4.1 Equations of the 0D submodel (intracranial and venous system of

equations)

For what concern the cerebral and venous submodels, every equation links together the

elements representative of a specific point x (i.e., pressure Px, conductance Gx, and capacity

Cx) with the elements representative of the other segments of the system to account for mass
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conservation and to include effects due to posture changes [7,21,36,55]. We refer to resistance

of a given tract Rx as the inverse of the conductance Gx of the same tract. Table 2.1 provides

a glossary of terms.

The mathematical model of the cerebral hemodynamics has been fully developed and

validated [39, 108, 110]. It simulates the hemodynamics of the arteriovenous cerebrovascular

bed and the related mechanisms [90], such as:

• regulation activity of cerebral arterioles;

• CSF production and reabsorption processes;

• Starling resistor mechanism for the cerebral veins.

A thorough justification of all the parameters concerning the intracranial circulation can be

found in literature [108, 110]. Briefly, intracranial vascular resistances and capacities were

assigned on the basis of physiological and anatomical data on brain hemodynamics in a

normal subject. The autoregulation gain and time constants were given to simulate the

typical autoregulation response of an healthy individual who exhibits mild CBF changes

despite cerebral perfusion pressure changes (see Figure 2.8).
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Figure 2.8: Curves of the cerebral blood flow vs. cerebral perfusion pressure for maximum (Gaut = 1)
and progressive impaired autoregulation gain.

Parameters summarizing the CSF circulation and intracranial compliance were set to

establish a normal hydrodynamics, as derived from infusion tests in the neurological literature.

All the intracranial basal parameters are summarized in Table 2.2.

Mathematical equations for intracranial blood dynamics and CSF circulation have been

written by imposing the mass conservation principle at all the circuit nodes. Mass conserva-

tion at the node of pial arterioles pa implies the following equation:

d (Ppa − Pic)
dt

=
1

Cpa

[
Pa − Ppa

Rla +Rpa/2
− Ppa − Pc

Rpa/2
− dCpa

dt
(Ppa − Pic)

]
(2.1)

Capillary pressure Pc is given by:

Pc =

(
Pv
Rpv

+
Ppa
Rpa/2

+
Pic
Rf

)
/

(
1

Rpv
+

1

Rpa/2
+

1

Rf

)
(2.2)
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Table 2.1: Glossary of terms related to the 0D part of the model.

Symbol Quantity

A Parameter related to the resistance of the jugular segments to collapse
AZY Lumbo-azygos system
azy1 Distal azygos
azy2 Proximal azygos
c3 Upper segment of the collateral network
CBF Cerebral blood flow
cj2 Lower anastomoses
cj3 Upper anastomoses
Cazy Capacity of the azygos system
Cc2 Capacity of the middle segment of the collateral network
Cc3 Capacity of the upper segment of the collateral network
Cic Intracranial capacity
Cjl2 Capacity of the middle segment of the left internal jugular vein
Cjl3 Capacity of the upper segment of the left internal jugular vein
Cjr2 Capacity of the middle segment of the right internal jugular vein
Cjr3 Capacity of the upper segment of the right internal jugular vein
Cpa Capacity of the pial arterioles
Cpan Basal capacity of the pial arterioles
CSF Cerebrospinal fluid
Csvc Capacity of the superior vena cava
Cvi Capacity of the intracranial veins
Cvs Capacity of the terminal intracranial veins
Cvv Capacity of the vertebral veins
Cx Capacity of the generic segment x of the circulatory system
∆Cpa Amplitude of the curve of the pial arterioles capacity
∆Cpa1 Value of the capacity of the pial arterioles during vasodilation simulation
∆Cpa2 Value of the capacity of the pial arterioles during vasoconstriction simulation
g Gravity acceleration
G0 Conductance of the cerebrospinal fluid outflow tract
Gaut Gain of the autoregulation mechanism related to CBF variations
Gazy1 Conductance of the distal azygos
Gazy2 Conductance of the proximal azygos
Gc1 Conductance of the lower segment of the collateral network
Gc2 Conductance of the middle segment of the collateral network
Gc3 Conductance of the upper segment of the collateral network
Gcjl2 Conductance of the lower anastomotic connection (left side)
Gcjl3 Conductance of the upper anastomotic connection (left side)
Gcjr2 Conductance of the lower anastomotic connection (right side)
Gcjr3 Conductance of the upper anastomotic connection (right side)
Gex Conductance of the external carotid arteries
Gjl1 Conductance of the lower segment of the left internal jugular vein
Gjl2 Conductance of the middle segment of the left internal jugular vein
Gjl3 Conductance of the upper segment of the left internal jugular vein
Gjr1 Conductance of the lower segment of the right internal jugular vein
Gjr2 Conductance of the middle segment of the right internal jugular vein
Gjr3 Conductance of the upper segment of the right internal jugular vein
Glv Conductance of the lumbar vein
Gsvc1 Conductance of the upper segment of the superior vena cava (jugular confluence)
Gsvc2 Conductance of the lower segment of the superior vena cava
Gvs Conductance of the terminal intracranial veins
Gvv2 Conductance of the lower part of the vertebral vein
Gvvl Conductance of the left vertebral vein
Gvvr Conductance of the right vertebral vein
Gx Conductance of the generic segment x of the circulatory system
h Length of a jugular segment
hbf Mock cerebrospinal fluid possibly injected into or subtracted from the cranial cavity
IJV Internal jugular vein
J1 Lower segment of the internal jugular veins
J2 Middle segment of the internal jugular veins
J3 Upper segment of the internal jugular veins
jr3 Upper segment of the right jugular vein
kCpa Parameter for the capacity of the pial arterioles
kE Intracranial elastance coefficient
kjl1 Parameter for the basal conductance of the lower segment of the left internal jugular vein
kjl2 Parameter for the basal conductance of the middle segment of the left internal jugular vein
kjl3 Parameter for the basal conductance of the upper segment of the left internal jugular vein
kjr1 Parameter for the basal conductance of the lower segment of the right internal jugular vein
kjr2 Parameter for the basal conductance of the middle segment of the right internal jugular vein
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kjr3 Parameter for the basal conductance of the upper segment of the right internal jugular vein
kR Parameter for the resistance of pial arterioles
kven Parameter for the intracranial venous capacity
kx Parameter for the basal conductance of internal jugular and vertebral veins
pa Pial arterioles
Pa Arterial pressure
Pazy Pressure in the azygos system
Pc Pressure in the intracranial capillaries
Pc2 Pressure in the middle segment of the collateral network
Pc3 Pressure in the upper segment of the collateral network
Pcv Pressure in the vena cava
Pic Intracranial pressure
Picn Basal intracranial pressure
Pj1ext Pressure outside the lower segment of the internal jugular veins
Pj2ext Pressure outside the middle segment of the internal jugular veins
Pj3ext Pressure outside the upper segment of the internal jugular veins
Pjl2 Pressure in the middle segment of the left internal jugular vein
Pjl3 Pressure in the upper segment of the left internal jugular vein
Pjr2 Pressure in the middle segment of the right internal jugular vein
Pjr3 Pressure in the upper segment of the right internal jugular vein
Plv Pressure in the lumbar vein
Ppa Pressure in the pial arterioles
Psvc Pressure in the lower segment of the superior vena cava
Psvc1 Pressure in the upper segment of the superior vena cava (jugular confluence)
Pv Pressure in the cerebral veins
Pv1 Transmural pressure value at which cerebral veins collapse
Pvs Pressure in the venous sinuses
Pvv Pressure in the vertebral veins
Px Pressure in the generic segment x of the internal jugular veins
Pxext External pressure of the x segment of the internal jugular veins
Pxint Internal pressure of the x segment of the internal jugular veins
Q Cerebral blood flow
Q0 Cerebrospinal fluid outflow rate
Qazy1 Flow in the distal azygos
Qc1 Flow in the lower segment of the collateral network
Qc2 Flow in the middle segment of the collateral network
Qc3 Flow in the upper segment of the collateral network
Qcjl2 Flow in the lower anastomotic connection (left side)
Qcjl3 Flow in the upper anastomotic connection (left side)
Qcjr2 Flow in the lower anastomotic connection (right side)
Qcjr3 Flow in the upper anastomotic connection (right side)
Qex Flow in the external carotid arteries (flow to face and neck)
Qf Cerebrospinal fluid formation rate
Qj1 Total flow in the lower segments of the internal jugular veins
Qj2 Total flow in the middle segments of the internal jugular veins
Qj3 Total flow in the upper segments of the internal jugular veins
Qjl1 Flow in the lower segment of the left internal jugular vein
Qjl2 Flow in the middle segment of the left internal jugular vein
Qjl3 Flow in the upper segment of the left internal jugular vein
Qjr1 Flow in the lower segment of the right internal jugular vein
Qjr2 Flow in the middle segment of the right internal jugular vein
Qjr3 Flow in the upper segment of the right internal jugular vein
Qlv Flow in the lumbar vein
Qn Basal cerebral blood flow
Qrv Flow in the renal vein
Qsvc1 Flow in the upper segment of the superior vena cava (jugular confluence)
Qtot Total inflow
Qtotout Total outflow
Qvv Total flow in the vertebral veins
Qvvl Flow in the left vertebral vein
Qvvr Flow in the right vertebral vein
R0 Resistance to the cerebrospinal fluid outflow
Rf Resistance to the cerebrospinal fluid formation
Rx Resistance of the generic segment x of the circulatory system
ρ Blood density
Rla Resistance of the basal intracranial arteries
Rpa Resistance of the pial arterioles
Rpv Resistance of the proximal intracranial veins
Rvs Resistance of the terminal intracranial veins
Rvs1 Terminal intracranial vein resistance when Pic is equal to Pvs

t Time
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τaut Time constant of the autoregulation mechanism related to cerebral flow variations
vi Cerebral veins
V V Vertebral vein
x Generic segment of the circuit
xaut State variable of the autoregulation mechanism related to cerebral flow variations

Table 2.2: Basal values of quantities related to the intracranial circuit (supine condition).

Quantity V alue

Cpan 0.205 mlmmHg−1

∆Cpa1 2.87 mlmmHg−1

∆Cpa2 0.164 mlmmHg−1

Gaut 3
kE 0.077 ml−1

kR 13.1 · 103 mmHg3sml−1

kven 0.155 ml−1

Pa 100 mmHg
Picn 9.5 mmHg
Ppa 58.9 mmHg
Pv 14.1 mmHg
Pv1 −2.5 mmHg
Pvs 6 mmHg
Qn 12.5 mls−1

R0 526.3 mmHgsml−1

Rf 2.38 · 103 mmHgsml−1

Rla 0.6 mmHgsml−1

Rpv 0.880 mmHgsml−1

Rvs1 0.366 mmHgsml−1

τaut 20 s
xaut 2.16 · 10−4

The left term of Equation 2.1 is the variation of transmural pressure in time at the node of

pial arterioles. It depends on the blood flow entering and leaving the node (the first 2 terms

in the brackets at the right side) and on the active changes in arterial capacity Cpa over time

(the last term in brackets). The value of Cpa at the denominator accounts for the ability of

the duct to store blood without variations of transmural pressure: the higher the value of

Cpa the lower the change in pressure over time. All other mass conservation equations have

a similar meaning.

Mass conservation at the node of cerebral veins vi implies the following equation:

d (Pv − Pic)
dt

=
1

Cvi

[
Pc − Pv
Rpv

− Pv − Pvs
Rvs

]
(2.3)

The relationship between Cvi and pressure is given by the following equation:

Cvi =
1

kven (Pv − Pic − Pv1)
(2.4)

Control mechanisms work at the level of the arteriolar cerebrovascular bed by modifying Rpa

and Cpa. Autoregulation activated by relative changes in Q is given by the following equation:

dxaut
dt

=

(
1

τaut

)[
−xaut +Gaut

(
Q−Qn
Qn

)]
(2.5)

where the minus sign of xaut simulates the fact that a fall in blood flow causes a rapid

dilatation of resistance vessels, whereas a rise in blood pressure causes vasoconstriction.

The existence of maximal limits for the vascular response (total vasodilation and maximal

vasoconstriction) is simulated by a sigmoidal relationship with upper and lower saturation
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levels acting on pial arteries capacity Cpa, so that:

Cpa =

(
Cpan − ∆Cpa

2

)
+
(
Cpan +

∆Cpa

2

)
exp

[
−xaut
kCpa

]
1 + exp

[
−xaut
kCpa

] (2.6)

The sigmoidal curve cannot be symmetrical because the increase in blood volume induced by

vasodilation is higher than the blood volume decrease induced by vasoconstriction. Hence, two

different values must be chosen for the parameter ∆Cpa, depending on whether vasodilation

or vasoconstriction is considered. We have

if xaut < 0 then ∆Cpa = ∆Cpa1 and kCpa = ∆Cpa1/4 (2.7)

for the vasodilation simulation, and

if xaut > 0 then ∆Cpa = ∆Cpa2 and kCpa = ∆Cpa2/4 (2.8)

for the vasoconstriction simulation.

The value of pial arterioral resistance is given by the formula:

Rpa =
kRC

2
pan

[(Ppa − Pic)Cpa]2
(2.9)

The following equations account for cerebrospinal fluid formation rate Qf and outflow rate

Q0

Qf =
Pc − Pic
Rf

if Pc > Pic, else Qf = 0 (2.10)

Q0 =
Pic − Pvs

R0
if Pic > Pvs, else Q0 = 0 (2.11)

An expression for the resistance of the terminal intracranial veins Rvs is computed as follows:

Rvs =
Pv − Pvs
Pv − Pic

Rvs1 if Pv > Pvs, else Rvs = Rvs1 (2.12)

Application of mass conservation at the intracranial volume leads to the following equations:

dPic
dt

=
1

Cic

[
d (Ppa − Pic)

dt
Cpa +

d (Pv − Pic)
dt

Cvi +
dCpa
dt

(Ppa − Pic) +Qf −Q0 + hbf

]
(2.13)

and

Cic =
1

kEPic
(2.14)

This formula states that the variation in time of the intracranial pressure is the result of

several factors. The first and the second term in brackets at the right side of Equation 2.13

refer to changes in transmural pressure at the level of arterioles and cerebral veins, the third

term refers to change on pial artery capacity, while the other terms refer to CSF inflow or
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outflow. Intracranial capacity Cic at the denominator accounts for the ability of the skull to

store volume.

The structure of the cerebral venous outflow model has been developed starting from a recent

work [127]. It is build by using two types of equations. Equations from 2.15 to 2.24 are the

state equations of the model and implement the mass conservation at all the circuit nodes.

We can see how the pressure at a given point (e.g. jr3 in Equation 2.16) is related to capacity,

conductances, and drops of pressure.

dPvs
dt

=
1

Cvs
[(Pv − Pvs)Gvs − (Pvs − Pic)G0 − (Pvs − Pjr3)Gjr3 − (Pvs − Pjl3)Gjl3

− (Pvs − Pc3)Gc3 − (Pvs − Pvv)Gvvl − (Pvs − Pvv)Gvvr]
(2.15)

dPjr3
dt

=
1

Cjr3
[(Pvs − Pjr3)Gjr3 − (Pjr3 − Pc3)Gcjr3 − (Pjr3 − Pjr2)Gjr2] (2.16)

dPjr2
dt

=
1

Cjr2
[(Pjr3 − Pjr2)Gjr2 − (Pjr2 − Pc2)Gcjr2 − (Pjr2 − Psvc1)Gjr1] (2.17)

dPjl3
dt

=
1

Cjl3
[(Pvs − Pjl3)Gjl3 − (Pjl3 − Pc3)Gcjl3 − (Pjl3 − Pjl2)Gjl2] (2.18)

dPjl2
dt

=
1

Cjl2
[(Pjl3 − Pjl2)Gjl2 − (Pjl2 − Pc2)Gcjl2 − (Pjl2 − Psvc1)Gjl1] (2.19)

dPc3
dt

=
1

Cc3
[(Pvs − Pc3)Gc3 + (Pjr3 − Pc3)Gcjr3 + (Pjl3 − Pc3)Gcjl3 + (Pa − Pc3)Gex

− (Pc3 − Pc2)Gc2]

(2.20)

dPc2
dt

=
1

Cc2
[(Pc3 − Pc2)Gc2+(Pjr2 − Pc2)Gcjr2+(Pjl2 − Pc2)Gcjl2−(Pc2 − Pcv)Gc1] (2.21)

dPsvc
dt

=
1

Csvc
[(Psvc1 − Psvc)Gsvc1 + (Pazy − Psvc)Gazy2 − (Psvc − Pcv)Gsvc2] (2.22)
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dPvv
dt

=
1

Cvv
[(Pvs − Pvv)Gvvl + (Pvs − Pvv)Gvvr − (Pvv − Pazy)Gazy1 − (Pvv − Plv)Gvv2]

(2.23)

dPazy
dt

=
1

Cazy
[(Pvv − Pazy)Gazy1 + (Plv − Pazy)Glv − (Pazy − Psvc)Gazy2] (2.24)

To include dynamics due to posture changes from supine to upright in the gravity field,

conductances in the IJVs are modeled using a nonlinear relation (Equation from 2.25 to 2.30)

with switch-like properties so that for negative or low transmural pressure Pxint − Pxext at a

given point x, the related vessel conductance Gx is low, while for high transmural pressure,

vessel conductance approaches a maximum value [41].

Gjr3 = kjr3

[
1 +

(
2

π

)
arctan

(
Pvs − Pj3ext

A

)]2

(2.25)

Gjl3 = kjl3

[
1 +

(
2

π

)
arctan

(
Pvs − Pj3ext

A

)]2

(2.26)

Gjr2 = kjr2

[
1 +

(
2

π

)
arctan

(
Pjr3 − Pj2ext

A

)]2

(2.27)

Gjl2 = kjl2

[
1 +

(
2

π

)
arctan

(
Pjl3 − Pj2ext

A

)]2

(2.28)

Gjr1 = kjr1

[
1 +

(
2

π

)
arctan

(
Pjr2 − Pj1ext

A

)]2

(2.29)

Gjl1 = kjl1

[
1 +

(
2

π

)
arctan

(
Pjl2 − Pj1ext

A

)]2

(2.30)

Starting from the work on the intracranial circuit [108], we moved around several experimen-

tal data to choose the right inputs for the jugular-extrajugular network, adopting reasonable

criteria to determine parameters not available from literature. The values of all conductances

in the extracranial circulation (reported in Table 2.3) were assigned starting from physiologi-

cal values of pressures (Table 2.4) to reproduce the supine average flows and supine to upright

percentage flow variations in each portion of the model (Tables 2.5 and 2.6, see Section 3.2

for experimental details).

Conductances that must be changed to reproduce differences among normal and stenotic

subjects are listed in Table 2.3 part A, while unchanged conductances are listed in Table 2.3,

part B.

Table 2.5 summarizes the calculated average blood flows Q, Qex, Qjr3, Qjl3, Qjr2, Qjl2,

and Qvv, with corresponding standard deviations (SDs), for every subgroup.

Average blood flows Q, Qj3, Qj2, Qj1, and Qvv of 10 NST volunteers, measured by using

the ECD technique, are reported in Table 2.6 with corresponding SDs.
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Table 2.3: List of the conductance values to reproduce the average flow data reported in Table 2.5
and the flow percentage variations reported in Table 2.6.

G [mls−1mmHg−1] NST LL-R ST UL-L ST

A)

Gvv1 0.60 3.90 7.70
kjl3 6.00 6.00 0.86
kjr2 16.00 2.30 16.00

B)

Gc2 11.00
Gc3 21.43
Gcjl2 6.67
Gcjl3 16.00
Gazy1 1.33
Gazy2 1.78
Gc1 1.18
Gcjr2 6.67
Gcjr3 21.00
Gex 0.03
Glv 0.89
Grv 0.41
Gsvc1 78.50
Gsvc2 81.17
Gvv2 0.83
kjl1 7.27
kjl2 8.00
kjr1 7.27
kjr3 13.00

Table 2.4: Basal values of pressures related to the jugular-vertebral circuit (supine condition).

Pressure Symbol V alue [mmHg]

At the collateral (superior tract) Pc3 6.00
At the right IJV (superior tract) Pjr3 5.85
At the left IJV (superior tract) Pjl3 5.85
At the collateral (middle tract) Pc2 5.85
At the vertebral vein Pvv 5.80
At the right IJV (middle tract) Pjr2 5.70
At the left IJV (middle tract) Pjl2 5.70
At the azygos vein Pazy 5.50
At the superior vena cava (superior tract) Psvc1 5.40
At the superior vena cava (inferior tract) Psvc 5.20
At the right atrium (central venous pressure) Pcv 5.00
External at J3 and J2 Pxext 0
External at J1 Pxext -6.50

Table 2.5: MRI average data of flows related to cerebral, external, IJV, and vertebral circuits in the
supine condition. Flow values are reported in ml/s with SDs.

MRI n Q Qex Qjr3 Qjl3 Qjr2 Qjl2 Qvv

NST 38 10.6 ± 1.6 2.8 ± 1.2 5.6 ± 2.1 3.1 ± 1.8 7.1 ± 2.4 4.4 ± 1.9 0.5 ± 0.6
LL-R ST 20 10.7 ± 1.8 3.0 ± 1.1 3.5 ± 2.5 4.0 ± 2.1 3.6 ± 2.7 4.7 ± 2.6 1.8 ± 1.6
UL-L ST 49 10.6 ± 1.8 3.2 ± 1.2 6.1 ± 2.5 0.8 ± 0.9 7.5 ± 2.1 2.1 ± 1.7 2.0 ± 1.6

Table 2.6: ECD average data of flow related to cerebral, IJV, and vertebral circuits in the NST
condition. Flow values are reported in ml/s with SDs.

ECD Q Qj3 Qj2 Qj1 Qvv

Supine 10.6 ± 1.9 6.0 ± 2.6 8.9 ± 3.4 22.0 ± 10.3 1.1 ± 0.7
Upright 10.6 ± 1.9 4.1 ± 2.0 5.2 ± 3.3 20.4 ± 12.5 2.3 ± 1.2
Variation (%) 0 -32 -42 -7 109
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The absolute values reported in Table 2.6 may be affected by a proportional error, typical

of the ECD technique, when moving from one tract to the next. Hence, we focused attention

only on the percentage variations within each column. The supine to upright percentage

variations detected with the ECD technique reported in Table 2.6 were used to assign con-

ductance to the anastomoses not directly involved in supine conditions. As shown in Table

2.4, we assumed a progressive pressure reduction from the venous sinuses to the right atrium

(i.e., the central venous pressure), assuming normal values as large as 6 and 5 mmHg, re-

spectively. Typical average values reported in Table 2.4 are assigned as basal values to the

pressure of the superior tract of collateral Pc3, of venous sinuses pressure Pvs [108], and of

central venous pressure Pcv [41]. Intermediate basal pressure values (Pjr3, Pjr2, etc . . . ) are

assigned to simulate a homogeneous pressure drop along the whole circuit from the exit of

venous sinuses to the vena cava. External pressure Pxext to the upper sections of the jugular

veins J3 and J2 is set to zero, while at the lower segments J1 is set to the average thoracic

pressure during a complete respiratory cycle [65].

Looking at the basal flows shown in Table 2.5, cerebral blood flow Q is the total blood volume

entering the cranial cavity per unit time. At the exit from the skull, it is drained by jugular,

vertebral and collateral veins, with the two IJVs that contribute to drain the main part of

blood only in supine position (see Section 2.2). Qex is the flow through left and right external

carotid arteries. Part of it is directed to every IJV via the anastomotic connections, while the

remaining blood is drained down through the middle collateral. Finally, part of the vertebral

flow enters in the azygos vein, while the remaining is divided between lumbar and renal vein

duct.

The values of the capacities in the extracranial circulation (Table 2.7) have been determined

using the following considerations:

• capacities in the IJV tracts and in the vertebral veins have been computed from the

values of transmural pressures, lengths, and areas reported in the literature [111] and

assuming a negligible unstressed volume;

• capacity of the azygos veins are assumed comparable to the capacity of the vertebral

veins;

• capacities of the collateral tracts have been computed, in the absence of clear geomet-

rical data, by assuming that they are approximately proportional to the square root of

conductances and using the capacities of the IJV tracts as a reference;

• a small value has been given to the capacity of the venous sinuses, since most of these

vessels are surrounded by the dura mater;

• we checked that, with the previous choices, the overall capacity of the venous outflow

circulation is close to the value reported in literature [109] for the capacity of the

cerebral venous vascular bed (10.7 ml/mmHg).

To complete the determination of model parameters, we need to assign a value to A and

kx in the equations describing the conductance of the IJVs (Equation from 2.25 to 2.30).

These values have been given to address two major requirements:
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Table 2.7: Capacities related to the jugular-vertebral circuit (supine condition).

Capacity Symbol V alue [mlmmHg−1]

At the venous sinuses Cvs 0.5
At the right internal jugular (superior tract) Cjr3 1.0
At the left internal jugular (superior tract) Cjl3 1.0
At the right internal jugular (middle tract) Cjr2 2.5
At the left internal jugular (middle tract) Cjl2 2.5
At the central collateral (superior tract) Cc3 0.7
At the central collateral (middle tract) Cc2 1.4
At the superior vena cava (lower tract) Csvc 20.0
At the azygos vein Cazy 0.5
At the vertebral vein Cvv 0.5

• in supine position, conductances must assume a constant value in accordance with the

linear relationship between drops of pressure and flows and in accordance with the

values reported in Tables 2.4 and 2.5;

• in upright position, the conductance changes induced by venous collapse (consequence

of the hydrostatic pressure gradient) determine a redistribution of blood flow from

IJVs to the vertebral-azygos complex and the collateral route. These changes have

been assigned to simulate percentage variations of IJV blood flow and vertebral blood

flow reported in Table 2.6.

It is worth noting that the last criterion is the only a posteriori information that we used

in assigning parameters. All other information was set a priori, i.e. was independent of the

results obtainable during posture changes. However, we did not use an automatic procedure

to assign these parameters but just a manual adjustment to verify reasonable agreement

between model blood flow changes and data.

2.4.2 Equations of the 1D submodel (arterial system of equations)

We simulate the 55 main arteries as depicted in Figure 2.4. The radii, curvatures and elastic

parameters of the vessels are available in literature [2, 13, 49, 87, 103, 115]. These parameters

are usually not constant along the segments. Table 2.8 shows the number of the vessel in the

reduced model, its name, length, mean value of the velocity, characteristic impedance, time

delay and reflection coefficient of the peripherals.

A practical method to obtain the electric parameters from the detailed anatomical data

is presented below.

The method of obtaining 1D equation of motion in a distensible vessel of varying cross section

has been developed in [6, 80, 94]. The governing equations involve conservation of mass and

the momentum balance in a control volume of the 1D vessel [80, 94]. The volumetric flow

Q(x, t) = AU , as a function of space x and time t, relates the cross section area A and

the average axial velocity U tethered in longitudinal direction. The pressure P is assumed

constant across the section, whereas the radial and azimuthal components of velocity are

neglected. For what concerns the arterial part of the model, gravitational effects on pressure

are ignored. The system of equations is:
∂A
∂t + ∂Q

∂x = 0

∂Q
∂t + ∂

∂x

(
αQ

2

A

)
+ A

ρ
∂P
∂x = f

ρ
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Table 2.8: Parameters of the arterial model. No. is the vessel number in the model, L is the length
of the vessel, c is the mean velocity, Z0 is the characteristic impedance, td is the time
delay, and Rf is the reflection coefficient of the peripherals.

No. V essel L [m] c [ms−1] Z0 [Ω] td [s] Rf

1 Ascending aorta 0.0400 5.3400 8.4935e+06 0.0075 -
2 Aortic arch A 0.0200 5.4708 1.4576e+07 0.0037 -
3 Brachiocephalic artery 0.0340 5.9351 5.1604e+07 0.0057 -
4 Subclavian (R) 0.0680 6.4731 1.3522e+08 0.0105 -
5 Common carotid (R) 0.1880 6.5757 1.6054e+08 0.0286 -
6 Vertebral (R) 0.1480 10.9677 1.0154e+09 0.0135 0.3583
7 Brachial artery (R) 0.2350 7.1998 3.6688e+08 0.0326 -
8 Radial artery (R) 0.2340 11.6832 1.5253e+09 0.0200 0.4740
9 Ulnar artery (R) 0.1520 23.0143 2.0393e+09 0.0066 -
10 Interossea artery (R) 0.0790 17.7770 7.3352e+09 0.0044 0.7068
11 Ulnar artery (R) 0.0850 11.0889 1.0266e+09 0.0077 0.3535
12 Internal carotid (R) 0.1180 11.8060 1.8018e+09 0.0100 0.9487
13 External carotid (R) 0.1180 11.9252 1.7714e+09 0.0099 0.5150
14 Aortic arch B 0.0390 5.4901 1.6027e+07 0.0071 -
15 Common carotid (L) 0.2090 6.5757 1.6054e+08 0.0318 -
16 Internal carotid (L) 0.1180 11.8060 1.8018e+09 0.0100 0.9487
17 External carotid (L) 0.1180 11.9252 1.7714e+09 0.0099 0.5150
18 Thoracic aorta A 0.0520 5.5203 1.8450e+07 0.0094 -
19 Subclavian (L) 0.0680 6.4731 1.3522e+08 0.0105 -
20 Vertebral (L) 0.1480 10.9677 1.0154e+09 0.0135 0.3583
21 Brachial artery (L) 0.2350 7.1998 3.6688e+08 0.0326 -
22 Radial artery (L) 0.2340 11.6832 1.5253e+09 0.0200 0.4740
23 Ulnar artery (L) 0.1520 23.0143 2.0393e+09 0.0066 -
24 Interossea artery (L) 0.0790 17.7770 7.3352e+09 0.0044 0.7068
25 Ulnar artery (L) 0.0850 11.0889 1.0266e+09 0.0077 0.3535
26 Intercostals 0.0920 5.1642 1.6054e+08 0.0178 0.5353
27 Thoracic aorta B 0.0520 5.5685 2.0622e+07 0.0093 -
28 Abdominal aorta A 0.0530 5.9701 6.1414e+07 0.0089 -
29 Coeliac artery A 0.0100 6.4555 1.4185e+08 0.0015 -
30 Coeliac artery B 0.0100 6.4555 1.4185e+08 0.0015 -
31 Hepatic artery 0.0660 7.5207 5.1934e+08 0.0088 0.3944
32 Gastric artery 0.0710 7.9679 8.2193e+08 0.0089 0.5290
33 Splenic artery 0.0630 6.9332 2.9557e+08 0.0091 0.2132
34 Superior mesenteric 0.0590 6.3835 1.1539e+08 0.0092 0.1696
35 Abdominal aorta B 0.0530 5.9701 6.1414e+07 0.0089 -
36 Renal artery (L) 0.0320 7.1949 3.5573e+08 0.0044 0.2656
37 Abdominal aorta C 0.0530 5.9701 6.1414e+07 0.0089 -
38 Renal artery (R) 0.0320 7.1949 3.5573e+08 0.0044 0.2656
39 Abdominal aorta D 0.0530 5.9701 6.1414e+07 0.0089 -
40 Inferior mesenteric 0.0500 8.2613 1.0786e+09 0.0061 0.5970
41 Abdominal aorta E 0.0530 5.9701 6.1414e+07 0.0089 -
42 Common iliac (L) 0.0580 6.0922 7.5303e+07 0.0095 -
43 Common iliac (R) 0.0580 6.0922 7.5303e+07 0.0095 -
44 External iliac (L) 0.0830 6.9399 2.7580e+08 0.0120 -
45 Internal iliac (L) 0.0500 14.2533 1.1910e+09 0.0035 0.1903
46 Femoral artery (L) 0.1270 10.2865 5.9687e+08 0.0123 -
47 Deep Femoral artery (L) 0.1270 10.2865 5.9687e+08 0.0123 0.1717
48 Posterior tibial artery (L) 0.3220 15.9357 1.6439e+09 0.0202 0.2376
49 Anterior tibial artery (L) 0.3250 15.3211 4.3267e+09 0.0212 0.7324
50 External iliac (R) 0.0830 6.9399 2.7580e+08 0.0120 -
51 Internal iliac (R) 0.0500 14.2533 1.1910e+09 0.0035 0.1903
52 Femoral artery (R) 0.1270 10.2865 5.9687e+08 0.0123 -
53 Deep Femoral artery (R) 0.1270 10.2865 5.9687e+08 0.0123 0.1717
54 Posterior tibial artery (R) 0.3220 15.9357 1.6439e+09 0.0202 0.2376
55 Anterior tibial artery (R) 0.3250 15.3211 4.3267e+09 0.0212 0.7324
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where ρ is the blood density, f(x, t) is the frictional force per unit length and α(x, t) =
1

AU2

∫
A u

2dσ is a non dimensional profile shape factor (also called the Coriolis coefficient)

that accounts for the non linearity of the sectional integration of the velocity u = (x; t).

Here, we will use the approximate value α ≈ 1 in the convective acceleration term of the

system above. Blood density ρ and viscosity µ of the blood are assumed to be constant at

37◦C so that ρ = 1050 kgm−3 and µ = 4.0 mPas [6]. The system above can be derived

by integrating the incompressible Navier-Stokes equations over a generic cross section of a

cylindrical domain [17,49,50,84,99,112].

In 1D modelling the velocity profile is commonly assumed to be constant in shape and ax-

isymmetric. A typical profile satisfying the no-slip condition (u|r=R = 0) is [49,99]:

u (x, r, t) = U
ξ + 2

ξ

[
1−

( r
R

)ξ]
(2.31)

where r is the radial coordinate, R(x, t) is the radius of the lumen (assumed to be circular)

and ξ = 2−α
α−1 is a constant.

An explicit algebraic relationship between P and A (the tube law) is also required to close

the system. The tube law is determined by the viscoelastic properties of the vessel walls

[48]. Voigt-type visco-elastic laws reproduce, in the first approximation, the main effects

of the walls properties on the blood flow in large arteries, including hysteresis and creep

[5, 11, 12, 18, 24, 88]. An example of this type of law that neglects the effects of wall inertia

and longitudinal pre-stress [34] is given by [5]:

P = Pe (A, x) +
Γ(x)

A0 (x)
√
A

∂A

∂t
(2.32)

Pe (A, x) = Pext +
β (x)

A0 (x)

(√
A−

√
A0 (x)

)
(2.33)

β (x) =
4

3

√
πE (x)h (x) (2.34)

Γ (x) =
2

3

√
πϕh (x) (2.35)

where Pe is the elastic component of pressure, h (x) is the wall thickness, β (x) is related to

the wall elasticity whereas E (x) and Γ (x) to the wall viscosity ϕ (x), both independent of

the transmural pressure. The reference area A0 (x) is the vessel area when P = Pext and
∂A
∂t = 0, which are typical initial conditions for numerical analysis. Therefore, the local cross

sectional area A(x, t) will depend on the shape of the artery given by A0 (x) and the mechan-

ical properties of the wall, which may change with x.

In the 1D formulation the nodes connecting the arterial segments are treated as discontinu-

ities, which is consistent with the long wavelength approximation. Detailed 3D calculation of

flow at arterial bifurcations show that the flow is generally very complex with the possibility

of transient separation and the development of secondary flows [6]. Most of these flow fea-

tures are confined to the region near the bifurcation and the long wave approximation allows

one to neglect their effects on the pulse wave in the 1D formulation.

The linearization of the governing equations yields an analogy with a transmission line, where
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resistance R, inductance L, and capacitance C are calculated per unit length of vessel as fol-

lows:

R =
2 (ξ + 2)πµ

A2
0

(2.36)

L =
ρ

A0
(2.37)

C =
2A

3/2
0

β
(2.38)

Equations 2.36 to 2.38 allows us to determine the wave speed c =
√

1
CL and the characteristic

impedance Z = ρc
A0

for every segment of a given artery (see Table 2.8) [6].

The linearized system of governing equations yields an analytical solution for wave reflection

and transmission where the physical properties of the arteries change. At a splitting and

merging junction, the reflection coefficients Raf , Rbf and Rcf for wave propagating in the

parent a and two daughter, vessels b and c respectively can be defined as the ratio of the

pressure amplitude in the reflected wave to the pressure amplitude in the incident wave. They

can be expressed as a function of the characteristic impedance of each segment:

Raf =
(Za0 )−1 −

(
Zb0
)−1 − (Zc0)−1

(Za0 )−1 +
(
Zb0
)−1

+ (Zc0)−1
(2.39)

The transmission coefficients Ta, Tb and Tc for waves propagating in the parent vessel a, and

daughters vessels b and c, can be defined as the ratio of the pressure perturbation transmitted

to the other two vessels to the pressure perturbation in the vessel where the initial wave is

propagated:

T j = 1 +Rjf , j = a, b, c (2.40)

The outlet of each terminal branch is assumed to be coupled to a single resistance R1 [3], so

that the corresponding reflection coefficient is:

Rf =
R1 − Z0

R1 + Z0
(2.41)

Putting R1 = 0 yields spurious wave reflections and R1 = Z0 corresponds to complete ab-

sorption of any incoming wave [3], where Z0 is the characteristic impedance of the peripheral

segment. We use the latter assumption in all the terminal branches of the model. At the

aortic valve we define a time-dependent reflection coefficient, Rv. As showed in Section 2.3.2),

we set Rv > 1 (more pressure is reflected than it comes in) when the aortic valve is open and

Rv = 1 (total reflection) when it is closed [4].
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Chapter 3

Experimental validation of the

mathematical model

3.1 Equation solver

During the first part of the work the connection between the 0D submodels (intracranial and

venous) was performed. To do that, we used the software package Berkeley Madonna (free

available version beta 9.0.111 [63]), developed on the Berkeley campus under the sponsorship

of National Science Foundation and National Institutes of Health and widely used in biology

and biological engineering [35, 42]. Sensitivity analysis and first comparisons with literature

and experimental results were also performed with the same software. After that, we moved

to the software package MATLAB R2016a (version 9.0.0.341360, [134] developed by The

MathWorks Inc., Natick, MA, 2016) to connect 1D and 0D submodels and allow an easier

user interface by using the Simulink block diagram environment. To solve the whole system of

equations we resort to an algorithmic approach. We chose the iterative method Runge-Kutta

4 to perform all the computations. The stepsize used to solve the system is 0.001 s.

3.2 Experimental MRI and US data

As we said in Chapter 2, the model is validated against experimental and literature results,

concerning respiration, tachycardia, jugular stenosis, and the effect of a posture change from

supine to upright.

We cannot use animal data taken from the literature since the circulatory system investigated

is significantly different in animals compared with humans. In particular, the extracranial

venous circulation in humans is specifically adapted to the maintenance of an upright posture,

which is the peculiar subject of the present work. For this reason, we dealt with some

ad hoc measurements on volunteers, using magnetic resonance imaging (MRI) and echo-

color Doppler (ECD) technique, to assess blood flow changes in the different portions of the

circulatory system and to provide a complete quantitative set for model validation. We took

advantage of the availability of both MR imaging and ECD experimental data of blood flow

(Tables 2.5 and 2.6) to exploit the different advantages they provide.
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MR imaging includes phase contrast (PC) imaging for flow quantification, along with 2D

time–of–flight MR Venography (2D TOF MRV) for anatomic assessment [8, 46, 83]. MR

imaging based techniques allow the inclusion of information about minor vessels besides the

common carotid, internal carotid, and vertebral arteries, internal jugular (IJVs) and vertebral

veins.

The ECD technique [75], even if not useful for detecting minor routes, is a cheaper and

faster methodology, suitable for measurement of blood flow in both the supine and upright

conditions. We used ECD to obtain information about the percentage variation of average

flows due to a change of posture.

To validate the model outcomes, we used supine average arterial and venous extracerebral

blood flow obtained by using PC MRI data from 49 individuals with stenosis in the acquisition

plane at the level of the disc between the second and third vertebrae of the left internal jugular

vein IJV (UL-L ST), 20 with stenosis in the acquisition plane at the level of the disc between

the fifth and sixth vertebrae of the right IJV (LL-R ST), and 38 healthy controls (NST,

without stenosis), as reported in Table 2.5. Average data from a second group of 10 healthy

volunteers screened with ECD technique were used to evaluate flow variations due to posture

change (Table 2.6).

3.2.1 MRI data for flow quantification

One hundred seven subjects were imaged with 3T MRI scanners at 4 imaging sites by using a

3T Signa HDxt scanner (GE Healthcare, Milwaukee, Wisconsin) with a 12-channel head/neck

coil arrangement (site 1, Newport Diagnostic Center, Newport Beach, California), a 3T Trio

scanner (Siemens, Erlangen, Germany) (sites 2, Applied fMRI Institute, San Diego, Califor-

nia, and 3, Synergy Health Concepts, Newport Beach, California), and a 3T Verio scanner

(Siemens) (site 4, Wayne State University, Detroit Michigan) with a 16-channel head/neck

coil arrangement. All data collection studies were HIPAA-compliant and met IRB approval.

MRI data were collected with a venous imaging protocol specifically designed to evaluate

vessel structure and function [45].

Three-dimensional contrast-enhanced MRV and 2D TOF MRV were used to assess the

anatomy of the extracranial vessels. Imaging parameters and inclusion/exclusion criteria

have been described in previous literature [45]. Blood flow was quantified with PC-MRI at

two different cervical levels: one at the C2-C3 neck level, in which the flow slice is taken

above the carotid bifurcation (upper level, at the disc between second and third vertebrae),

and one at the C5-C6 neck level (lower level, at the disc between the fifth and sixth verte-

brae) [8, 46,83].

Two raters evaluated MRV to assess stenosis of the IJVs in all samples using established

methods [45]. In assessing jugular stenosis, an absolute threshold for the cross sectional area

measurement is used. Subjects were classified as stenotic (ST) if the cross sectional area

of the IJV was < 25 mm2 at or caudal to the C3 level and < 12.5 mm2 cranial to the C3

level [30, 31, 45, 46, 92]. This method contrasts with recent works which use a percentage

method [70, 107] typically used in measuring arterial stenosis. The percentage method is

flawed due to the variation in IJV size and shape, its venous tributaries, as well as its com-

pliance, sometimes manifesting as pinpoints, elliptical, or crescentic shapes [130].

The whole population was divided into 3 different subgroups:
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• 38 subjects classified as nonstenotic (NST);

• 20 subjects with stenosis at the lower level of the right IJV (LL-R ST);

• 49 subjects with stenosis at the upper level of the left IJV (UL-L ST).

Discernable arterial and venous structures that flow to and from the cerebrum were identified

and sub-typed using venography and PC flow sequences. Vessel boundaries were delineated

automatically by using a full width at half maximum region-growing threshold method [52,54]

with manual modification applied when appropriate. Boundaries for each vessel were checked

on the PC magnitude and phase maps. Signal Processing In NMR software (SPIN; MR

Imaging Institute for Biomedical Research, Detroit, Michigan) [133] was used to evaluate the

presence and dimensions of stenosis to IJVs and to quantify blood flows. Data were pro-

cessed in a blinded manner by analysts trained in MRI signal processing with several years

experience each. Flow rates were calculated based on integrated flow velocities within the

vessel lumen. A maximum velocity encoding of 50 cm/s was used, and phase unwrapping

was performed when the flow velocity exceeded this value.

For all the subjects, we calculated cerebral blood flow Q (the total blood volume entering

the cranial cavity per unit time, defined as the sum of flows in the internal carotid and ver-

tebral arteries at the C2/C3 level). The amount of flow drained by the right and left IJV

is measured at both the C2/C3 and C5/C6 levels (here referred to as blood flow drained by

the upper segment of the right internal jugular vein [Qjr3], blood flow drained by the upper

segment of the left internal jugular vein [Qjl3], blood flow drained by the middle segment of

the right internal jugular vein [Qjr2], and blood flow drained by the middle segment of the

left internal jugular vein [Qjl2], respectively). The fraction of cerebral blood flow exiting the

skull from the vertebral system measured at the level of the disc between the second and third

vertebrae (Qvv) is the fraction of Q exiting the skull from the vertebral system, measured at

the C2/C3 level. Finally, we took into account the flow in the external carotid arteries (Qex,

the amount of extracranial blood to the head and face, measured at the C2/C3 level). We

chose to calibrate the model so that it reproduced these experimental flows.

There are some drawbacks to this technique. The resolution of MRI methods is limited and

this may affect the prediction of stenosis and flow. Beside that, venography method used have

been shown to have lower specificity relative to catheter venography [129], which remains the

gold standard for assessing stenosis, although it is invasive and it does not provide global and

quantifiable functional information about the venous system. On the other hand, some work

reports good agreement with venography methods and contrast venography, even if MRV

may have the tendency to overestimate vessel stenosis [117]. Morphological IJV changes may

also be due to several other factors: head and neck position, intrathoracic pressure, extrinsic

compression from the coil, and changes due to swallowing movements [130]. Small arteries

and venules are difficult to measure using PC MRI so it is not certain how the microvascu-

lature is affected by a primary venous stenosis.
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3.2.2 ECD data for supine and upright flow comparison

ECD data of 10 healthy volunteers from a recent work [127] were used as a reference for

the average blood flow variation from the supine condition to the upright one. We used

those experimental data to assess the average percentage flow variation in the upright IJV

and vertebral ducts with respect to the supine condition. Unlike other datasets available in

literature, these data allowed us to assess the supine/sitting variation for the three segments

of both left and right IJVs (J3, J2, and J1, respectively [123]) we chose to simulate.

We chose to calibrate the model so that it reproduced upright-to-supine percentage variation

of total jugular (blood flow drained by the upper segment of the internal jugular veins [Qj3]

= Qjr3 +Qjl3, blood flow drained by the middle segment of the internal jugular veins [Qj2]

= Qjr2 + Qjl2, blood flow drained by the lower segment of the internal jugular veins [Qj1]

= blood flow drained by the lower segment of the right internal jugular vein [Qjr1] = blood

flow drained by the lower segment of the left internal jugular vein [Qjl1]) and vertebral (Qvv)

flow.

3.3 Simulation results of blood flows and pressures

In this section we show first results from this new model of the cerebral and extracerebral

circulation, to highlight the stability of the outcomes and to provide validation with experi-

mental results.

We show simulations related to relevant phenomena affecting the extracranial arterial and

venous system, such as the change in pressure due to respiration, posture changes, movement,

changes in heart beating and functionality of the left ventricular valve and the onset of IJV

obstructions (stenosis) [120, 128]. Therefore, we focus attention on the response of the cere-

bral and venous drainage system to the arterial pulse waves produced by the heart (taking

also into account the effect of the left ventricular valve) and to other waves generated at legs

to simulate the effect of cycling (indeed, muscles contraction in limbs and other organs must

also propagate through the system). The present model can provide a quantitative account

of the effect of such physical exercise, link it to the effect of respiration on the venous side,

and show simulations of venous sinuses pressure Pvs and other pressures and flow profiles. In

other words, we are able to find out how the cited variations of arterial and venous pressures,

eventually coupled with variations due to the gravity field or the occurence of some vascu-

lar disease at the arterial (tachycardia) or venous side (IJV blockage), can affect the proper

brain drainage. The results may help to define indications of the effect of physical exercise

(a recognized prophylactic factor against brain diseases such as ischemia) on both healthy

subjects and people with recognized cardiac pathology such as tachycardia or typical venous

obstruction patterns [19,30,86,120,122,126].

Results show that the system of equations is stable from the mathematical point ov view,

whitout any kind of divergent solution. Moreover, the average behavior of simulated flows is

in agreement with experimental data.
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3.3.1 Simulations with basal parameter values

Simulation results of particular interest are shown in the following. We verified that the

model, with basal parameter values, can simulate the main blood flow changes from supine

to upright position.

Figure 3.1 summarizes amounts of simulated total inflow Qtot, flow to face and neck Qex,

cerebral blood flow Q, and total jugular (sum of left and right), vertebral, and collateral

flows at equilibrium (Qj3, Qj2, Qj1, Qvv, and Qc3), to point out the variation between supine

and upright posture.
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Figure 3.1: Average total inflow Qtot, flow to face and neck Qex, cerebral blood flow Q, total jugular
flows Qj3, Qj2, Qj1, vertebral flow Qvv and collateral flows Qc3 at equilibrium, in supine
and upright simulations. The percentage changes of Qj3, Qj2, Qj1 and Qvv are −29.5%,
−39.0%, −6.9%, and +95.2%, which fit those in Table 2.6 very well.

We see that Qtot is the sum of Qex and Q. Moreover, the histogram shows the different

type of drainage Q undergoes in supine and upright position. These different blood distribu-

tions are due to the changes in IJV conductances that occur when upright position is simu-

lated (Equation from 2.25 to 2.30). The last portion of the IJVs exhibits a less pronounced

collapse in upright condition compared with the first tract, due to a smaller gravitational

pressure gradient and due to the effect of the negative intrathoracic pressure. Results can be

summarized as follow.

Q remains constant despite the posture change, as a consequence of the action of autoregu-

latory mechanisms. In fact, the moderate increase in Pvs lies well inside the autoregulatory

range [108]. Blood flow Qj3 in the upper portion of the IJVs exhibits a dramatic fall in the

upright state (most of the cerebral blood flow passes through the collateral route c3), while

blood flow in the vertebral veins Qvv increases by about two times. Furthermore, blood flow

in the IJVs (the dominant drainage pathway of the brain) progressively increases from J3 to

J1 independent of the posture, since part of blood flow is drawn from the collateral route to

the jugular tract via the anastomoses cj3 and cj2 (see Figure 2.4). When passing to upright,

the model simulates a flow decrease in every tract of the IJVs, with increase in the vertebral

flow. These results match the experimental evidence of percentage flow variation due to pos-

ture change summarized in Table 2.6.
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Figure 3.2 shows how the model simulates flows at the equilibrium for the NST group (Table

2.5).
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Figure 3.2: Comparison between supine MRI data (dark columns) and model simulation (light
columns) of the NST group.

Every IJV segment carries more flow than the vertebral pathway. In addition, average

blood flow in the right IJV is greater than in the left one, for both C2/C3 and C5/C6 levels

(Qjr3 > Qjl3 and Qjr2 > Qjl2). Finally, average jugular flow increases from the upper to

lower levels (Qjr2 > Qjr3 and Qjl2 > Qjl3). The model (light columns) properly reproduces

the behavior of experimental flow (dark columns). Indeed, all the simulations match the

average values of the dataset.

Figure 3.3 shows the model outcomes of the cerebral, external, IJVs (left and right), and

vertebral average flow in the supine and upright conditions for the NST group.
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Figure 3.3: Model simulation of the cerebral, external, IJVs (left and right), and vertebral average
flows in supine and upright conditions for the NST group.

All jugular flows are reduced when the simulated NST subject is sitting, while the ver-

tebral flow increases. Because this was a simulation of a NST condition, our aim was to
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reproduce the left-right dominance of the IJVs (Qjr3 > Qjl3, Qjr2 > Qjl2, and Qjr1 > Qjl1),

the prevalence of the IJV pathways with respect to the vertebral one (i.e. Qvv lower than

any other flow related to brain drainage), and the increase in jugular flow from J3 to J1

(Qjr1 > Qjr2 > Qjr3 and Qjl1 > Qjl2 > Qjl3). Figure 3.3 shows that simulation results

satisfy all these requirements.

Top part of Figure 3.4 shows the waveform of Pvs, in response to the standard heart action

given in Figure 2.5.
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Figure 3.4: Simulations of Pvs and Q in supine condition. No exercise, tachycardia or venous ob-
structions are simulated.

The pressure profile stabilizes after about 7 cardiac cycles (∼ 5 s). When the simulation

is performed without the effect of breathing on Pcv (Figure 2.3), we see that Pvs is constant

at 5.7 mmHg (dashed line). The effect of the variation of Pcv due to breathing is visible in

the solid line of the top plot of Figure 3.4. The average value of Pvs slightly increases to

the value of 6.2 mmHg, but the remarkable effect is on its variation in time. Indeed, now

it oscillates between 4.3 and 8.3 mmHg, with a sinusoidal shape that reflects the respiration

waveform of Figure 2.3.

Bottom part of Figure 3.4 shows the waveform of Q, in response to the standard heart action

given of Figure 2.5. Q stabilizes after about 7 cardiac cycles (∼ 5 s). The flow profile oscillates

between 9.4 and 12.0 ml/s, with an average value of 10.8 ml/s. The complete superposition

between the traces of Q related to simulation with and without the breathing effect of Figure

2.3 shows that the cerebral perfusion is not affected by respiration changes, i.e. by changes

of Pvs till the order of what reported in the top part of Figure 3.4.

Top part of Figure 3.5 shows the waveform of Pvs, in response to the standard heart action

given in Figure 2.5, coupled with breathing (Figure 2.3) and the simulation of a posture

change from supine to upright at t = 80 s.

During supine posture (and after about 7 cardiac cycles, corresponding to ∼ 5 s, to reach

equilibrium), Pvs oscillates between 4.3 and 8.3 mmHg (average value of 6.2 mmHg), with

a sinusoidal shape that reflects the respiration waveform of Figure 2.3. Then, at t = 80 s,

we perform the posture change to upright. Now, Pvs oscillates between 5.4 and 8.4 mmHg

around an average value of 6.8 mmHg, with no remarkable differences in the sinusoidal shape.

From bottom part of Figure 3.5 we see that postural change does not affect the behavior of
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Figure 3.5: Pvs and Q during simulation of posture change from supine to upright, while breathing.
No exercise, tachycardiac or stenotic effect is simulating.

cerebral blood flow Q. Cerebral blood flow stabilizes after about 7 cardiac cycles (∼ 5 s). It

oscillates between 9.4 and 12.0 ml/s, around an average value of 10.8 ml/s, with no variations

during the transition from supine to upright.

Top part of Figure 3.6 shows the waveform of Pvs while upright, in response to the standard

heart action given in Figure 2.5, coupled with breathing (Figure 2.3) and the simulation of

cycling exercise (see Figure 2.7) starting at t = 80 s till the end of simulation.
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Figure 3.6: Pvs and Q during simulation of cycling exercise, while breathing and upright. No tachy-
cardiac or stenotic effect is simulating.

During upright posture (and after about 7 cardiac cycles, corresponding to 5 s, to reach

equilibrium), Pvs oscillates between 5.4 and 8.4 mmHg around an average value of 6.8 mmHg,

with a sinusoidal shape that reflects the respiration waveform of Figure 2.3. Then, at t = 80

s, we start to simulate the cycling exercise (see Figure 3.6). Now, Pvs oscillates between 7.8

and 11.5 mmHg around an average value of 9.5 mmHg, with little differences in the sinusoidal

shape at the level of details.
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From bottom part of Figure 3.6 we see that cycling exercise affects the behavior of Q. Cerebral

blood flow stabilizes after about 7 cardiac cycles (∼ 5 s). It oscillates between 9.4 and 12.0

ml/s, around an average value of 10.8 ml/s. Then, at t = 80 s, we start to simulate the

cycling exercise (see Figure 2.7). Q needs another interval time of about 7 cardiac cycles (∼
5 s) to reach the new equilibrium. In the new equilibrium, Q oscillates between 13.6 and 17.9

ml/s, around an average value of 15.9 ml/s.

Top part of Figure 3.7 shows the waveform of Pvs while upright, in response to the standard

heart action given in Figure 2.5, coupled with breathing (Figure 2.3). At t = 80 s we simulate

a tachycardia episode, so that the frequency of the heart action is doubled till the end of

simulation.
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Figure 3.7: Pvs and Q during simulation of tachycardia, while breathing and upright. No exercise
or stenotic effect is simulating.

During upright posture (and after about 7 cardiac cycles, corresponding to 5 s, to reach

equilibrium), Pvs oscillates between 5.4 and 8.4 mmHg around an average value of 6.8 mmHg,

with a sinusoidal shape that reflects the respiration waveform of Figure 2.3. Then, at t = 80

s, we start to simulate the tachycardiac disease. In the new situation, Pvs oscillates between

9.7 and 13.1 mmHg around an average value of 11.3 mmHg, with a smoother sinusoidal shape

with respect to the condition of absence of tachycardia (i.e. halved heartbeat frequency).

From bottom part of Figure 3.7 we see that tachycardia affects the behavior of Q. Cerebral

blood flow stabilizes after about 7 cardiac cycles (∼ 5 s). It oscillates between 9.4 and 12.0

ml/s, around an average value of 10.7 ml/s. Then, at t = 80 s, we start to simulate the

tachycardia. Q needs another interval time of about 14 cardiac cycles (∼ 5 s) to reach the

new equilibrium. In the new equilibrium, Q oscillates between 17.9 and 21.9 ml/s, around

an average value of 19.6 ml/s.

3.3.2 Simulations of stenosis

To clarify the role of the main routes involved in cerebral venous outflow, and a possible

effect of a pathological alteration, we performed the following simulations:
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• interruption of blood flow in a single route by assigning a zero value to the corresponding

conductance;

• simulation of four typical pathological alterations already reported in the clinical liter-

ature [120] and characterized by a conductance reduction in multiple venous paths.

To simulate patients with stenosis at the lower level of the right IJV (LL-R ST) and stenosis

at the upper level of the left IJV (UL-L ST) (i.e. to reproduce the experimental blood flows

reported in Table 2.5), some parameters must be changed from the basal value assigned to

simulate the NST case of Section 3.3.1. We decided to maintain these parameters to a mini-

mum, to reduce the number of ad hoc assumptions.

Hence, LL-R ST subjects were characterized by a reduction in conductance of the right J2

tract (obtained through a reduction in the parameter for the basal conductance of the middle

segment of the right IJV, kjr2), while UL-L ST subjects were characterized by a reduction

in conductance of the left J3 tract (obtained through a reduction in parameter for the basal

conductance of the upper segment of the left IJV, kjl3). Both parameters were diminished by

the same percentage variation, to fit the patient data. Finally, we assumed that the venous

vascular bed compensates the chronic stenotic phenomena via an increase in the conductance

of the vertebral path (parameter Gvv1). Therefore, to properly simulate LL-R ST average

flow data, we needed to decrease the conductance of the right J2 segment with respect to the

NST case (-86%). The same percentage variation is needed in the left J3 segment to reach

good simulations of the UL-L ST cases. In both situations, we also needed to considerably

increase the conductance of the upper part of the vertebral system (Gvv1).

This step-by-step optimization procedure (assumption of progressive pressure reduction,

choice of proper conductances of large vessels to simulate supine NST flows, choice of proper

conductances of anastomoses to simulate upright NST flows, variation of NST conductances

to simulate vessel blockages and flows of stenotic cases) ensures that model solutions fit both

healthy and stenotic flow outcomes with a unique set of parameters. We are aware that the

model has many parameters, so the solution may not be unique. However, we introduce

some strong constraints to our model, such as physiologic values for pressure or change of

conductances only in the vertebral segment and in the IJVs segments affected by stenosis,

to reduce the parameter choice. Results are summarized in Figure 3.8, 3.9, and 3.10 with

regards to the effect of a single closure on Pvs, outflow from the confluence of the two jugular

veins Qsvc1 and vertebral blood flow Qvv, respectively.

Results show that the cerebral venous outflow system is quite robust in response to a

single vessel closure, both in supine and upright conditions. This signifies that interruption

of a single path can be quite easily replaced by an alternative route.

Venous sinuses pressure Pvs, the link between intracranial and jugular-vertebral circuit, in-

creases with change of posture from supine to upright in basal conditions (+0.6 mmHg) as

shown in Figure 3.8. In supine posture, total occlusion of right jugular vein (Gjr3 = 0, Gjr2 =

0, and Gjr1 = 0) produces little increases of the value of Pvs. Also, changes due to occlusions

of collateral network and vertebral veins are not appreciable. Looking at the simulation of

upright condition, it is evident that Pvs is more influenced by lack of drainage of the collat-

eral and jugular network (with more effect if the stenosis occurs at lower segments), while

occlusion at the vertebral system affects Pvs with little increases.
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Figure 3.8: Effect of a single closure on venous sinuses pressure (Pvs).
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Figure 3.9: Effect of a single closure on outflow from the confluence of the two jugular veins (Qsvc1).
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Figure 3.10: Effect of a single closure on vertebral blood flow (Qvv).
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Figure 3.9 shows that output flow from the confluence of jugular veins Qsvc1 decreases of

about 0.7 ml/s from the supine to upright condition. In supine condition, every kind of

occlusion provokes little or negligible changes of this flow. The same situation also occurs in

upright condition.

Output flow from the vertebral veins Qvv rises of 0.5 ml/s during change from supine to up-

right conditions as reported in Figure 3.10. Little variations from the basal supine value occur

when a jugular vein is occluded (with more effect if the stenosis occurs at lower segments).

Conversely, basal upright flow is also quite increased by occlusion of the collateral network

(Gc3 = 0) and lowered by occlusion of right vertebral vein (Gvvr = 0). In all cases, the most

influential closure is found to be the terminal part of the IJV. Naturally, an obstruction in

a vertebral vein causes a significant decline in vertebral blood flow, with a redistribution

toward the jugular and collateral circulations.

Finally, we tested the behavior of the external flow Qext for all the conditions described above.

In the present model Qext diminishes by 0.05 ml/s when venous sinuses pressure increases (for

example, when moving from supine to upright condition both in a healthy and a pathological

subject). This external flow is not significantly affected by any kind of occlusion we tested.

We also performed the whole sensitivity analysis in the conditions of weak autoregulation re-

ported in Figure 2.8. Results show that for reduced cerebral autoregulation (i.e., by changing

the value of Gaut till 1/10 of its initial value) every value of pressure and flow reported in

the sensitivity analysis does not change significantly. The reason is that, in our simulations,

Pvs always exhibits a mild change (+1 or +2 mmHg), which is a minimal fraction of cerebral

perfusion pressure. Since cerebral blood flow is subjected to regulation mechanisms, the final

change in Q is always 1% of basal (even when using a moderate autoregulation gain), which

has negligible effects on the final results.

Figures 3.11 and 3.12 compare the same flows of Figure 3.2 for the LL-R ST and UL-L ST

groups.
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Figure 3.11: Comparison between supine MRI data (dark columns) and model simulation (light
columns) of the LL-R ST group.

Average inflows of these stenotic groups (Q and Qex) are similar to the NST inflows (see

Figure 3.2). Conversely, the average outflow behavior described in Fig 3.2 is now modified

42



Experimental validation of the mathematical model

14

12

10

8

6

4

2

0

F
lo

w
 [

m
l/s

]

Q Qex Qjr3 Qjl3 Qjr2 Qjl2 Qvv

 MR data (n=49)
 Model simulation

Supine flows of the UL-L ST group

Figure 3.12: Comparison between supine MRI data (dark columns) and model simulation (light
columns) of the UL-L ST group.

due to the presence of stenosis. Qvv is increased with respect to the NST case, being also

sometimes comparable with the flow in the IJV segments. The right-left IJV dominance is

impaired, being the difference between average flows lost for the LL-R ST group (Qjr3 ≈ Qjl3
and Qjr2 ≈ Qjl2) or markedly increased for the UL-L ST group (Qjr3 � Qjl3 and Qjr2 �
Qjl2). The light columns in Figures 3.11 and 3.12 show that the model outcomes can also

reproduce these situations.

Figures 3.13 and 3.14 compare the same flows of Figure 3.3 for the LL-R ST and UL-L ST

groups.
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Figure 3.13: Model simulation of the cerebral, external, jugular (left and right), and vertebral aver-
age flows in the supine and upright condition for the LL-R ST group.

Q and Qex are not affected by the presence of stenosis. Thus, the cerebral autoregulatory

mechanisms properly overcome the nonphysiologic conditions occurring downstream from the

brain. Conversely, both LL-R ST and UL-L ST affect the outflow pathways. The vertebral

system carries more blood than in the NST condition, also being comparable with some
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Figure 3.14: Model simulation of the cerebral, external, jugular (left and right), and vertebral aver-
age flows in the supine and upright condition for the UL-L ST group.

jugular segments. The left-right dominance is highlighted during simulation of the UL-L ST

condition, while it is lost during simulation of the LL-R ST condition. The increase in the

IJV average blood flow from J3 to J1 is now lost in the right IJV for a LL-R ST condition,

and also for the right IJV of the UL-L ST, when in upright (with Qjr2 lower than Qjr1 and

Qjr3).

The model can simulate the variation of pressure as a function of time in every node of the

hemodynamic circuit. One of the main consequences of a stenotic pattern on the intracra-

nial equilibrium is a variation of pressure at the venous sinuses (Pvs), the link between the

extracranial and intracranial circulation [15]. Changes in this quantity can affect other in-

tracranial parameters and thus the overall brain physiology. Clinical evidence supports the

results of increased pressure due to the occurrence of extracranial stenosis [121].

Figure 3.15 shows the temporal variation of Pvs due to the change of postural condition in

different situations (NST, LL-R ST, UL-L ST, and total occlusion of IJVs at the J1 level,

respectively).
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Figure 3.15: Pvs behavior over time in supine and upright simulations for different stenotic patterns.
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With respect to Figure 3.5, we report here traces of Pvs for both simulation of healty and

stenotic subjects. We choose to simulate stenosis like the one reported in [38] (see Section

2.3.1 Table 2.5 and 2.6), in order to verify the accordance between average experimental and

simulated flow data. Moreover, we simulate a condition of total occlusion of the lower level

of both IJVs as extreme stenotic condiion, as in [37].

There is no particular difference in Pvs values when a supine simulation is performed for the

NST, LL-R ST, and UL-L ST cases (average range from 5.8 to 6.1 mm Hg). When they pass

to upright, there is a slight increase in average Pvs (+0.7 mmHg). Conversely, Pvs markedly

increases (from 5.8 to 11.8 mmHg) when a bilateral total obstruction occurs. The settling

time for Pvs to reach a new equilibrium (not reported in the picture) can be quite different

depending on the type of stenosis. In particular, it is shorter for the NST simulation (0.5

seconds), while it is delayed in case of stenosis (1.5 seconds for UL-L ST, 2 seconds for LL-R

ST, and 30 seconds for the bilateral total occlusion case simulated).

Figure 3.16 shows the variation of Pvs while upright, in response to the standard heart action

given in Figure 2.5, coupled with breathing (Figure 2.3) and the simulation of cycling exercise

(see Figure 2.7) starting at t = 80 s till the end of simulation.
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Figure 3.16: Particular of Pvs during simulation of cycling exercise, while breathing and upright.
No tachycardiac effect is simulating. Various traces refer to Pvs when different stenotic
patterns occur.

With respect to Figure 3.6, we report here traces of Pvs for both simulation of healhty and

stenotic subjects. During upright posture (and after about 7 cardiac cycles, corresponding

to 5 s, to reach equilibrium), Pvs oscillates between 5.4 and 8.4 mmHg around an average

value of 6.8 mmHg, with a sinusoidal shape that reflects the respiration waveform of Figure

2.3. No remarkable difference appears for what concern simulations of the stenotic patterns

reported in [38], with only a slight increase in the descending part of Pvs when obstruction of

lower part of right IJV is simulated (LL-R ST simulation). In this case the minimum value of

Pvs is 0.2 mmHg higher with respect healthy simulation or simulation of obstruction at the

upper level of the left IJV (UL-L ST). Simulation of total obstruction at the lower level of

both IJVs produces different results. Pvs needs around 30 s (not reported in the picture) to

reach equilibrium. After that, it oscillates between 13.1 and 13.7 mmHg around an average

value of 13.4 mmHg, with a less pronounced amplitude with respect to the previous cases.
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Then, at t = 80 s, we start to simulate the cycling exercise (see Figure 2.7). Now, Pvs oscillates

between 7.8 and 11.5 mmHg around an average value of 9.5 mmHg, with little differences in

the sinusoidal shape at the level of details (i.e. change of sign of the first derivative). No

remarkable difference appears for what concern simulations of the stenotic patterns reported

in [38], with only a slight increase in the descending part of Pvs when obstruction of lower

part of right IJV is simulated (LL-R ST simulation). In this case the minimum value of

Pvs is 0.4 mmHg higher with respect healthy simulation or simulation of obstruction at the

upper level of the left IJV (UL-L ST). Simulation of total obstruction at the lower level of

both IJVs produces different results. Pvs needs around 30 cycles (corresponding to 24 s) to

reach equilibrium. It oscillates between 18.8 and 19.4 mmHg around an average value of 19.0

mmHg, with a less pronounced amplitude with respect to the previous cases.

Figure 3.17 shows a particular of the waveform of Pvs while upright, in response to the

standard heart action given in Figure 2.5 coupled with breathing (Figure 2.3).
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Figure 3.17: Particular of Pvs during simulation of tachycardia, while breathing and upright. No
exercise effect is simulating. Various traces refer to Pvs when different stenotic patterns
occur.

At t = 80 s we simulate tachycardia by doubling the frequency of the heart action till

the end of simulation. With respect to Figure 3.7, here we report traces of Pvs for both

simulation of healty and stenotic subjects. During upright posture (and after about 7 cardiac

cycles, corresponding to 5 s, to reach equilibrium), Pvs oscillates between 5.4 and 8.4 mmHg

around an average value of 6.8 mmHg, with a sinusoidal shape that reflects the respiration

waveform of Figure 2.3. No remarkable difference appears for what concern simulations of

the stenotic patterns reported in [38], with only a slight increase in the descending part of Pvs

when obstruction of lower part of right IJV is simulated (LL-R ST simulation). In this case

the minimum value of Pvs is 0.2 mmHg higher with respect healthy simulation or simulation

of obstruction at the upper level of the left internal jugular vein (UL-L ST). Simulation of

total obstruction at the lower level of both IJVs produces different results. Pvs needs around

30 cycles (corresponding to 24 s) to reach equilibrium. After that, it oscillates between 11.3

and 11.9 mmHg around an average value of 11.6 mmHg, with a less pronounced amplitude

with respect to the previous cases.

Then, at t = 80 s, we start to simulate the tachycardia. Now, Pvs oscillates between 9.7 and
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13.0 mmHg around an average value of 11.4 mmHg, with little differences in the sinusoidal

shape at the level of details (i.e. change of sign of the first derivative). No remarkable

difference appears for what concern simulations of the stenotic patterns reported in [38], with

only a slight increase in the descending part of Pvs when obstruction of lower part of right

IJV is simulated (LL-R ST simulation). In this case the minimum value of Pvs is 0.4 mmHg

higher with respect healthy simulation or simulation of obstruction at the upper level of the

left IJV (UL-L ST). Simulation of total obstruction at the lower level of both IJVs produces

different results. Pvs needs around 30 cycles (corresponding to 24 s) to reach equilibrium. It

oscillates between 19.8 and 20.4 mmHg around an average value of 20.1 mmHg, with a less

pronounced amplitude with respect to the previous cases.

We report in Figure 3.18 a histogram to show how Pvs varies when stenotic patterns occur.
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Figure 3.18: Pvs for simulations of healthy subject and stenotic patterns described in [120]. The
black columns represent the simulation of stenotic patterns with halved conductances
with respect to the basal values.

Together with the simulations of null conductance, we reported also the simulations of

the same patterns but with halved conductances. We chose to simulate total and halved

occlusions of more than one drainage tract at the same time, following the typical patterns

reported in literature [120]. Pattern A refers to simulation of obstruction of the proximal

azygos azy2, associated with a closed stenosis of the left IJV. Pattern B refers to simulation

of obstructions of both the IJVs and the proximal azygos. Pattern C refers to simulation of

obstructions of both the IJVs but without stenoses in the azygos system. Finally, pattern

D refers to simulation of obstructions in different tracts of the azygos vein (azy1 and azy2)

associated with occlusion of the lumbar vein.

Results show that two particular pathological patterns (i.e., patterns B and C) may have a

strong effect on Pvs, which reaches values as high as 11 - 13 mmHg both in supine and upright

positions. Such value may have consequences on intracranial pressure, cerebrospinal fluid cir-

culation, and cerebral tissue. However, this pressure increase occurs only if the stenotic

lesions are very severe (conductances close to zero). Moderate levels of conductance changes,

although multiple, cause more acceptable pressure rises.

Therefore, the application of the model demonstrates a significant increase in Pvs for type B
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and C but not in patterns A and D. Such a result appears to be coherent with the clinical

severity and/or the topography of multiple sclerosis, the neurological disease associated with

the observed patterns of venous obstruction in this cohort of patients. As far as the severity is

concerned, patients with type A pattern (characterized by reduced sinusal pressure) demon-

strated, with respect to B and C patterns, a significantly reduced probability to worsen to

the secondary progressive clinical stage [120]. Regarding the topography of the lesions in

the central nervous system, type D pattern exhibits few cerebral lesions and prevalent MRI

plaque dissemination in the spinal cord [120]. Speculatively, this result suggests that in-

creased pressure in the cerebral sinuses may clinically influence either the disease progression

or the topography of multiple sclerosis plaques and warrants further studies in this direction.

The present simulations suggest two important considerations:

• the cerebral venous return system is quite robust: a single occlusion, or even multiple

occlusions of moderate entity, can induce only mild changes in Pvs and in total blood

flow. Indeed, this is the fundamental role of the strong anastomotical connections

incorporated in the model;

• pathological states, characterized by multiple severe obstructions, can lead to significant

pressure changes in the venous sinuses, hence, in possible alteration in cerebrospinal

fluid circulation and brain tissue pressure.
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Chapter 4

Development of a device for the

study of cerebral venous outflow

The purpose of this chapter is to describe a new plethysmography device for the study of

cerebral venous outflow in humans.

Details of the device and the first experimental protocols for data acquisition are reported

below, while first experimental data and related analysis of the results are reported and

discussed in Chapter 5.

4.1 Introduction

In the human circulatory system, arteries and veins act together to carry blood to and from

organs and tissues. With respect to arteries, that are similar to rigid tubes with negligible

compliance, veins can exhibit a remarkable elasticity. We can compare veins to a balloon that

changes its size and section with respect to the amount of blood filling it and the pressure

suffered at the walls [36]. Indeed, this elasticity has a considerable effect with respect to the

gravitational gradient suffered during change of posture, or after a generic change of direction

of the vein lumen with respect to the gravitational axis. To understand the governing laws

of these elastic veins is interesting and can give more insight on the mechanisms at the basis

of blood drainage. Focusing on the brain drainage, it is important to analyze the behavior of

the internal jugular veins (IJVs), that mainly contribute to the blood outflow from braincase

(see Figure 2.1) [7, 19,89,91,111,116,119,128].

The jugular venous pulse (JVP, Figure 4.1) is one of the main parameters of cardiac status

and is used by cardiologists as a heart-failure parameter. [9, 20,27].

It carries information about physiological status of the heart and possible changes due to

loss of functionality, and it is also an index of the time variation of the blood volume in the IJV.

Blood flow and pressure variations due to to the filling of the right atrium produce pulsations

on the main veins, that are trasmitted through peripherals veins [73]. These pulsations at

the level of IJV produce the so called JVP, that can be detected in a non invasive way

because IJVs are superficial veins, not protected by bone or cartilage tissues [78]. It has

been suggested that the JVP can be used to investigate IJV drainage function and to obtain

valuable information about cardiac hemodynamics through the analysis of its waveform [98].
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4.2. DESCRIPTION OF THE DEVICE

Figure 4.1: Jugular venous pulse (JVP) waveform for healthy (top) and tricuspid regurgitation (TR,
bottom) case, with corresponding electrocardiogram (ECG).

The JVP technique was first studied by means of a polygraph to found the presence of three

waves known as a, c and v [62] . The JVP diagrams were related to various pathologies and

in the study of the relationship between the a, c and v waves and the cerebral venous return

(CVR) venous return [61].

In this thesis, the CVR has been non invasively characterized by means of a novel application

of strain gauge plethysmography which uses capacitive sensors [124]. Thanks of its easy

portability, small footprint, and non invasiveness, the proposed device can be considered as

an ideal tool for research on this field. Indeed, we used it on the so called Drain Brain

project, a series of experimental sessions both on Earth and aboard the International Space

Station (ISS). The aim of the Drain Brain experiment [72], sponsored by the Italian Space

Agency (ASI), was to monitor CVR of an astronaut before, during, and after a space mission

aboard the ISS, so as to study the compensatory mechanisms that facilitate this essential

physiological action in subjects living in a microgravity environment.

Thanks of its low cost of production, easy of use, and effectiveness in detecting time variations

of a given cross section of the human body such as neck, wrist or ankle, it can be considered

as a useful screening device for vascular diseases.

4.2 Description of the device

The proposed device is a novel application of strain gauge plethysmography useful to char-

acterize CVR [124].

Plethysmography is a well known technique for recording volume changes in a tissue. When

the volume change occurs through only a blood volume variation in the tissue, information
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regarding the tissue blood flow can be obtained by plethysmography [104]. In our applica-

tion, such technique measures variations in electrical parameters associated with changes in

blood volume, recorded through a sensor encircling any cylindrical segment of the body. Our

plethysmography system uses capacitive sensors for which the capacitance increases when

stretched (Figure 4.2).

Figure 4.2: Design and outline dimensions of the Danfoss PolyPower capacitive sensor.

We also refer to capacitive sensors as strain gauge, because we use its elongation from a

basal value to detect variations in time of the perimeter of a given anatomical section (e.g.

the neck).

The strain gauge sensors used here are capacitors charged with constant current, connected

to two comparators and a logic port. Comparators generate a signal in time that depends

on the received voltage and is stored by the plethysmography sistem. At any elongation

corresponds a voltage and so an amount of electric charge stored on the capacitor. The

signal is converted in a count number, that is used in calibration equations (see Figure 5.2

and 5.3) to calculate the elongation with respect to time. In this thesis we will show data

from measurement performed at the neck level with two sensors of different length (35 and

38 cm). We refer to these sensors as short and long, respectively.

The sensors used are thin and elastic, suited to adhere to the skin and record the perimeter

variation of the examined anatomic part. They have non stretchable zones at both ends for

attachment and a highly stretchable zone being the active part. The output signal represents

the elongation of the stretchable zone. The maximum displacement of a sensor is 80% of the

length of its stretchable zone (equivalent to 80 % strain). The construction of the sensor is

such that in the stretchable zone, a double layer of sensor material is used to make a capacitor

with the 2 inner electrodes in the middle and the two outer electrodes on the outside of the

sensor. The single layer PolyPower dielectric electro active polymer (DEAP) material is

based on a thin film of elastomer material. The elastomer material is a silicone of the type

polydimethylsiloxane (PDMS) which is a soft material having high dielectric field strength.

The basic PolyPower material has a special micro structured design on the front surface and

a flat back (referred to as single layer film material). This single layer film material is used

for electrical isolation or as elastomeric film. To get a DEAP material that can be activated,

a thin metal electrode layer is deposited on top of the corrugation on the front surface of the
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single layer film material. Given the micro structured surface, the metal electrode is compliant

in one direction across the length of the film web while stiff in the perpendicular direction.

The area of the laminated film where the elastomer material is between two electrodes is

referred to as the active area [25]. The outer coating of the sensor is made of transparent

silicone rubber. For mounting purposes, the sensor is supplied with attachment zones in the

two opposite ends. The outer 25 mm at the end of each sensor is a layer of non woven textile

to be used for sewing velcro stripes useful to close the sensor around a given anatomical

section.

The sensor is supplied with a flexible textile based cable with a 3.5 mm jack plug. It is

electrically connected to a portable electronic unit (PEU, see Figure 4.3) to record changes

of blood volume over time.

Figure 4.3: Portable electronic unit (PEU). This unit allows the connection of three different ca-
pacitive sensors, Li-ion battery or external power supply, SD card for data storage and
serial cable for the transmission of the acquired data.

The PEU is in a vented container and it can be fixed at the waist of the subject performing

the test through a non removable Nomex R© belt as in Figure 4.4, that shows PEU and two

of the sensors connected to neck and forearm.

Data acquisition and storage are performed by a custom electronic board that has been

developed by the medical physics group at the University of Ferrara in cooperation with the

local section of the INFN (Istituto Nazionale di Fisica Nucleare), Italy. The plethysmography

system integrates an electronic circuitry that is able to collect data from three strain gauge

sensors like the one reported in Figure 4.2. These feature allows the device to collect data on

three different anatomical districts at the same time. It is possible to check all the signals in

real time by using the LabVIEW interface of Figure 4.5, also developed in our laboratories.

Calibration of the strain gauge sensors was performed before to acquire data, following the

protocols described in Section 5.2, to check the linear response of the system to elongations

and to calculate the calibration curves so as to convert raw data in unit of length.
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Figure 4.4: Plethysmography system fixed at the waist of the subject. Arm and neck sensors are
connected to the PEU.

Figure 4.5: LabVIEW interface of the plethysmography device. When PEU is connected to user
interface through serial cable, the user can check signal from up to three sensors over
time. The same interface allows to save data for further analysis.
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4.3. EXPERIMENTAL PROTOCOL

4.3 Experimental protocol

The sensors we used are suitable to be applied at arm (close to the wrist), leg (close to the

ankle) and neck. Here, we will focus on data recorded by the neck sensor, so as to analyze

brain outflow in relation to physiological variations such as respiration and posture.

4.3.1 Laboratory protocol

The plethysmography device dedicated to measurement on Earth has some differences with

respect to the one used for the Drain Brain protocol of Section 4.3.2:

• real time acquisitions allowed (serial cable for the transmission of the acquired data);

• possibility of external power supply;

• sampling frequency up to 83 Hz.

Calibration is performed to assess the efficiency of the strain gauge sensors, to find out the

range of extension where the response is linear with elongation, and to obtain the equations

to convert counts in unit of length (see Figures 5.2 and 5.3).

It is important to properly apply the sensors to the anatomical districts we want to analyze.

To acquire reliable data from the neck, sensors must be placed at the same position (e.g. just

above the clavicles) and adherent to skin, with the subject sitting. After the application to

the selected anatomical district, we connect sensors to the PEU, and all the system to the

user interface. Then, the subject lies supine with arms close to the body and straight legs.

Four subjects were analyzed by using a protocol consisting in five different postures:

• supine;

• sitting with arms close to the body;

• upright;

• bent with arms pointing the feet;

• simulation of walking.

There is a time interval of several minutes among acquisitions on different postures, in order

to allow body fluids and vital parameters of the subjects (heartbeat, breathing) to reach a

new equilibrium after the postural change. Subjects were always helped during the postural

changes, to minimize muscle tension. After reaching a new posture, we wait around 30

seconds to avoid noise due to swallow, coughing or muscle activity. Beside measurements on

different postures, we collected data at different neck sections (i.e. at different points of the

IJVs). We repeated the above protocol in different days. Every session was performed in

around 1 hour, in order to avoid as much as possible physiological changes not related to the

postures under examination.
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4.3.2 Drain Brain protocol

Concerning the Drain Brain experiment (performed aboard the ISS and before and after the

mission), plethysmography acquisitions were carried out by measuring the variation of the

circumference of neck, calf of the leg, and forearm under different respiratory conditions.

Basal spirometry was used to change such respiratory conditions. The Pulmonary Function

System (PFS), which is also available on the ISS, was used for the spirometry. Moreover,

simple physical exercises, like opening and closing a hand, were performed by the astro-

naut during such measurements. The experimental protocol performed by the astronaut is

summarized by the following steps:

• left arm exercise during normal breathing;

• left arm exercise during forced breathing;

• left leg exercise during normal breathing;

• left leg exercise during forced breathing.

The arm exercise consists of approximately 30 movements of the left hand, i.e. open/close,

while the leg exercise consists of approximately 30 movements of the left ankle, i.e. flex/point.

Normal and forced breathing are periodic respirations monitored by using the spirometer that

is calibrated before starting the protocol. Normal breathing refers to the air flux measured

during a standard respiratory cycle of the subject, while forced breathing refers to the air

flux when the subject reaches the 70% of own vital capacity. The whole protocol is performed

twice for each experimental session, the first one in the morning and the second one in the

afternoon (the time interval is in the range 6-8 hours).

Data on Earth before and after the sessions aboard the ISS have been collected with the same

subject in both upright and supine positions.

The plethysmography device dedicated to the Drain Brain protocol has some differences with

respect to the one used for measurement on Earth of Section 4.3.1:

• data are stored in a SD card for offline analysis;

• non rechargeable Li-ion batteries to provide power supply to the instrument;

• sampling frequency is fixed to 16 Hz.
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Chapter 5

Experimental validation of the

plethysmography device

5.1 Offline data analysis method

To analyze the plethysmography traces we used both Fourier and Discrete Wavelet Transform

(DWT) [22]. The main difference is that results of Fourier transform are only localized in

frequency, while results of wavelet transform are localized in both time and frequency [96].

Fourier transform was used to analyze the frequency content of signals provided by the sensors

and the contribution of every detected frequency to the amplitude of the whole signal [76].

Wavelet analysis was used to highlight the contribution of a given range of frequencies to the

whole signal, by plotting data (filtered in a specific range of frequencies) in amplitude vs.

time.

Therefore, a filtered time-scale representation of digital signals from strain gauge sensors is

obtained using digital filtering techniques. The frequencies that are most prominent in the

Fourier spectra of a given signal will appear as high amplitudes in that region of the DWT

signal that includes those particular frequencies. The frequency bands that are not very

prominent in the original signal will have very low amplitudes, and that part of the DWT

signal can be discarded without any major loss of information. The filtered data are handled

in order to highlight the contribution due to heartbeat (expected to have a main frequency

at around 1 Hz) and breathing (that contributes at around 1/8 Hz because of the pulmonary

function control performed through spirometry).

As an example, two raw plethysmography traces were reported in the top plot of Figure

5.1, together with their Fourier Transform (middle plot) and DWT filtered curves that show

the heart and respiratory contribution to the raw signals (bottom plot). Signal processing

to remove the respiratory trend from plethysmography data has been applied to all results

presented in the following.
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Figure 5.1: Top: Particular of two plethysmography curves acquired with subject breathing normally
(solid line) and deeply (dashed line), during an experimental session. Middle: Frequency
spectra of the plethysmography curves. Bottom: Particular of the filtered traces to
highlight the cardiac (black curves) and respiratory (grey curves) contribution to the
original signal.
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5.2. EXPERIMENTAL RESULTS

5.2 Experimental results

Data obtained during the experimental session described in Section 4.3.1 were stored as a

.txt file through the LabVIEW interface.

Data from Drain Brain project described in Section 4.3.2 were stored in a SD card. The

initial part of all the acquired traces was removed to avoid the noise that eventually occurs

during first part of the acquisition.

5.2.1 Experimental results of laboratory protocol

First of all, calibration curves are obtained through a controlled step by step elongation of the

strain gauge sensors. For a given elongation, we acquired the corresponding average count

with standard devation in time. These values are used to obtain the experimental shown

in Figures 5.2 and 5.3, where we reported the count in the y-axis, and the corresponding

elongation in the x-axis.
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Figure 5.2: Calibration curve for the short sensor. Horizontal axis reports the length of the sensor
in cm, vertical axis reports the corresponding response of the device in counts.
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Figure 5.3: Calibration curve for the long sensor. Horizontal axis reports the length of the sensor
in cm, vertical axis reports the corresponding response of the device in counts.

We calculate the best linear equation (y = mx + q) for every plot, together with the R2

parameter. R2 is close to 1 for all the sensors used, so the linear response of the strain gauge

sensors is guaranteed.
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In this section we present results and comparisons about the following acquisitions:

• comparison between measurement from different subjects with different strain gauge

sensors, to check differences in system response due to changes in the setup;

• comparison berween data acquired with one strain gauge sensor in several neck sections

of a given subject, in different postures;

• comparison between data acquired on a subject with different strain gauge sensors in

several experimental sessions;

• comparison between data acquired on a subject in several postures with one strain

gauge sensor, to check the differences on brain drainage system due to postural change.

In general, only a fraction (usually 10 seconds) of the whole plethysmography trace is re-

ported. Fourier spectra presented here range between 0 and 5 Hz only, being the contribution

of higher frequencies negligible.

Comparison among different subjects

Figure 5.4 shows two plots, referring to supine (left) and sitting (right) posture of three

subjects.
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Figure 5.4: Plethysmography traces of subjects 1, 2, and 3, in supine (left) and sitting (right) pos-
ture. Data were acquired with both neck sensors.

From left plot of Figure 5.4 we can see six plethysmography traces with marked periodic

signals due to cardiac pulsations. Average values of such traces range between 30.8 cm and

32.3 cm, in agreement with the neck perimeter measured before the acquisitions. We also

note that:

• amplitude of periodic variations in subject 3 is higher with respect to others;

• there is a trend on traces of subjects 1 and 3, with lower frequency compared to the

perturbation due to cardiac activity.
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Observation of a marked jugular pulsation could be an effect of a different compliance of veins

for subject 3, or perhaps a particular prominence of IJVs of this subject and/or a thinner layer

of soft tissues between veins and sensor. Another possible cause of this difference could be a

different heart pressure. The linear trend observed on subjects 1 and 3 is due to respiration.

Traces of subject 2 does not present such low frequency trend, probably because sensors were

applied far from clavicle, and so far from the zone where effect of breathing is preminent. For

all the traces the average contribution of the cardiac pulsation is around 1 mm.

The right plot of Figure 5.4 shows traces with different behavior:

• no cardiac waveform is distinguishable;

• all traces (apart from the one referring to subject 2 wearing short sensor) shows average

value shifted with respect to the left plots (i.e. different neck perimeter with respect to

supine position);

• contributions at high frequencies are discernable.

As already discussed, the sitting position affects the configuration of IJVs. Hydrostatic

pressure gradient due to the gravitational field provokes a decrease in jugular compliance.

Therefore, the jugular pulsation must change, as reflected in the different beahvior of the

plethysmography traces. Being the contributions due to cardiac pulsation almost negligible,

small contributions due to electric noise or random muscle activity arise. Muscle contribution

may also explain dissimilarity among length of neck perimeter observed in supine and sitting

positions.

Figures 5.5 and 5.6 report the Fourier transform of traces reported in Figure 5.4.
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Figure 5.5: Fourier spectra of plethysmography traces reported in Figure 5.4 left (three supine sub-
jects).

In all the spectra we can recognize several peaks of different amplitude:

• the main peak at around 1 – 1.5 Hz;

• a secondary peak below 0.5 Hz;
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Figure 5.6: Fourier spectra of plethysmography traces reported in Figure 5.4 right (three sitting
subjects).

• some minor peaks between 2 Hz and 3 Hz.

The first peak is due the cardiac oscillations and all the related effects (i.e. it can be

associated to the jugular venous pulse). The second peak is the breathing contribution,

while it seems reasonable to attribute the high-frequency peaks to harmonics of the cardiac

oscillations because they occur almost exactly at the multiples of the fundamental frequency.

Therefore, we can see from experimental data reported in Figure 5.4 that the plethysmography

device is an useful system to detect in a non invasive way variations in neck perimeter due

to phenomena related to circulation in general, and CVR in particular. Moreover, being the

supine and sitting wafeform markedly different, it is an useful tool to recognize the effect on

circulation due to change of posture.

Comparison among different jugular segments

Figure 5.7 shows plethysmography traces of subject 2 in supine (left plot) and sitting (right

plot) position, collected at different sections of the neck.

Looking at the left plot (supine acquisition), we can see differences in the average value of

the neck perimeter at different levels. In particular for this subject we have a neck perimeter

equal to:

• 36.6 cm at the J1 level;

• 35.8 cm at the J2 level;

• 36.8 cm at the J3 level.

Plethysmography trace collected at the lower level (J1) shows a respiratory component, as

we expected because of the proximity to the pulmonary system. All the acquisition shows

a waveform related to the cardiac effects. In addition, we notice a contribution from higher

frequencies in the acquisition at the middle level (J2).

The right plot of Figure 5.7 shows that in sitting position the average value of neck perimeter

is equal to:

62



Experimental validation of the plethysmography device

0 5 10
Time [s]

34.5

35

35.5

36

36.5

37

37.5

38

Le
ng

th
 [c

m
]

Supine

0 5 10
Time [s]

34.5

35

35.5

36

36.5

37

37.5

38
Sitting

J1

J2

J3

Figure 5.7: Plethysmography traces of subject 2 in supine (left plot) and sitting (right plot) position.
Blue line (J1) refers to the acquisition at the lower level, close to the clavicle bones,
while red and yellow lines refer to the acquisition at the middle (J2) and upper (J3)
level, respectively.

• 37.7 cm at the J1 level;

• 35.0 cm at the J2 level;

• 36.6 cm at the J3 level.

With respect to the supine acquisitions (left plot, where upper level J3 is the neck level with

the larger perimeter), in sitting position the lower level J1 has the largest circumference.

This unexpected result is a side effect of the non invasive measurement we are performing,

that takes into account all the variations in the muscle tone, other than vascular changes. In

this plot the amplitude of the waveform associated to cardiac contribution is negligible with

respect to acquisitions in supine. Figure 5.8 shows 60 seconds of the same plethysmography

traces already reported in Figure 5.7.
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Figure 5.8: Plethysmography traces of subject 2 in supine position. Blue line (J1) refers to the
acquisition at the lower level, close to the clavicle bones, while red and yellow lines refer
to the acquisition at the middle (J2) and upper (J3) level, respectively.
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Looking at this plot,we recognize a linear trend inside the acquisition at the J2 level,

probably due to some temporary electronic or mechanical disturbance of the device.

Figure 5.9 shows the Fourier transform of the traces reported in Figure 5.8.
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Figure 5.9: Fourier spectra of plethysmography traces reported in Figure 5.8 (subject 2 in supine
position). Blue line (J1) refers to the acquisition at the lower level, close to the clavicle
bones, while red and yellow lines refer to the acquisition at the middle (J2) and upper
(J3) level, respectively.

All the spectra show a main peak at around 1.2 Hz associated to cardiac pulsation.

Such peak is more prominent for the acquisition at the middle (J2) level. Minor peaks are

detectable at around 2.5 Hz and close to 0 Hz.

Figure 5.10 shows data of subject 2 when supine, filtered by using wavelet transform.
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Figure 5.10: Filtered plethysmography traces of three neck sections (J1 in blue, J2 in red, J3 in
yellow) of subject 2 in supine position. Data filtering removed the average value of
every acquisition and all the contribution below 0.3 Hz.

We notice that filtering the data with a high-pass filter (all frequencies below 0.3 Hz are

removed), the linear trend of the J2 trace disappears, together with all the contributions due

to breathing. In Figure 5.11 we can see the Fourier spectra of experimental data reported in

Figure 5.10.

Data filtering removed all the contribution below 0.3 Hz detectable in Figure 5.9.
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Figure 5.11: Fourier spectra of filtered plethysmography traces reported in Figure 5.10 (subject 2
in supine position). Blue line (J1) refers to the acquisition at the lower level, close to
the clavicle bones, while red and yellow lines refer to the acquisition at the middle (J2)
and upper (J3) level, respectively. All the contribution below 0.3 Hz is removed.

Data presented in this Sections prove that the plethysmography device is able to detect

differences in the jugular behavior at different neck levels.

Comparison among different experimental sessions

Figure 5.12 shows plethysmography traces of subject 3 with short and long strain gauge

sensor, in different experimental sessions.
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Figure 5.12: Plethysmography traces of subject 3 supine during different experimental sessions. Blue
and red lines refer to short and long sensor for the first acquisition, yellow and purple
lines refer to short and long sensor for the second acquisition, green line refers to third
acquisition with short sensor, and light blue line refers to forth acquisition with long
sensor.

Figure 5.13 shows the corresponding Fourier spectra.

From Figure 5.12 we can notice that the same subject seems to have different average

values of the neck perimeter at every new acquisition. We can justify this behavior supposing

that the strain gauge sensor was not exactly placed at the same level during repetitions of

65



Experimental validation of the plethysmography device

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.02
Short, session 1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.02
Long, session 1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.02
Long, session 2

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.02
Short, session 3

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
f [Hz]

0
0.02

Long, session 4

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.02 Short, session 2

Figure 5.13: Fourier spectra of the plethysmography traces of Figure 5.12 (subject 3 supine during
different experimental sessions). Blue and red lines refer to short and long sensor for
the first acquisition, yellow and purple lines refer to short and long sensor for the second
acquisition, green line refers to third acquisition with short sensor, and light blue line
refers to forth acquisition with long sensor.

the protocol. Moreover, we can suppose that muscle condition and hydration of the subject

changes in time, and so affecting the neck perimeter. Proof of the variation of physiological

status of the subject among the days are given by the slight changes observed in caridac and

respiratory peaks of the Fourier spectra These results suggest that, even if the quality of the

acquired data does not change and the system is stable and not affected by any external

change, it is a good practice to perform acquisitions without stop and restart the protocol,

to avoid changes in the physiological status of the subject. One of the main reason is the

difficulty to exactly encircle the same anatomical section with a given strain gauge sensor,

once it is removed.

Comparison among different postures

Figure 5.14 show plethysmography data acquired from subject 3 (short strain gauge sen-

sor was used) in 5 different postures: supine, sitting, upright, forward bend, and during

simulation of walking:

• blue plot refers to subject supine. Its average value is 31.2 cm and it presents marked

pulsations both in terms of JVP and of breathing;

• red and yellow plots refer to subject sitting and upright. The average value is around

31.5 cm for both the traces, with a strong decrease in pulsations with respect to the

supine trace;

• purple and green plots refer to subject forward bend and walking. The average value

is around 31.7 cm and pulsations are not damped.

Differences on neck perimeter is probably due to the change in muscle configuration the

subject has in the examined postures. Trace acquired with the subject head down (purple)

presents a positive linear trend. That could be an effect of the increase in the blood volume
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Figure 5.14: Plethysmography traces of subject 3 in different positions. Blue line refers to subject
supine, red line refers to subject sitting, yellow line refers to subject upright, purple
line refers to subject forward bend, green line refers to the simulation of walking. Ten
seconds of acquisition are reported to highlight differences on waveforms due to the
posture variation.

in IJVs (subject is tilted down and this carries blood back to the cervical district. Figure

5.15 shows plethysmography traces reported in Figure 5.14 filtered by using DWT.
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Figure 5.15: Plethysmography traces of subject 3 in different positions. Blue line refers to subject
supine, red line refers to subject sitting, yellow line refers to subject upright, purple
line refers to subject forward bend, green line refers to the simulation of walking. Ten
seconds of acquisition are reported to highlight differences on waveforms due to the
posture variation. Data are filtered by using DWT.

Figure 5.16 shows the Fourier spectra of the filtered data presented in Figure 5.15.

Looking at the filtered data, we can notice that:

• when the subject is supine (blue plot) the plethysmography trace presents a main peak

at around 1 Hz and a second peak at around 0.4 Hz. These peaks are due to the cardiac

and respiratory effect, respectively. Some other peaks are visible at around 2 – 3 Hz,

probably due to some secondary effects of the cardiac beating to the vessel walls;

• when the subject is sitting or upright (red and orange plots) a broad peak at around

67



Experimental validation of the plethysmography device

0 1 2 3 4 5

f [Hz]

0

0.005

0.01

0.015

0.02

0.025

0.03
Supine
Sitting
Upright
Forward bend
Walking

Figure 5.16: Fourier transform of the plethysmography traces of subject 3 in different positions,
filtered by using DWT. Blue line refers to subject supine, red line refers to subject
sitting, yellow line refers to subject upright, purple line refers to subject forward bend,
green line refers to the simulation of walking.

1.4 Hz is detectable;

• when the subject is head down (purple plot) the cardiac peak is broad;

• when the subject is walking, the cardiac peak is negligible.

From these results it is evident that the plethysmography is able to detect the cardiac

contribution, mainly when the subject lies in supine position. Indeed, in these situation a

marked peak corresponding to the cardiac frequency is detectable in the Fourier spectra of

the filtered data.

5.2.2 Experimental results of Drain Brain protocol

Preliminary results of the investigation are presented below. We report in Figure 5.17 an ex-

ample of the raw data of the three plethysmography sensors, recorded during an experimental

session on the ISS.

The solid trace refers to the neck sensor, while the dashed and dot-dashed traces refer to

leg and arm sensor, respectively. Raw data are reported in count vs. time. Any change from

the baseline value on the vertical axis refers to the output of the sensors after a stimulus (i.e.

an elongation). However, the response curve is different for each sensor. Therefore, in order

to compare the traces, we converted these data in unit of length by using the (linear) cali-

bration curves. Plethysmography data related to variations of neck perimeter and recorded

during different experimental sessions are here reported. Data are presented and compared

according to a specific parameter.

Therefore, we will show traces recorded during normal breathing and during a forced respi-

ration at 70 % of the vital capacity; traces recorded with the subject supine and upright; and

comparison of traces recorded before, during, and after the permanence of the subject aboard

the ISS. In each Figure, 10 seconds of raw data, converted in unit of length, are reported

in the top plots. The same time interval is reported in the bottom plots, where filters are

applied in order to remove low frequencies from the whole signal and to highlight the cardiac
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Figure 5.17: Raw data of the plethysmography sensors recorded during an experimental session on
the ISS. Top, middle, and bottom curves refer to leg, arm, and neck signals, respectively.

contribution. All the reported data refer to acquisition during left arm exercise, i.e. we show

only data from the time interval where the arm sensor is oscillating around its baseline (for

instance, in the range 100 - 250 s of Figure 5.17). Such choice is representative of all the neck

signals we are interested in.

Breathing variations

In the plots of this section we can see comparison of plethysmography traces of the neck

perimeter in the two different conditions of normal and forced breathing. We refer to forced

breathing when, during a complete inhalation, the subject reaches a pulmonary filling that

is 70% of the measured vital capacity. Figure 5.18 compares such plethysmography traces

during upright (left column) and supine (right column) posture.

Top plots of Figure 5.18 show that forcing the respiration produces a general increase

in the neck perimeter. When upright, the perimeter increases of 1.3 mm (+18%) and when

supine it increases of 2.2 mm (+22%).

Bottom plots of Figure 5.18 show that the average amplitude of the oscillations due to the

cardiac contribution arises from 0.10 mm to 0.14 mm in the upright condition. When supine,

the oscillations decrease from 0.91 mm to 0.81 mm. Both the increase during upright posture

and the decrease during supine posture are not statistically significant (p = 0.15 and p = 0.02,

respectively).

Posture variations

In the plots of this section we can see comparison of plethysmography traces of the neck

perimeter in the two different conditions of upright and supine posture. In both the situations

the subject is relaxed, with arms close to the body and not moving. Figure 5.19 shows such

comparison during normal (left column) and forced breathing (right column).

From the top plots of Figure 5.19 we see that a posture change from upright to supine

produces a general increase in the neck perimeter. When breathing normally, the perimeter

69



Experimental validation of the plethysmography device

0 2 4 6 8 10
time [s]

8

10

12

14

el
on

ga
tio

n 
[m

m
]

0 2 4 6 8 10
time [s]

8

10

12

14

el
on

ga
tio

n 
[m

m
]

NORMAL BREATHING
FORCED BREATHING

0 2 4 6 8 10
time [s]

-0.5

0

0.5

1

el
on

ga
tio

n 
[m

m
]

0 2 4 6 8 10
time [s]

-0.5

0

0.5

1

el
on

ga
tio

n 
[m

m
]

Figure 5.18: Top: Particular of the plethysmography curves recorded with subject upright (left) and
supine (right), during left hand exercise (preflight session). Bottom: Particular of the
filtered traces to highlight the cardiac contribution to the signal.
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Figure 5.19: Top: Particular of the plethysmography curves recorded with subject breathing nor-
mally (left) and deeply (right), during left hand exercise (preflight session). Bottom:
Particular of the filtered traces to highlight the cardiac contribution to the signal.
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increases of 2.9 mm (+40%), when breathing at 70% of the measured vital capacity it increases

of 3.8 mm (+45%).

From the bottom plots of Figure 5.19 we see that the average amplitude of the oscillations

due to the cardiac contribution arises from 0.10 mm to 0.91 mm when breathing normally.

During forced breathing, the oscillations increase from 0.14 mm to 0.81 mm. Both the

increases described are statistically significant (p < 0.01).

Gravity field variations

In the plots of this section we can see comparison of plethysmography traces of the neck

perimeter in two different conditions of gravitational gradient, i.e. gravity vs. microgravity.

Concerning the acquisitions on Earth, we have selected the traces with the subject in supine,

in order to reduce the effects of gravity (hydrostatic pressure). In both the situations the

subject is breathing normally while performing the left-hand exercise. Figure 5.20 compares

plethysmography traces of the neck perimeter in the two different conditions of gravity and

microgravity.

From the bottom plot of Figure 5.20 we see that microgravity causes a reduction of the

average amplitude of the cardiac oscillations. Moving from Earth to ISS, such oscillations

reduce from 0.91 mm to 0.39 mm. This reduction is statistically significant (p < 0.01). Figure

5.21 compares plethysmography traces of the neck perimeter during the mission aboard the

ISS.

From the bottom part of Figure 5.21 we see that the average amplitude of the oscillations

due to the cardiac contribution changes from 0.39 mm to 0.60 mm and and then to 0.66

mm when breathing normally. Therefore, there is a considerable rise in the amplitude of

the oscillations measured between the first acquisition (inflight 1) and the others (+54% and

+69% respectively), with only a slight increase between the second and the third one.

Figure 5.22 compares plethysmography traces of the neck perimeter before and after the

mission aboard the ISS.

From the bottom plot of Figure 5.22 we see that the average amplitude of the oscillations

due to the cardiac contribution are similar (0.91 mm and 0.84 mm). The decrease in the

amplitude of the measured oscillations (-8%) is not statistically significant (p = 0.08).
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Figure 5.20: Top: Particular of the plethysmography curves acquired with subject breathing nor-
mally (left hand exercise). Bottom: Particular of the filtered traces to highlight the
cardiac contribution to the signal.
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Figure 5.21: Top: Particular of the plethysmography curves acquired with subject breathing nor-
mally (left hand exercise). Bottom: Particular of the filtered traces to highlight the
cardiac contribution to the signal.
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Figure 5.22: Top: Particular of the plethysmography curves recorded with subject breathing nor-
mally (left hand exercise). Bottom: Particular of the filtered traces to highlight the
cardiac contribution to the signal.
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Chapter 6

Conclusions

Due to the complexity of the relationships involved, and the large variability in the anatom-

ical parameters, it is extremely difficult to understand in simple qualitative terms the effect

of alterations in the extracranial arterial and venous circulation on the brain functionality.

Therefore, the study of the cerebral inflow and outflow, and the relations between the loss

of healthy physiologic equilibrium and the onset of diseased conditions, can largely benefit

from the use of computational models.

The aim to link a 1 dimensional (1D) model of the arterial vascular tree with a 0 dimen-

sional (0D) model of the drainage of blood flow from the brain and skull through another 0D

model of the intracranial circulation is to simulate the cranial and extracranial inflow and

outflow vessel pathway behavior and the mechanisms involved in the feeding and drainage

process together with the intracranial circulation and the action of cerebrovascular regulation

mechanisms. The model represents a new tool for improving our understanding of the whole

system.

It is difficult to have a complete and detailed overview of the blood flows circulating to and

from the braincase. Several researchers have studied the cerebral hemodynamics and its re-

lationship with extracranial anatomic and posture changes [41, 69]. First, average absolute

values of blood flow could be considerably different among subjects because of physiologic

variability. Second, due to the complex network of vessels and their variable interconnec-

tions, it is difficult to have a map of the circulation able to describe any specific case in

detail. Third, there is insufficient knowledge of the relationships between flow alterations

and the degree of occurrence of events such as postural changes or stenosis. Finally, even in

a situation that does not have variability factors, the assessment of blood flow values can be

difficult for several reasons.

A comprehensive model was developed to investigate correlations between cerebral hemody-

namics and alterations in the extracranial venous circulation due to posture changes and/or

extracranial venous obstructions (stenosis). The model summarizes the different segments

of the vascular system and reproduces experimental flows with a finite and easily tunable

number of parameters. This model is an attempt to summarize a complex system in a sim-

ple picture, taking into account all the available data for obtaining information not directly

achievable with experimental noninvasive measurements, such as venous sinuses pressure Pvs

or intracranial pressure, very important for checking the status of the intracranial environ-
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ment and, hopefully, for preventing neurologic diseases. The purpose of this work was to

validate the simulation results by using magnetic resonance imaging (MRI) and echo-color

Doppler (ECD) experimental blood flow data in humans. The model presented here is tuned

by using large datasets of subjects, to be more confident about the average hemodynamic

condition of a given type of stenotic pattern. We benefited from the use of MRI techniques

to have a detailed map of the vessels and of the blood circulating in them. The drawback of

MRI for this work is that only supine data are available, whereas ECD allows both supine and

upright assessment. However, ECD does not allow the evaluation of minor vessels, and it has

a bias related to the operator dependence that can lead to incorrect evaluations. Such flows

are the average of experimental measurements on several subjects (Tables 2.5 and 2.6), so

we are confident that the model parameters reproduce a statistically significant circulatory

behavior, including different clinical conditions (healthy controls or subjects with stenotic

patterns).

The convergence of the model presented in this work has been investigated with all the ex-

perimental flows reported in Tables 2.5 and 2.6. We checked that average flows reported in

such tables are the mean value of Gaussian-like datasets, so we are confident that the model

simulates the average condition of normal distributions of flow.

The two main features of the model are that it accounts for the dependence of the hydraulic

properties of the internal jugular veins (IJVs) with respect to the gravity field and that it

includes a validated model for the simulation of the intracranial circulation. That makes it

an useful tool for the study of the correlations between extracranial blood redistributions and

changes in the intracranial environment.

We performed simulations of the effect of posture change from supine to upright on pressures

and blood flows, first with basal drainage and then assuming a lack of conductance of some

particular vessel tract.

The model allows simulating the change of posture from supine to upright. IJVs are di-

vided into different segments to properly simulate the differences measured along the jugular

length. In particular, we chose to divide IJVs into the 3 segments as recently established

in an international scientific consensus [123] to make the model easily comparable with the

most recent and validated experimental results.

The model reproduces average physiologic behavior of the jugular, vertebral, and cerebral

ducts in terms of pressures and flows. Simulations of average jugular and vertebral blood

flow variations due to a change of posture from supine to upright also matched the exper-

imental data. Every simulated CBF fell inside the standard error from the corresponding

average experimental value, as well as the simulated extracerebral arterial flow.

The model outcomes, after parameter tuning, are in excellent agreement with experimental

supine average flow of the non stenotic (NST) group (Figure 3.2). Indeed, all the main ar-

terial and venous flows supplying the brain that we modeled fall inside the standard error

from the corresponding experimental value. Moreover, model results satisfactorily match the

supine/upright percentage variation in jugular and extrajugular pathways observed in a sec-

ond group of 10 healthy controls (Figure 3.1). Therefore, we achieved the objective of tuning

the model to reproduce an average healthy subject, from the point of view of the circulation.

Starting from the NST-tuned model, it is easy to reproduce pathologic conditions like the

situations reported in Table 2.3. Such new simulations are obtained by changing some of
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the conductances to reproduce the MRI experimental flow data (Table 2.5). Results show

that conductances are greatly reduced in the IJV stenotic area and increased in the verte-

bral pathway. This aspect could be an index of how the whole venous pattern is affected

by the presence of a jugular stenosis. Indeed, the increase in the vertebral conductance may

represent a chronic compensatory change performed to maintain adequate brain drainage to

prevent cranial hypertension. This aspect is highlighted in Figure 3.15, where the temporal

behavior of simulated Pvs with time is reported for different stenotic conditions. Intracra-

nial autoregulatory mechanisms maintain cerebral blood flow at a physiologic value, both in

supine and upright conditions (Figures 3.3, 3.13 and 3.14). Pvs achieves a new equilibrium in

a few seconds after the posture change. The situation is very different when IJVs are totally

occluded, for example, at the lower part.

The model is able to give information about the average flows in different points of the jugular

ducts, so taking into account the amount of blood coming from the anastomotic connections.

A fundamental model assumption is the existence of anastomotic connections between left

and right IJV. These vessels are not measured, but they are necessary to explain the increase

in flow along every nonstenotic IJV (Tables 2.5 and 2.6).

The model may represent an useful tool for the study of the correlation among posture

variations, vessel conductances (normal or abnormal), and the consequent pressure and flow

changes. Moreover, we can easily use it to verify how the blood redistribution due to change

of posture affects the pressures in specific points of the system. This model takes into account

intracerebral mechanisms such as CSF circulation and the onset of IJV obstacles. Further-

more, a peculiar aspect of the model is the description of intracranial blood flow autoregu-

latory mechanisms that play a pivotal role in maintaining an adequate cerebral perfusion in

the different simulated conditions. The study of venous blood flow changes in patients with

partial or total impairment in cerebral autoregulation may be the subject of future model

applications. We modeled intra- and extracranial circulation, so that the whole system can

predict whether and how the occurrence of extracerebral stenotic patterns affect the pressure

equilibrium in the braincase during most of the human lifetime (sitting or standing), poten-

tially leading to long-term diseases due to pressure imbalance.

A limitation of the model is related to the assessment of venous compliances (Table 2.7).

We need experimental measurements to properly assess vessel compliances and give more

effectiveness to the time dependence results of pressures (Figure 3.15).

From the point of view of the study of venous insufficiency, the present simulations suggest

two important considerations:

• the cerebral venous return system is quite robust. A single occlusion, or even multiple

occlusions of moderate entity, can induce only mild changes in venous sinuses pressure

and in total blood flow Indeed, this is the fundamental role of the strong anastomotical

connections incorporated in the model;

• pathological states, characterized by multiple severe obstructions, can lead to significant

pressure changes in the venous sinuses, hence, in possible alteration in cerebrospinal

fluid circulation and brain tissue pressure. Which adjustments may be produced in

these cases (either the opening of new collaterals, a reset of the autoregulation set

point, or a permanent pressure increase) remains to be investigated.
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The plethysmography device we developed is able to detect variations of some anatomical

cross section of the human being. In this work we focused on changes of neck perimeter, that

is related to the jugular veins pulsation (JVP). The device detects physiological variations of

this pulsation due to the different postures of the subject, other than the expected differences

among subjects. Moreover, we see that the signal is dependent on the position of the strain

gauge sensor along the neck length. That could be intersting to study the details of the

cerebral drainage system, instead of considering IJVs as tubes with fixed properties.

A copy of this plethysmography device, adapted to operate aboard the International Space

Station (ISS), was used in the so called Drain Brain project. Following a dedicated proto-

col, we checked variations of neck perimeter, and so on the functionality of cerebral venous

drainage, through the detection of IJV pulsation and its changes in different postural and

gravity conditions.

The increase in neck perimeter due to forced breathing on Earth is around 20% independently

from the posture (see Figure 5.18). The same maneuver seems not to affect the cardiac status

(i.e. the amplitude of the oscillations at around 1 Hz), since there is no significant difference

of this parameter when the respiratory condition is varied both in supine and in upright

posture. Concerning the change of posture under usual gravitational conditions, the increase

in neck perimeter is more than 40%, indipendently from the respiratory status (see Figure

5.19). Even the cardiac status is affected by the posture, being the amplitude of the oscil-

lations at around 1 Hz much higher when the subject changes from upright to supine [41].

The respiration seems not to provide a strong contribution to the behavior of this parameter.

Anyway, we can notice from Figure 5.18 that the amplitude of the cardiac oscillations during

forced breathing is sligthly higher in upright condition but slightly lower when in supine con-

dition. We may conclude that the exercise to force the respiration leads to a reduction of the

compliance of collapsible vessels which in turn reduces the amplitude of the collected signal.

The first finding which arises from the comparison between preflight and inflight data is the

significant reduction of the signal amplitude due to cardiac oscillations (see Figure 5.20) that

may suggests a reduction of the cardiac status. Such situation could be directly associated

with blood redistribution and hypovolemia, as observed in previous space flight studies [43].

The second finding is the significant difference between cardiac oscillations recorded over the

ISS experimental sessions acquired during the first ISS session in order of time, and the two

subsequent sessions (see Figure 5.21). Figure 5.21 shows that oscillations measured during

second and third sessions are considerably higher than the first one. This may suggest that

some kind of regulatory mechanism is acting in order to adapt to microgravity condition.

Indeed, it has been reported that substantial dilation of IJVs is typical in microgravity and

starts from the initial days of space flight [43]. From our findings it seems that the venous

system is trying to recover the preflight equilibrium, or to find a new state to adapt to the

new gravitational load. The final observation is related to the cardiac oscillations measured

before and after the space flight (see Figure 5.22). We may hypotesize that, if something

happened at the heart or circulatory level when the subject was aboard the ISS so that the

cardiac status was lowered, the same or different regulation mechanisms acted in order to

restore the preflight condition. Such oscillations are not statistically different, with the post-

flight quite lower in absolute value. This means that regulatory mechanisms acted in order

to restore the preflight conditions. Comparison of plethysmography data confirmed that long
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duration spaceflights lead to a redistribution of venous blood flow and showed interesting

differences in the amplitude of cardiac oscillations measured at the level of the neck veins.

Future work will include a comparison between plethysmography data and US data so as to

complete the investigation on the drainage function of the IJV in microgravity. Preliminary

clinical results suggest that cervical plethysmography has great potential both as inexpensive

screening device and a postoperative monitoring tool [124].

This work demonstrates the feasibility to use the plethysmography device as a diagnostic

tool. First of all, data acquisition is non invasive. Then, the device is useful to be used in

more complex protocols, allowing the subject to move during the exam, to check the effect

on drainage due to any kind of movement. It is desirable that the next step for the develop-

ment of the device will be the upgrade of the connection between strain gauge sensors and

electronic apparatus through a wireless connection instead of wires. In this way movements

of the analyzed subject will be more comfortable.

Plethysmography is a powerful method since it does not affect the subject parameter such as

cross sectional area of the IJVs, that is recognized as the main problem when some acquisition

protocol (e.g. flow acquisition) is performed by using ultrasound technique. Moreover, the

apparatus is easily configurable to collect data to more than one anatomical district at the

same time.

We showed that the apparatus is suitable for further studies concerning the cerebral venous

system, but it is possible to think about a different use like, for example, the study of the

effect of movements on circulation through the application of other strain gauge sensors on

arms and legs, other than at the neck level. Beside the cardiac pulsation, the device collect

also effects on vasculature due to breathing, other than changes of the muscular tone of the

zone encircled by the sensors. This means, for example, that protocols can be performed to

study the effect of breathing on blood circulation. By using the discrete wavelet transform

together with the Fourier transform, is recognized as a very useful method to properly fil-

ter and analyze plethysmography signals. Contribution to the whole signal from different

recognized sources, such as heart or respiration, can be easily extracted and analyzed.
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