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Abstract

In this paper we develop a conservative cell-centered Lagrangian finite volume
scheme for the solution of the hydrodynamics equations on unstructured multi-
dimensional grids. The method is derived from the Eucclhyd scheme discussed in
[47,43,45]. It is second-order accurate in space and is combined with the a posteriori
Multidimensional Optimal Order Detection (MOOD) limiting strategy to ensure ro-
bustness and stability at shock waves. Second-order of accuracy in time is achieved
via the ADER (Arbitrary high order schemes using DERivatives) approach. A large
set of numerical test cases is proposed to assess the ability of the method to achieve
effective second order of accuracy on smooth flows, maintaining an essentially non-
oscillatory behavior on discontinuous profiles, general robustness ensuring physical
admissibility of the numerical solution, and precision where appropriate.
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1 Introduction

This paper considers the hydrodynamics system of conservation laws written in La-
grangian formulation, which dates back to 1940. Lagrangian numerical methods are a
moving mesh discretization wherein the computational grid moves with the flow velocity.
It thus requires the computation of a nodal velocity. The most natural way to obtain it
relies on a staggered discretization for which the kinematic variables are located at nodes
whereas the thermodynamic ones are placed at cell centers. The seminal work of von
Neumann and Richtmyer [51] has designed the one-dimensional framework of staggered
discretization which has been later extended to two-dimensional geometry by Wilkins
[61]. The compatibility of staggered discretization with the second law of thermodynam-
ics was ensured by adding an artificial viscosity to the internal energy equation allowing
the dissipation of kinetic energy into internal energy through shock waves. It is worth
mentioning that this space and time staggered discretization cannot conserve total en-
ergy. Burton and his co-authors [12] have cured this flaw by constructing a compatible
hydrodynamics method based on the one hand on a predictor-corrector time discretiza-
tion which conserves total energy and, on the other hand, on the adjointness property
of the discrete gradient and divergence operators. The interested reader might refer to
Després book page 241 [11] or to the review papers [1] for a modern presentation of this
topic. In spite of the long history of staggered Lagrangian methods based on artificial
viscosity, an increasing interest in cell-centered Lagrangian schemes dedicated to solve
the hydrodynamics equations has been observed since 2005 with the seminal works of
Després et al.[21] and Maire et al.[47]. Their Lagrangian cell-centered formulations have
been originally developed for the 2D hydrodynamics equations on quadrilateral meshes,
later extended to 3D hexahedral grids and further to general unstructured meshes [14,43].
As a purely Lagrangian formulation, no mass flux is allowed across cell interfaces, and
the cells move and deform according to the action of the neighborhood. The main novelty
in their approach is the definition of a multidimensional nodal solver taking into account
all surrounding cells to uniquely determine the node velocity. As such they ensure the
compatibility between the motion of the cell (and its associated volume as a by-product),
and the cell deformation computed through PDEs involving the discretization of the ve-
locity divergence. This so-called Geometrical Conservation Law (GCL) allows to derive
numerical methods on a more firm base, and re-use many of the advances from the well-
established Godunov-type finite volume schemes on fixed grids.
Indeed, these cell-centered Lagrangian algorithms are Godunov-type schemes on mov-
ing meshes, accurate up to second-order in time through Runge-Kutta time stepping,
Predictor-Corrector strategy or Generalized Riemann problem methodology and second-
order in space via limited piecewise-linear reconstruction of velocity and pressure fields.
They are solving the conservation laws for mass, momentum and total energy. Contrarily,
classical staggered Lagrangian schemes solve the specific internal energy equation, retriev-
ing the total energy conservation by a compatible derivation of the div-grad operator [12].
The differences between nowadays cell-centered Lagrangian schemes reside in the way
how the nodal solver and the limiter are designed and derived. The limiters employed to
ensure robustness and preserve flow symmetries are based on classical slope limiters [54]
for scalar fields and frame-invariant limiters for vector fields [40,41]. These schemes are
in fact used as the engine of indirect Arbitrary-Lagrangian-Eulerian (ALE) simulation
codes, see [31] for instance. High order of accuracy in space has been first introduced in
[15,38,17,18], where a third order ENO reconstruction operator is employed in the context
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of cell-centered Lagrangian-type finite volume schemes. High order of accuracy in time was
guaranteed either by the use of a Runge-Kutta or by a LaxWendroff-type time stepping.
Parallel to these developments, a new generation of multi-dimensional cell-centered direct
ALE schemes based on the Eulerian formulation of the governing equations has emerged
[6,10]. Following the concepts of (Arbitrary high order schemes using DERivatives) ADER
discretization, approximate Riemann solvers, high order accurate polynomial reconstruc-
tions, WENO or a posteriori limiting, these numerical methods have proven to be both
accurate and robust for classical Lagrangian-like test cases. However the way these meth-
ods are derived prevents to determine an associated strictly Lagrangian scheme, because
mass flux may exist among computational cells. Nonetheless, by re-using the Lagrangian
nodal solvers [47] within those direct ALE schemes, some authors have shown [10,5] that
this results in an effectively quasi-Lagrangian scheme which presents good properties:
(very) high numerical accuracy on smooth flows, sharp contact discontinuities and inter-
faces, shock waves spread over one or two cells.
Consequently, the question arises whether it is possible to derive also a truly Lagrangian
scheme without intercell mass flux based on these concepts developed in the Eulerian and
ALE framework. This is the purpose of this work, which makes use of the Eucclhyd scheme
[47,43,45] as a solid starting point for dealing with Lagrangian hydrodynamics. Therefore
we will focus on deriving the Lagrangian version of the hydrodynamics equations, adapting
the direct ALE numerical method to the situation of zero mass flux, leading de facto to a
genuinely Lagrangian scheme. Unstructured 2D and 3D meshes made of simplex elements
are only considered in this work even if quadrangles/hexahedra could be employed. In this
work we wish to maintain simple cell shapes with straight edges, and, as such, we assume
that the velocity is at most linear. Consequently the proposed scheme can not exceed a
second-order of accuracy. If we want to go beyond second-order of accuracy, one has to
cope with curvilinear geometry, see for instance [29,24,23]. Extension to curved meshes
is beyond the scope if this work, although it has already been proposed in the context of
direct ALE algorithms [7,8] and Lagrangian-type schemes [16]. To give a brief overview,
the numerical method presented in this paper is built relying on the vertex-based Euc-
clhyd finite volume scheme, the ADER strategy for obtaining a second-order space-time
discretization and the a posteriori Multidimensional Optimal Order Detection (MOOD)
limiting to switch from pure second-order to first-order of accuracy without needing to
employ any classical a priori slope limiter.

To the best knowledge of the authors, this is the first time that the a posteriori MOOD
limiting strategy is applied in the context of pure Lagrangian cell-centered Godunov-type
finite volume schemes on unstructured meshes in two and three space dimensions. The
a posteriori limiting approach is substantially different from existing a priori limiters,
which are typically used in pure Lagrangian schemes. The new method proposed here is
by construction positivity preserving, since it relies on a provably positivity preserving
first order fallback scheme, and is nominally second order accurate in space and time.

This paper first presents the context and the governing equations. In Section 2, the nu-
merical scheme is introduced with emphasis on the ADER approach, the nodal solver
and the a posteriori limiting strategy. Also the main properties of the new method are
pointed out. All numerical tests are gathered in Section 3. We simulate the following test
problems: Kidder, Sod, Saltzmann, Sedov, and the linear phase of a Richtmyer-Meshkov
instability. All tests are run in 2D and 3D. Conclusions and perspectives are drawn in the
last section.
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2 Numerical method

In this paper we consider the equations of Lagrangian hydrodynamics which can be written
in the control volume formulation as

d

dt

∫
Ω(t)

ρ dV = 0, (1a)

d

dt

∫
Ω(t)

dV −
∫

∂Ω(t)

u · n dS = 0, (1b)

d

dt

∫
Ω(t)

ρu dV +
∫

∂Ω(t)

pn dS = 0, (1c)

d

dt

∫
Ω(t)

ρE dV +
∫

∂Ω(t)

pu · n dS = 0. (1d)

Here, Ω(t) ⊂ Rd denotes the time-dependent control volume in d ∈ {2, 3} space dimensions
and ∂Ω(t) its surface defined by the outward pointing unit normal vector n. Furthermore,
ρ is the fluid density, u = (u, v, w) represents the velocity vector in the physical space,
x = (x, y, z) is the coordinate vector, p is the fluid pressure and E the specific total
energy. Equations (1a)-(1d) express the conservation of mass, volume, momentum and
total energy, respectively. The balance law (1b) is typically referred to as Geometric
Conservation Law (GCL) and the velocity of a Lagrangian particle is governed by the
local kinematic equation (trajectory equation)

dx

dt
= u, x(t = 0) = x0, (2)

where x0 stands for the coordinates for any point in the initial control volume Ω(t = 0),
while x describes its evolution for t > 0. This equivalence often leads to ignoring (1b) and
only solving the trajectory equation(2) 1 . System (1) is closed by an equation of state
which, for an ideal gas, reads

p = (γ − 1)ρε, ε :=
(
E − 1

2
u2
)
, (3)

with γ representing the ratio of specific heats and ε the specific internal energy.
We denote the vector of variables Q = (1, 1

ρ
,u, E) and the admissible states are defined

by the set

A =

{
Q = (1,

1

ρ
,u, E), s.t. ρ > 0 and ε > 0

}
, (4)

which determines the basic property for a physical state. Such condition is in principle
necessary but not sufficient, because one should also consider other constraints like entropy
inequality or other requirements demanded by the governing equations.
System (1) can be written more compactly at the aid of vector Q and its associated fluxes

1 However, we must ensure that this equivalence is maintained by the numerical scheme, which
may not always be the case.
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F(Q) = (0,−u, p, pu), thus

d

dt

∫
Ω(t)

ρQ dV +
∫

∂Ω(t)

F(Q) · n dS = 0. (5)

2.1 Discretization of the physical conservation laws

2.1.1 Mesh and coordinates

The computational domain Ω(t) is discretized at time t by a set of non-overlapping sim-
plicial control volumes Ti(t), that can be either triangles for d = 2 or tetrahedra for d = 3.
NE denotes the total number of elements contained in the domain. For any current discrete
time tn the union of all elements T ni := Ti(t

n) is called the current mesh configuration T nΩ
of the domain

T nΩ =
NE⋃
i=1

T ni . (6)

Each control volume is defined in the physical space x = (x, y, z) and it can be mapped
onto a reference element Te in the reference coordinate system ξ = (ξ, η, ζ), see Figure
1. The reference element is the unit triangle in 2D with vertices ξe,1 = (ξe,1, ηe,1) =
(0, 0), ξe,2 = (ξe,2, ηe,2) = (1, 0) and ξe,3 = (ξe,3, ηe,3) = (0, 1), or the unit tetrahedron in
3D with nodes ξe,1 = (ξe,1, ηe,1, ζe,1) = (0, 0, 0), ξe,2 = (ξe,2, ηe,2, ζe,2) = (1, 0, 0), ξe,3 =
(ξe,3, ηe,3, ζe,3) = (0, 1, 0) and ξe,4 = (ξe,4, ηe,4, ζe,4) = (0, 0, 1). The spatial mapping in 3D
reads

x = Xn
1,i +

(
Xn

2,i −Xn
1,i

)
ξ +

(
Xn

3,i −Xn
1,i

)
η +

(
Xn

4,i −Xn
1,i

)
ζ, (7)

where Xn
k,i = (Xn

k,i, Y
n
k,i, Z

n
k,i) represents the vector of physical spatial coordinates of the

k-th vertex of element T ni for k = 1, 2, 3, 4.

Fig. 1. Reference element Te in ξ = (ξ, η, ζ) for d = 2 (left) and d = 3 (right).
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2.2 Local form of the governing equations

System (5) is considered for each element Ti(t), hence

d

dt

∫
Ti(t)

ρQ dV +
∫

∂Ti(t)

F(Q) · n dS = 0. (8)

Recall that the first equation of (8) implies that the cell mass mi remains constant in
time, which is defined as

mi :=
∫

Ti(t)

ρ dV. (9)

Following the approach detailed in [42,49], let us define the mass averaged value of Q
over the element Ti(t) as

Qi ≡ Qi(t) =
1

mi

∫
Ti(t)

ρQ dV, (10)

from which a reformulation of system (8), after the use of the Reynolds transport theorem
(see [44] for an exhaustive derivation and justification), reads

mi
d

dt
Qi +

∫
∂Ti(t)

F(Q) · n dS = 0, (11)

with Qi =
(

1
ρi
,ui, Ei

)
. For the sake of completeness let us define the cell volume as

|Ti| ≡ |Ti(t)| =
∫

Ti(t)

dV, (12)

which allows the cell density to be determined as ρi(t) = mi/|Ti(t)| for any time t. Note
that the mass conservation (1a) is implicitly taken into account in system (11), while the
specific volume 1

ρi
is evolved in the geometric conservation law (1b). In the next section

we derive our Lagrangian scheme by employing the ADER technology (Arbitrary high
order schemes using DERivatives).

2.3 ADER methodology for Lagrangian hydrodynamics

The ADER (“Arbitrary high order schemes using DERivatives”) approach originates from
the work of Toro and collaborators [50,56,27]. The first ADER algorithms [50,55,36,56]
followed the concept of Ben-Artzi and Falcovitz [3] based on an approximate solution
of the generalized Riemann problem (GRP) at zone boundaries. The time evolution is
carried out by using repeatedly the governing conservation law in differential form to
replace time derivatives by space derivatives, which is the so-called Cauchy-Kovalewski
or Lax-Wendroff procedure. The idea behind the GRP approach is a temporal Taylor
series expansion of the state at the interface and this has been also used in the context of
Lagrangian hydrodynamics [42] to achieve second order of accuracy in time.

In this work, we adopt the more recent formulation proposed in [27,26] in the Eulerian
framework on fixed grids and in [6] for moving mesh schemes. A weak integral formulation
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of the conservation law in space-time is used to obtain a space-time accurate representation
of the solution within each cell.

2.3.1 Space-time coordinate vectors and nodal basis functions

First, let x̃ = (x, y, z, t) and ξ̃ = (ξ, η, ζ, τ) be the space-time coordinate vectors in the
physical and in the reference system, respectively. The spatial mapping is given by (7),
while the mapping in time is simply linear

t = tn + τ ∆t, τ ∈ [0, 1], (13)

where tn and ∆t represent the current time and current time step, respectively. For eval-
uating the magnitude of ∆t we use a classical CFL condition and a criterion to avoid a
too large increase of cell volume in a single timestep [47,42].

The vector of state variables Q is known at tn, therefore, recall (10), in each cell T ni and
in a finite volume mass averaged sense, the piecewise constant data are given by

Qn
i ≡ Qi(t

n) =
1

mi

∫
Tni

ρ(x, tn)Q(x, tn) dV. (14)

Let us introduce a space-time polynomial qh defined between tn and tn+1, that is between
τ = 0 and τ = 1, which is expanded onto a nodal basis constituted of piecewise linear
space-time basis functions θ(ξ̃), that is

qh =
L∑
l=1

θl(ξ̃)q̂l,i, (15)

where q̂l,i are the L = 2M degrees of freedom with M = (d + 1). The space-time
nodes which define the basis are simply given by the spatial nodes ξl at times τ = 0 and
τ = 1, which correspond to the tensor product of the spatial nodes of classical conforming
second order finite elements and the Newton-Cotes points in time. As a consequence, the
space-time basis functions θl(ξ̃) have the following form in multiple space dimensions:

θ2D
l (ξ̃) =



θ1 = (1− ξ − η)(1− τ)

θ2 = ξ(1− τ)

θ3 = η(1− τ)

θ4 = (1− ξ − η)τ

θ5 = ξτ

θ6 = ητ

, θ3D
l (ξ̃) =



θ1 = (1− ξ − η − ζ)(1− τ)

θ2 = ξ(1− τ)

θ3 = η(1− τ)

θ4 = ζ(1− τ)

θ5 = (1− ξ − η − ζ)τ

θ6 = ξτ

θ7 = ητ

θ8 = ζτ

, (16)

Notice that, for τ = 0, the space-time degrees of freedom q̂0
l,i coincide with the degrees of

freedom at time tn. For instance, if a piecewise polynomial reconstruction of q was known

7



at tn, then q̂0
l,i would be its components while q̂1

l,i would be the remaining components at
tn+1, see Figure 2 for an illustration in 2D.

Fig. 2. 2D space-time mapping from the physical element Ti(t) evolving from tn to tn+1 and
defined by vertex coordinates Xn

k = (xnk , y
n
k ) and Xn+1

k = (xn+1
k , yn+1

k ) for k = 1, 2, 3 to the
unit reference element Te × [0, 1]. On the reference space-time element are defined space-time
basis functions θl with l = 1, 2, 3 for space-time degrees of freedom at time τ = 0 and, θl with
l = 4, 5, 6 for space-time degrees of freedom at time τ = 1.

2.3.2 Piecewise linear reconstruction at tn

A reconstruction procedure is carried out for obtaining a piecewise linear polynomial wn
h

within each cell T ni from the piecewise constant states Qn
i in the neighborhood. This

reconstruction polynomial is expressed in terms of a set of piecewise linear spatial basis
functions ψl(ξ), which are taken as θl(ξ, 0), hence

wn
h =

M∑
l=1

ψl(ξ)ŵn
l,i, (17)

where the wn
l,i are theM = (d+ 1) unknown degrees of freedom (expansion coefficients).

In order to perform the reconstruction procedure, we consider a so-called reconstruction

stencil Si =
ne⋃
j=1

T nm(j), where 1 ≤ j ≤ ne is a local index that counts the elements belonging

to the stencil, while m(j) maps the local index to the global element numbers used in the
mesh configuration (6). The stencil contains a total number of ne = dM elements and
is filled by the Voronoi neighbors of T ni (i.e. the neighbor elements sharing at least one
vertex with element T ni ). If ne is not achieved then an algorithm recursively continues
adding the neighbors of these neighbors until ne is reached.
The reconstruction procedure is carried out in reference coordinates ξ, and, integral con-
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servation is required on each element T nj ∈ Si, that is

1

|T nj |

∫
Tnj

M∑
l=1

ψl(ξ)ŵn
l,i dV = Qn

j , ∀T nj ∈ Si, (18)

where |T nj | represents the volume of element T nj at time tn. The above system (18) is
overdetermined since ne >M and therefore requires the use of a least squares technique.
However, to enforce conservation of the reconstruction polynomial we must at least require

that the above expression holds exactly for cell T ni , that is 1
|Tni |

∫
Tni

M∑
l=1

ψl(ξ)ŵn
l,i dV = Qn

i is

added as a linear constraint to the overdetermined system (18). The resulting constrained
least squares problem is then solved with a classical Lagrangian multiplier approach, see
[28]. To optimize the construction of the reconstruction matrix, which is given by the
integrals appearing in (18), an exact analytical integration is performed by inserting the
transformation (7) into the above expression (18). The resulting formula is a function of
the physical vertex coordinates Xn

k,j of the control volume T nj .

At the end of this reconstruction step, we have access to piecewise linear reconstructed
state variables (17) at time tn in each cell T ni . This reconstruction will be used as initial
condition for the following ADER predictor step.

2.3.3 Space-time ADER predictor

To perform the predictor stage within the ADER technology, system (1) is first written
in a non-conservative form as

d

dt

(
1

ρ

)
− 1

ρ
(∇ · u) = 0,

d

dt
u +

1

ρ
(∇p) = 0,

d

dt
E +

1

ρ
(∇ · (pu)) = 0, (19)

where d
dt

denotes the material derivative. It further reads compactly as follows

d

dt
Q +

1

ρ
(∇ · F(Q)) = 0. (20)

Then, the governing equations (20) are expressed in the reference system as

∂

∂τ
Q + ∆tH = 0, (21)

with the abbreviation

H =

∂Q

∂ξ
· ∂ξ
∂t

+
1

ρ
·
(
∂ξ

∂x

)T
∇ξF(Q)

 . (22)

Here, the ∇ operator in ξ is used and it is defined by

∇ =


∂
∂x

∂
∂y

∂
∂z

 =


∂ξ
∂x

∂η
∂x

∂ζ
∂x

∂ξ
∂y

∂η
∂y

∂ζ
∂y

∂ξ
∂z

∂η
∂z

∂ζ
∂z




∂
∂ξ

∂
∂η

∂
∂ζ

 :=

(
∂ξ

∂x

)T
∇ξ. (23)
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In (22) Q and H are approximated for a cell Ti by an expansion qh,i and hh,i over the
space-time basis functions, thus

qh,i =
L∑
l=1

θl(ξ̃)q̂l,i, hh,i =
L∑
l=1

θl(ξ̃)ĥl,i. (24)

We insert the above expressions into the governing equations (21), hence multiplying by
a test function θk(ξ̃) one gets

θk(ξ̃)
∂

∂τ

( L∑
l=1

θl(ξ̃) q̂l,i

)
+ ∆t θk(ξ̃)

( L∑
l=1

θl(ξ̃) ĥl,i

)
= 0. (25)

Then, (25) is integrated over the space-time reference element Te × [0, 1], obtaining the
weak formulation of the non-conservative governing system (20)

Kτ q̂l,i = −∆tMĥl,i, (26)

where the following abbreviations have been used:

Kτ =

1∫
0

∫
Te

θk
∂θl
∂τ

dξ dτ, M =

1∫
0

∫
Te

θk θl dξ dτ. (27)

To solve (26), all space and time degrees of freedom q̂l,i must be determined. However, at
relative time τ = 0 the reconstruction polynomial wh (see Section 2.3.2) directly provides
part of the unknown degrees of freedom, i.e. q̂0

l,i. As such, those degrees of freedom are
moved to the right hand side of (26), while the remaining degrees q̂1

l,i at time τ = 1 are
the true unknowns and have to be evaluated by solving iteratively the nonlinear algebraic
equation system

Kτ q̂
r+1
l,i = −∆tMĥrl,i, (28)

with subscript r denoting the iteration number of the non-linear solver. In [26] it is
demonstrated that, for linear homogeneous hyperbolic PDE, system (28) admits a unique
solution that is obtained after at most O iterations, with O denoting the order of accuracy
of the numerical scheme. Together with the solution qh, we also have to consider the
geometry evolution of element Ti that is governed by the trajectory equation (2), which
links spatial positions and velocity field. The trajectory equation is solved here relying on
the same approach used for the numerical solution (28). Indeed, the space variable and
velocity field inside element Ti(t) are spanned over the space-time basis as

xh =
L∑
l=1

θl(ξ̃)x̂l,i, uh =
L∑
l=1

θl(ξ̃)ûl,i, (29)

and equation (2) is multiplied by a test function θk, integrated over the space-time
reference element and solved by the iterative method

Kτ x̂
r+1
l,i = −∆tMûrl,i. (30)

Also in this case the degrees of freedom x̂0
l,i at time τ = 0 are known because they are the

vertex coordinates of element Ti at time tn, i.e. x̂0
l,i = Xn

k .

The resulting system (28)-(30) is solved in a coupled manner until the residuals of both
expressions are less than a prescribed tolerance, typically set to 10−12. Once the above
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procedure has been carried out for all elements of the computational domain, we end up
with an element-local second order predictor for the numerical solution qh on a moving
and deforming cell defined by space-time coordinates xh. This prediction of the solution
will be the main ingredient for the corrector step of the ADER methodology, i.e. the
node-based finite volume scheme, and substantially differs from the GRP-type approach
proposed in [48,42].

2.4 Cell-centered Lagrangian FV scheme based on nodal solver

Equipped with a local piecewise linear space-time prediction of the solution qh in each
cell, we proceed by deriving a pure cell-centered Lagrangian scheme using the concepts
originally to be found in [47,14,42]. More precisely, our version closely follows the work
done in [42], but for the sake of consistency, we briefly remind the main steps of the
derivation.

2.4.1 Cell-centered Lagrangian scheme — first-order discretization

Since 2005 all these newly developed cell-centered Lagrangian schemes are founded on
a derivation that maintains the consistency between the purely Lagrangian nature (no
mass flux), the mesh displacement and the conservative update of the physical quantities
(momentum and total energy). These numerical methods rely on a so-called nodal solver,
which could be interpreted as a local approximate multidimensional Riemann solver at a
given node of the mesh. The first-order discretization strictly follows the Eucclhyd scheme
proposed in [42], where one can find all the details of its derivation.

Let us summarize the algorithm to compute Qn+1
i , T n+1

Ω from Qn
i , T nΩ in a conservative

and Lagrangian manner, assuming that the discretization in time is a simple first-order
in time forward Euler scheme:(

1

ρi

)n+1

=

(
1

ρi

)n
+

∆t

mi

∑
r∈P(i)

unr · Lnr,innr,i, (31a)

un+1
i = uni −

∆t

mi

∑
r∈P(i)

Fn
r,i, (31b)

En+1
i = En

i −
∆t

mi

∑
r∈P(i)

Fn
r,i · unr . (31c)

where P(i) is the set of nodes of cell i, and Lr,inr,i is its outward pointing normal associated
to node Xr,i, r = 1, · · · , d+1. In other words, this normal is an average of the d directions
of faces/edges of Ti impinging on node Xr,i, see Figure 3 for a 2D illustration. The node
velocity unr and the subcell force Fn

r,i are given by

unr = M−1
r

 ∑
i∈I(r)

pni L
n
r,in

n
r,i + Mn

r,iu
n
i

 , Fn
r,i = pni L

n
r,in

n
r,i −Mn

r,i(u
n
r − uni ), (32)
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Fig. 3. Notation for a 2D mesh composed of triangles. Left: a cell Tni (red) is decomposed into
three subcells Cnr,i (joining the cell center i, two mid-edge point and the current node r). The
dual cell is the union of all subcells surrounding node r (blue). A given subcell has two outward
pointing normals to its edges n−r,i, n

+
r,i which sum up to a geometrical vector nr,i. The half edge

lengths are denoted by L−r,i and L+
r,i. Right: sketch of the nodal solver, each subcell has two

half-edge pressures (color bars) denoted by Π+
r,i, Π−r,i and the nodal solver computes the nodal

velocity ur knowing the pressures Πi and the surrounding cell velocities ui.

with I(r) denoting the set of indices of the cells surrounding node r. The definitions of
the matrices Mn

r,i and Mr follow from [42] and they read

Mr,i = zc
[
L+
r,i(n

+
r,i ⊗ n+

r,i) + L−r,i(n
−
r,i ⊗ n−r,i)

]
, Mr =

∑
i∈I(r)

Mr,i. (33)

Finally, the new node position for any vertex r is given by

xn+1
r = xnr + ∆tunr . (34)

2.4.2 Second-order in space and time cell-centered Lagrangian ADER scheme

A second-order accurate extension in space of the previous solver is typically obtained by
feeding the subcell forces and the node values (32) with a piecewise linear reconstruction
of the pressure and velocity, evaluated at node Xr:

u∗r = M−1
r

 ∑
i∈I(r)

p∗i (Xr)L
n
r,in

n
r,i + Mn

r,iu
∗
i (Xr)

 , F∗r,i = p∗i (Xr)L
n
r,in

n
r,i−Mn

r,i (u
∗
r − u∗i (Xr)) ,

(35)
where for all X in cell T ni we have

p∗i (X) =
M∑
l=1

p̂∗l,iΨl(X), u∗i (X) =
M∑
l=1

û∗l,iΨl(X). (36)
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As previously seen, the first-order in time scheme considers t∗ = tn. A second-order
accurate scheme in time can be obtained by employing either a predictor-corrector strategy
or a GRP methodology [42]. Both techniques produce a prediction of the solution at tn+1,
which is later averaged in time at t∗ = tn+1/2 = 1

2
(tn + tn+1). In the case of a predictor-

corrector scheme in time, the geometry is considered at time tn+1/2 mainly because the
predictor step provides a valid solution and a valid mesh at tn+1. In the GRP methodology
the mesh position and the associated geometrical vectors can be easily frozen at time
tn as well as the subcell matrix which depends on the density and the sound speed.
Nevertheless, even though the computation might become cumbersome, also in the GRP
context it is possible to take into account the variation of the geometry and the corner
matrix, especially for the purpose of a numerical convergence analysis, see [44]. In our
approach the geometry is classically kept at time tn for the GRP solution.

In this work, the second-order extension of the previous Lagrangian scheme is obtained
by the use of the space and time ADER predictor solution qh evaluated at each vertex
location Xr r = 1, 2, ..., d+ 1 and at the half time level tn+ 1

2 . Since the predictor is linear
within each cell, this simply consists in evaluating uh and ph in reference space as

p
n+1/2
i (Xr) =

1

2
(p̂r,i + p̂r+d+1,i) , u

n+1/2
i (Xr) =

1

2
(ûr,i + ûr+d+1,i) , r = 1, 2, ..., d+ 1.

These values feed the nodal solver (32) for which geometrical vectors and subcell matrices
are evaluated at tn. Then, the conservative variables are advanced in time by means of
(31), while the node position by

xn+1
r = xnr + ∆tu∗r, (38)

which ends the second-order extension of the numerical method.

2.5 a posteriori limiting

Nominally, the previously described numerical method is second-order accurate in space
and time. At this point, this scheme has no embedded limiting or nonlinear stabilization
procedure to handle shocks and steep gradients. As such, this accurate Lagrangian scheme
will inexorably present spurious numerical oscillations known as Gibbs phenomenon.

Classical Eulerian ADER schemes usually employ WENO or slope limiters to add extra
dissipation to the construction of the predictor. The same solution is also adopted for clas-
sical cell-centered Lagrangian schemes. Slope limiters are used when velocity and pressure
are reconstructed. The lack of mesh symmetry when employing component-by-component
velocity limiting has led to the development of frame-invariant tensorial limiting for vector
fields [40,41].

Most of the limiting strategies are based on the belief that the solution at tn is sufficient
to predict where, and how much, dissipation is needed to compute a valid solution at
tn+1 in the sense of the previous properties. A contrario, a recent methodology, called
MOOD [19], follows an a posteriori philosophy: a candidate solution is computed at tn+1,
this solution is checked against detection criteria to determine which cells demand more
dissipation, and, these troubled cell values are recomputed starting again from tn us-
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ing locally a more dissipative scheme. This approach has been successfully employed to
stabilize Eulerian finite volume schemes [19,39], Discontinuous Galerkin schemes [63,8],
Smoothed Particle Hydrodynamics (SPH) [52], direct ALE FV schemes [10,22,5], Asymp-
totic Preserving FV schemes [4], for different systems of PDEs, namely hydrodynamics,
magneto-hydrodynamics [39], shallow-water [20], etc.
We propose to adopt such a posteriori limiting strategy for our Lagrangian ADER scheme
by employing the unlimited second-order scheme for valid cells, and the first-order accu-
rate one for the troubled cells. This strategy is entirely based on the assumption of a
first-order scheme which exhibits good properties, such as positivity and monotonicity. A
proof of the positiveness of density and internal energy for the cell-centered first-order dis-
cretization (31) is given in [60], which we rely on. Since the first order scheme is positivity
preserving, the MOOD extension to second order is by construction positivity preserving,
since positivity of the solution is explicitly checked a posteriori in the physical admissibil-
ity criteria. Whenever and wherever the discrete solution is detected to be not positive,
the corresponding cells will be updated by the positivity-preserving first order scheme.
This makes the a posteriori limiting approach used in the present paper substantially dif-
ferent from existing a priori limiting strategies classically employed in pure Lagrangian
schemes.

2.5.1 MOOD loop

Starting at tn with valid cell-centered data Qn
i and mesh T ni , one proceeds with the very

first step of the MOOD loop which is the computation of the so-called unlimited candidate
solution Qn+1,HO

h , T n+1,HO
i for all cells. Each cell is assigned its cell polynomial degree

Mi = 1 stating that piecewise linear reconstructions are employed.
The second step consists in testing the candidate solution and mesh against detection
criteria, see next section, to determine if the solution is acceptable. In this case the cell is
flagged as acceptable, otherwise the cell is marked as troubled.
If there exist troubled cell(s), during the so-called decrementing step, the cell polynomial
degree for troubled cells is dropped to Mi = 0 in order to use locally the first order
accurate scheme. However, for this cell, it is mandatory that the three nodal solvers are
fed with first-order accurate reconstructions. Hence, the effective polynomial degree for
the reconstructions at node Xi,k is the minimum of the cell polynomial degrees in its
surrounding

Mi,r = min
j∈I(r)

Mj, (39)

see Figure 4 for an illustration. As a consequence the three nodal solvers of a given cell,
which has not been detected as troubled, may not use the same polynomial degrees.
Such cells are referred to as mixed cells, since they exhibit some vertexes updated with
the second-order scheme, and the remaining ones with the first-order approximation.
Therefore a cell can be updated either with a second-order, first-order accurate scheme,
or a mix between those two (respectively the blue cell, the black one or other color
cell of Figure 4). In fact the set of troubled cells sent back in time for re-computation
is constituted of the invalid cells, the degree of which has dropped, and any of their
neighbor cells. Finally, the last step consists in discarding the numerical solution for the
cells belonging to the set of troubled ones, and, recomputing the solution, starting again
at tn, but using the new polynomial degrees Mi,r which have been updated during the
decrementing stage.
The second iteration of the MOOD loop then begins. A new candidate solution at tn+1

14



Fig. 4. Illustration of the cell polynomial degreeMi decrementing and its influence on the effective
polynomial degree used at each node. The blue cell is flagged for Mi = 0 (first order accurate)
while the purple one with Mj = 1 (second order accurate). For the blue cell to be updated
with the first order accurate scheme then its three nodal solvers must be fed with first-order
reconstructions, hence the reduction of the node polynomial degree to 0 for all surrounding
cells. Therefore the purple cell uses second order accurate reconstructions for two nodes, and
first order accurate for one node in contact with the blue cell.

in those troubled cells is computed. Then this solution in troubled cells is tested against
the detection criteria. If troubled cells are still present, the MOOD loop pursues with
decrementing and re-computation until no more bad cells are detected. A cell with Mi = 0
is considered as valid because the first-order accurate scheme is the most dissipative
scheme to be tried, and, its solution must be accepted as a valid one. Note that more
than two iterations may be needed because mixed cells could be destabilized and detected
as troubled, and, consequently, may demand a re-computation. Nonetheless the MOOD
loop always converges because either all cells are updated with Mi = 0 after a possibly
large but finite number of re-computations, or, the solution is detected as a valid one
before. The observations have shown that, on average, few percents of cells are troubled
per timestep. Rarely, depending on the test case, the percentage may exceed 20%. In this
work we have only performed two iterations because the dissipation spreads rapidly; from
the cell degree 0 to the three nodal solvers, and, partially to all neighbor cells.

2.5.2 Detection criteria

Some fundamental objects in a MOOD loop are the criteria chosen to detect the occurrence
of a troubled cell. In this work we rely on

• physical admissibility criteria: positivity of density, specific internal energy (and pres-
sure), and cell volumes;
• computer admissibility criteria: representability of numerical values (Not-a-Number

(NaN), Infinites (Inf), etc.);
• numerical admissibility criteria: essentially non-oscillatory behavior by means of a Re-

laxed Discrete Maximum Principle on conservative variables.
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More precisely, a cell is flagged as troubled at tn+1 if one can not ensure either its physical
admissibility

ρn+1
i > 0, or En+1

i − 1

2
‖u‖2 > 0, (40)

or its geometrical admissibility
T n+1
i is unfolded, (41)

or its computer admissibility

Qn+1
i and F(Qn+1

i ) are representable numbers in the computer, (42)

or its numerical admissibility

−δ(Qmax,i −Qmin,i) + Qmin,i ≤ Qn+1
i ≤ Qmax,i + δ(Qmax,i −Qmin,i), (43)

where Qmax,i = maxj∈Si Q
n
j and Qmin,i = minj∈Si Q

n
j with δ = 10−3. Otherwise the cell is

valid and accepted.
Notice that other non-oscillatory detectors could be designed in a more or less complex
fashion, but we have observed that this relatively simple design (43) provides already
reasonable results. We point out that Eqn.(43) does not lead to a frame invariant limiter
regarding the velocity vector, hence the symmetry present in a physical problem could be
not captured properly. To overcome this issue, one might consider for example the VIP
limiter strategy proposed in [30].
Also, we would like to remark that the occurrence of Not-a-Number or Infinite can be
cured in our a posteriori treatment, while in classical a priori ones, such occurrence leads
to a code crashing. Finally, the positivity is trivially ensured if the first-order accurate
numerical scheme is positivity preserving, which is the case provided that the time step
is properly monitored [60]. For the sake of clarity, the physical admissibility conditions
given by (40) depend on the physical phenomenon, namely the governing balance laws, the
associated equation of state, some constraints like a divergence-free velocity or magnetic
vector field, etc.
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3 Test problems

In the following we present the results for a set of benchmark test cases specifically
dedicated to test and verify Lagrangian ADER-MOOD finite volume schemes proposed
in this paper. Note that due to the Lagrangian motion, the test cases should not involve
large vorticity and shear to avoid mesh tangling. Boundary conditions are imposed in a
compatible way with our numerical scheme, see Appendix A for details.

For each test problem the CFL stability coefficient is assumed to be CFL = 0.4 and CFL =
0.25 for two and three space dimensions, respectively. The time-dependent computational
domain is addressed with Ω(t), while W(x, t = 0) = (1/ρ0, u0, v0, w0, p0) denotes the
vector of primitive variables which is typically used to provide the initial condition for
the forthcoming test problems.

3.1 Kidder problem

The Kidder test case [37] describes the isentropic compression of a shell filled with perfect
gas, that is initially bounded between the internal radius ri = 0.9 and the external radius
re = 1.0 of the shell, with the general radial coordinate r =

√
x2 with ri(t) ≤ r ≤ re(t).

The ratio of specific heats is γ = 1 + 2
d

and the initial condition in primitive variables
reads

W(r, 0) :=


1/ρ(r)

v(r)

p(r)

 =



(
r2e−r2
r2e−r2i

ργ−1
i +

r2−r2i
r2e−r2e

ργ−1
e

)− 1
γ−1

0

sρ(r)γ

 , (44)

where ρi = 1 and ρe = 2 are the initial values of density at the corresponding fron-
tier of the shell, while the initial entropy distribution is assumed to be uniform, hence
s = p

ργ
= 1. The final time tfinal =

√
3

2
τ is determined in such a way that the shell is

bounded by 0.45 ≤ r ≤ 0.5. tfinal and it depends on the focalisation time τ =

√
γ−1

2

(r2e−r2i )

c2e−c2i
,

with the internal and external sound speeds cα =
√
γ pα
ρα

, where α stands for e or i. Pres-

sure boundary conditions are imposed on the internal and external frontiers of the shell
according to the exact solution.
This multidimensional test case is appropriate to observe the numerical convergence
on a sequence of successively refined computational meshes. The error ε between the
cell-centered numerical solution Wi at position ri at tfinal, and the analytical solution
Wex(ri, tfinal), available in [37] is reported in this section. The error is evaluated using L1,
L2 and L∞ norms at the final time tfinal according to

εL1 =
NE∑
i=1

|Wex
i −Wi| |Ti|, εL2 =

NE∑
i=1

√
(Wex

i −Wi)
2 |Ti|, εL∞ = max

i
|Wex

i −Wi| ,

with |Ti| denoting the volume of cell Ti at the final time tfinal. The resulting numerical
errors and associated convergence rates are listed in Table 1 for pressure as well as for the
location of the internal and external frontier (radius). The corresponding errors εRint , εRext
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are estimated as the arithmetic average of the difference between the analytical and the
numerical radial coordinate for each node lying on the internal and external frontier.
We observe that second order of accuracy is achieved in the L1 and L2 norm both in
2D and in 3D on fully unstructured meshes, with h(Ω(tfinal)) = max

i
|Ti|

1
d representing

the characteristic mesh size at the final time. Finally, Figure 5 shows the initial and
final pressure distribution and the mesh configuration in 2D (left panels) and 3D (right
panels). Note that the detection procedure does not flag any cell both in 2D and 3D,
meaning that the schemes are run in their optimal second-order accurate mode. This is
appropriate because the flow is smooth and our mesh fine enough to capture its features, as
highlighted in Figure 5. We would like to emphasize that the fact that all cells are updated
with the second order scheme is a result of the computation and the limiter detects by
itself that this test problem is smooth and needs no limiting. In other words: also in this
smooth test problem, all cells are explicitly checked a posteriori by the MOOD limiter for
the numerical and physical admissibility criteria, but no cell violates these criteria. We
will observe in those tests where shocks and steep gradients are involved that the limiting
procedure will appropriately detect bad cells.

2D Pressure Radius
h(Ω(tfinal)) εL1 O(L1) εL2 O(L2) εL∞ O(L∞) εRint O(Rint) εRext O(Rext)

2.40E-02 2.71E+00 - 6.06E+00 - 2.24E+01 - 2.01E-02 - 5.84E-02 -

1.37E-02 9.34E-01 1.9 2.56E+00 1.5 1.61E+01 0.6 1.57E-02 0.4 5.55E-02 0.1

4.51E-03 5.72E-02 2.5 2.10E-01 2.2 2.79E+00 1.6 2.50E-03 1.7 8.77E-03 1.7

3D Pressure Radius
h(Ω(tfinal)) εL1 O(L1) εL2 O(L2) εL∞ O(L∞) εRint O(Rint) εRext O(Rext)

2.18E-02 3.57E+00 - 7.47E+00 - 5.55E+01 - 3.93E-02 - 1.35E-01 -

1.66E-02 2.34E+00 1.6 5.08E+00 1.4 4.68E+01 0.6 2.65E-02 1.5 1.31E-01 0.1

1.20E-02 1.11E+00 2.3 2.76E+00 1.9 3.77E+01 0.7 1.19E-02 2.4 6.74E-02 2.0

Table 1
Numerical errors and convergence rates for the Kidder problem computed with second order of
accuracy Lagrange ADER scheme. The error norms refer to the variable p (pressure) or to the
internal and external radial position at the final time t = tfinal.

3.2 Smooth vortex problem

In the previous test case, no problematic cells were detected, hence running the simulation
with the full second-order accurate scheme. Let now consider the smooth vortex evolution
problem proposed in [34,64], that consists in a mean flow with ρ = u = v = p = 1
onto which some perturbations are superimposed. The initial computational domain is
the square Ω(t = 0) = [0; 10]× [0; 10] with periodic boundaries set everywhere. According
to [64], the final time of the simulation is tfinal = 0.01 and the vortex strength is chosen
to be ε = 10.0820, so that the lowest density and pressure of the exact solution are very
close to zero, i.e. 7.8 × 10−15 and 1.7 × 10−20. The exact solution is given by the initial
condition, which is specified in [64], convected up to the final time with the mean vortex
velocity vc = (u, v) = (1, 1). Table 2 shows the error norms for density and pressure at
time tfinal as well as the number of cells which have been detected as problematic in the
first iterations of each simulation. After one or at most two time steps no more bad cells
are present, hence running this test problem with all cells updated with the full second

18



Fig. 5. Numerical results for the Kidder problem in 2D (left column) and in 3D (right column)
— Top row: pressure distribution at time t = 0 and t = tfinal — Bottom row: mesh configuration
at final time t = tfinal only.

order scheme. Even in this case, with more than 50% of problematic control volumes in
the first iteration steps, our algorithm is able to achieve second order of accuracy in space
and time.
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Density
h(Ω(tfinal)) εL1 O(L1) εL2 O(L2) εL∞ O(L∞)

3.26E-01 6.82E-02 - 1.88E-02 - 1.34E-02 -

2.48E-01 3.92E-02 2.0 9.90E-03 2.3 7.13E-03 2.3

1.63E-01 2.13E-02 1.5 5.20E-03 1.5 4.59E-03 1.0

1.28E-01 1.37E-02 1.8 3.17E-03 2.1 2.84E-03 2.0

Pressure
h(Ω(tfinal)) εL1 O(L1) εL2 O(L2) εL∞ O(L∞)

3.26E-01 7.98E-02 - 2.12E-02 - 1.38E-02 -

2.48E-01 4.68E-02 1.9 1.14E-02 2.3 8.47E-03 1.8

1.63E-01 2.55E-02 1.5 5.99E-03 1.5 5.09E-03 1.2

1.28E-01 1.65E-02 1.8 3.59E-03 2.1 2.69E-03 2.6

Bad cells
h(Ω(tfinal)) iteration number # bad cells % bad cells

3.26E-01 1 827 63.71

2.48E-01 1 1487 64.87

1.63E-01 1 3236 62.47

2 482 9.3

1.28E-01 1 5709 62.11

2 2958 32.18

Table 2
Numerical errors and convergence rates for the smooth vortex problem computed with second
order of accuracy Lagrange ADER scheme. The error norms refer to the variable ρ (density) and
p (pressure) computed at the final time t = tfinal, while h(Ω(tfinal)) is the final mesh size. Finally,
also the number of bad cells is reported for each simulation with the corresponding percentage
w.r.t. the total number of elements contained in the computational mesh. After one or at most
two iterations no more problematic cells are detected.
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3.3 Multidimensional Sod problem

This test problem [58] involves simple cylindrical/spherical waves: a shock wave, a contact
discontinuity as well as a rarefaction fan. The initial computational domain Ω(t = 0) is the
two-dimensional unit circle or the three-dimensional unit sphere of radius R = 1, which
is accordingly paved with a characteristic mesh size of h = 1/100 yielding a total number
of NE = 68324 triangles or NE = 2538426 tetrahedra. Two different states, namely Wi

(internal) and We (external), are separated by the cylindrical/spherical interface of radius
RI = 0.5 and given by

W(x, 0) =

 Wi = (1, 0, 0, 0, 1), if r ≤ RI ,

We = (1/0.125, 0, 0, 0, 0.1), if r > RI

(45)

with r the radius of point x. The inner state Wi is characterized by high density and
high pressure, which generate a diverging shock and a contact discontinuity towards the
external part of the domain, filled with a low density and low pressure gas. A rarefaction
wave is moving to the opposite direction. The reference solution can be computed ac-
cording to [58] by solving a one-dimensional system with geometric source terms and it is
used to compare the numerical results obtained with the Lagrangian ADER-MOOD finite
volume schemes. Zero velocity boundary condition is set on the external surface, while
the final time of the simulation is tfinal = 0.25 and the ratio of specific heats is assumed
to be γ = 1.4. Figures 6 and 7 present the results in two and three space dimensions,
respectively. A very good agreement with the reference solution is achieved and one can
appreciate the gain in accuracy of the second order version of the scheme, which provides
significantly more accurate results in the rarefaction wave.

In Figure 8 we plot the percentage of bad cells detected for each time step in 2D (left
panel) and 3D (right panel, zoom on the first 10000 time steps). We observe that in 2D
the percentage of bad cells is of the order 3 to 5%, while in 3D it starts at about 35% and
constantly decreases to 10% after 14 time steps, then below 5% (after 3251 time steps),
and asymptotically converges to 0.67% at the final time. The lower percentage of bad cells
in the 3D case is probably due to the use of coarse cells enduring more dissipation, hence
demanding less action of from our limiting procedure.
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Fig. 6. Numerical results for the circular explosion problem in 2D — Top row: mesh configuration
(left) and density distribution with cell order map (right) at the final time tfinal = 0.25 — Bottom
row: scatter plot of cell density (left) and pressure (right) compared against the exact solution.
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Fig. 7. Numerical results for the Sod problem in 3D — Top row: mesh configuration (left) and
cell order map (right) at the final time tfinal = 0.25 — Bottom row: scatter plot of cell density
(left) and pressure (right) compared against the exact solution.

Fig. 8. Numerical results for the Sod problem in 2D (left) and 3D (right) — Percent of bad cells
detected at each time iteration.
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3.4 Piston problem

We consider now the motion of a piston which is pushing a perfect gas at rest con-
tained in a box, hence generating a strong shock wave that highly compresses the cells
of the computational mesh. This is a challenging test case first proposed by Saltzmann
[25,13] on skewed quadrangular mesh to verify the robustness of Lagrangian schemes when
the mesh is not aligned with the fluid flow. The initial computational domain, given by
Ω(t = 0) = [0; 1]×[0; 0.1] in 2D and Ω(t = 0) = [0; 1]×[0; 0.1]×[0; 0.1] in 3D, is discretized
with a characteristic mesh size of h = 1/200 with NE = 8824 triangles, while NE = 74793
tetrahedra with h = 1/100 in 3D. Here, we do not transform the grid configuration accord-
ing to the skewness detailed in [25,13] because it leads to tangled elements when applied
to fully unstructured meshes composed by simplex cells. Nevertheless the computational
mesh does not exhibit any face aligned with the fluid flow, as can be observed in Figure 9.
The gas is initially assigned the condition W(x, 0) = (1, 0, 0, 0, 10−6) with γ = 5/3 and

Fig. 9. Initial mesh configuration for the piston problem composed by fully unstructured triangles
(top) and tetrahedra (bottom) — No element face is aligned along the x−axis which is the main
flow direction.

the piston lies on the left side of the domain and moves with velocity vp = (1, 0, 0). Veloc-
ity boundary condition is imposed on the piston, as well as on the remaining sides which
are given slip wall boundary conditions. The final time of the simulation is tfinal = 0.75.
Note that the CFL number is set to CFL = 0.01 up to time t = 0.01 in order to prevent
the generation of invalid elements in those cells lying near the piston that are instanta-
neously highly compressed for t > 0. Later on CFL = 0.25. One might also implement a
dynamic time step strategy, in which the CFL number is adjusted automatically in order
to preserve unfolded control volumes. The numerical results are depicted in Figures 10
and 11 at time t = 0.6, showing a good approximation of the shock plateau and the shock
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wave location compared to the analytical solution [6,58]. The decrease of density near the
piston is due to the well known wall-heating problem, see [57]. At time t = 0.75 the shock
wave reaches the right boundary of the domain and is reflected backwards, hence traveling
towards the piston. The impact between the piston and the shock occurs at time t = 0.9.
Such time history is given in Figure 12 for d = 2, where we also plot the cell order map to
confirm that the number of problematic elements is low and mainly located in the vicinity
of the shock wave. As such these plots show that the limiter is able to detect the zones
where the formal accuracy of the scheme must be reduced, hence increasing its numerical
dissipation, and selecting the maximal accuracy in a large portion of the domain, without
lack of robustness.

Fig. 10. Numerical results for the piston problem in 2D. Scatter plot of cell density (left) and
horizontal velocity (right) compared against the exact solution at time t = 0.6.

In Figure 13 we plot the percentage of bad cells detected for each time iteration in 2D
(left panel) and 3D (right panel, zoom on the first 1000 cycles). We observe that in 2D the
percentage of bad cells is less than 1%, while in 3D, apart from the very first iterations,
this number drops rapidly to almost zero percent.
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Fig. 11. Numerical results for the piston problem in 3D — Top row: density distribution and
mesh configuration at output times t = 0.6 (left) and t = 0.75 (right) — Bottom row: scatter
plot of cell density (left) and horizontal velocity (right) compared against the exact solution at
time t = 0.6.
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Fig. 12. Numerical results for the piston problem in 2D — Mesh configuration (left column) and
cell order map (right column) at output times t = 0.6 (top row), t = 0.75 (middle row) and
t = 0.9 (bottom row).

Fig. 13. Numerical results for the piston problem in 2D (left) and zoom in 3D on the first 1000
iterations (right) — Percent of bad cells detected at each time iteration.
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3.5 Sedov problem

The Sedov problem describes the evolution of a blast wave with cylindrical or spheri-
cal symmetry. An analytical solution can be derived from self-similarity arguments [35],
making this test a widely used one in literature [42]. The initial computational domain
is the box Ω(0) = [0; 1.2]d and we set symmetry boundary conditions on those faces
which share the origin O = (x, y, z) = (0, 0, 0) of the domain, while the remaining sides
are treated as slip walls. We use NE = 32400 triangles and NE = 1552278 tetrahedra
to perform the simulation up to the final time tfinal = 1.0. The initial condition reads
W(x, 0) = (1, 0, 0, 0, 10−6) in the entire computational domain, apart in those cells con-
taining the origin O where the pressure is prescribed as

por = (γ − 1)ρ0
Etot
αVor

with Etot =

 0.244816 if d = 2,

0.851072 if d = 3,
(46)

with γ = 1.4 and Vor denoting the volume of the elements attached to the origin. The
factor α takes into account the cylindrical or spherical symmetry and is set to α = 4 and
α = 8, respectively. The final mesh configuration is shown in Figures 14-15 in 2D and 3D
respectively. An excellent agreement with the exact shock position at r = 1 is achieved.
Furthermore, in Figure 14 one displays the colored density variable (bottom-left), and
the problematic cells (bottom-right). We observe that bad cells are mainly located on the
shock frontier, as expected, most of the cells being then updated with the second-order
unlimited scheme. In 2D some cells are highly compressed at 45 degrees, which activates
the limiter. This is consistent with observations for other Lagrangian schemes for which
the elements in the diagonal are also problematic ones (see for instance [42]). Last, in
Figure 16 we present the scatter plot of cell density as a function of cell radius for all
cells in the computational domain against the exact solution in 2D (left panel) and 3D
(right panel). This scatter plot confirms the preservation of the cylindrical and spherical
symmetry and the relative sharpness of the numerical shock wave.

In Figure 17 we plot the percentage of bad cells detected for each time iteration in 2D
(left panel) and 3D (right panel, zoom on the first 1000 cycles). The percentage of bad
cells is less than 1%, while in 3D almost no bad cell is detected, which again proves that
in multiple space dimensions the amount of work demanded by bad cells rapidly drops to
zero compared to the cost of the unlimited scheme.
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Fig. 14. Numerical results for the Sedov problem in 2D at the final time t = 1.0. Top: mesh
configuration. Bottom: density distribution (left) and cell order map (right).
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Fig. 15. Numerical results for the Sedov problem in 3D at the final time t = 1.0 — Mesh
configuration.

Fig. 16. Numerical results for the Sedov problem at the final time t = 1.0. Scatter plot of cell
density compared against the exact solution in 2D (left) and 3D (right).
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Fig. 17. Numerical results for the Sedov problem in 2D (left) and zoom in 3D on the first 1000
iterations (right) — Percent of bad cells detected at each time iteration.
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3.6 Linear phase of the Richtmyer-Meshkov instability

Here, we simulate the Richtmyer-Meshkov instability for a piston-driven flow, following the
work done in [42]. The initial computational domain is given by Ω(0) = [−5; 4.2]× [0; 0.5]
and is discretized with a characteristic mesh size of h = 1/100 yielding NE = 103334
triangles. For the three-dimensional case we use NE = 2026881 tetrahedra (h = 1/50) to
pave the box Ω(0) = [−5; 4.2]×[0; 0.5]×[0; 0.5]. The piston coincides with the left boundary
of the domain and it moves with constant velocity vp = (0.603, 0, 0), while the interface
located at x = 0 splits the initial condition into a left state WL(x, 0) = (1, 0, 0, 0, 1) with
γL = 1.5 and a right state WR(x, 0) = (1/2, 0, 0, 0, 3) with γR = 3.0. Symmetric boundary
conditions are imposed on the planes y = 0 and z = 0, while the other sides are given a
slip wall condition, apart from the piston. The final time of the simulation is tfinal = 6.0
and at time ts = 3.015 the piston hits the interface, hence generating transmitted and
reflected shock waves that further interact with both the piston and the right boundary
wall, as clearly highlighted by the t − x diagram in Figure 18. The scatter plot of cell
density is compared against the analytical solution at time t = 5 in two and three space
dimensions, see Figures 18-19, where one can note that the transmitted and the reflected
shock waves are well reproduced by the Lagrangian ADER-MOOD scheme.

Now, according to [42], we perform the same simulation but assigning an initially perturbed
interface profile. The interface, originally located at x = 0, is moved according to a small
perturbation α0 = 10−4 with

x(y, z) = α0 cos
(

2π

λ
y
)
, (47)

where λ = 1 is the wavelength of the perturbation. If the perturbation is small enough,
the linear theory [62] predicts that the growth of the perturbation amplitude α(t) is a
linear function of time, after the shock-interface interaction. Therefore, the amplitude α(t)
is measured as

α(t) =
xp(t)− xu(t)

α0

, (48)

where xp(t) and xu(t) represent the time history of the x−coordinate of the point initially
located at x = (0, 0, 0) for the perturbed and unperturbed simulation, respectively. The
study of the linear behavior is performed for d = 2 and the results are plotted in Figure
20, showing that the second order version of the Lagrangian ADER-MOOD scheme ap-
proximates the linear profile correctly. Contrarily the first order scheme is too diffusive
and damps the linear growth of the instability, changing de facto the underlying physics
at this resolution.

In Figure 21 we plot the percentage of bad cells detected for each time iteration in 2D (left
panel) and 3D (right panel, zoom on the first 1000 cycles). The percentage of bad cells in
2D is of the order of 0.01% (∼ 10 bad cells) and few “spikes” at about 0.17% (∼ 176 bad
cells) and 0.42% (∼ 430 bad cells). In 3D we observe very few bad cells (maximal 17 bad
cells, and, after iteration 1046, no more bad cell is ever detected) but this seems enough
to maintain non-oscillatory results. The very small number of bad cells is the main reason
why the recomputation step in the MOOD approach is computationally very cheap.
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Fig. 18. Numerical results for the Richtmyer-Meshkov instability test case in 2D. Top row: t−x
diagram showing the time history of the shock-contact interaction (left) and scatter plot of cell
density at time t = 5 compared against the exact solution (right). Bottom row: density profile
(elevation) and cell order map (colors) at output times t = 3 (right) and t = 5 (left).
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Fig. 19. Numerical results for the Richtmyer-Meshkov instability test case in 3D at time t = 5.
Left: domain configuration and density contours. Right: scatter plot of cell density compared
against the exact solution.

Fig. 20. Numerical results for the Richtmyer-Meshkov instability test case in 2D. Numerical per-
turbation amplitude as function of time for first and second order accurate Lagrangian ADER–
MOOD scheme.

34



Fig. 21. Numerical results for the Richtmyer-Meshkov instability test case in 2D (left) and in 3D
on the first 1000 time iterations (right) — Percent of bad cells detected at each time iteration.
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3.7 Comparison with Eucclhyd scheme

In this section we show a comparison between the results obtained with the method
presented in this paper and the ones computed with the Eucclhyd scheme outlined in [42].
We strictly follow the algorithm detailed in [42], applying it to unstructured meshes made
by triangles and tetrahedra in order to achieve a fair comparison.

First, we consider the well-known Sod shock tube problem in the two-dimensional compu-
tational domain Ω(0) = [−0.5; 0.5]×[−0.05; 0.05], which is discretized with a characteristic
mesh size of h = 1/100. The initial condition is given by (45) with the initial discontinuity
located at x = 0, while the final time is set to tfinal = 0.2. Even though the Sod shock
tube problem presents a one-dimensional setup, it becomes fully multidimensional when
applied to unstructured meshes. We run this test case with the following schemes:

• FO: first order scheme (M = 0);
• LAM (Lagrangian ADER MOOD): the method presented in this paper with a posteriori

limiting;
• ADER BJ / VK: here we use the ADER approach presented in Section 2.3.3 with

an a priori limiting strategy, namely either Barth and Jespersen (BJ) limiter [2] or
Venkatakrishnan (VK) limiter [59];
• Eucclhyd BJ / VK: the Eucclhyd method with either BJ or VK limiter.

The errors are evaluated according to (45) against the exact solution of the Riemann
problem and they are reported for each scheme in Table 3. The error norms are of the same
order of magnitude, and the minimum error is given by Eucclhyd BJ, followed by MOOD
BJ. The Venkatakrishnan (VK) limiter seems to be too aggressive, hence generating the
biggest errors. Figure 22 shows the scatter plot of density distribution at the final time of
the simulation obtained with Eucclhyd BJ and the ADER MOOD approach discussed in
this paper.

Density Velocity Pressure CPU time
εL1 εL2 εL1 εL2 εL1 εL2

FO 5.2474E-03 7.1137E-04 1.3864E-03 1.2756E-02 7.9593E-04 6.4253E-03 2.1804E+01

LAM 1.6235E-03 1.7213E-04 3.4280E-04 6.8285E-03 1.9043E-04 1.8568E-03 4.8092E+01

ADER BJ 1.5054E-03 1.1964E-04 3.1054E-04 7.6444E-03 1.4807E-04 1.6778E-03 4.4480E+01

ADER VK 1.6838E-03 1.7097E-04 3.8416E-04 7.5928E-03 1.9254E-04 1.9632E-03 4.0648E+01

Eucclhyd BJ 1.5046E-03 1.1923E-04 3.0903E-04 7.6499E-03 1.4743E-04 1.6748E-03 3.0570E+01

Eucclhyd VK 1.6806E-03 1.7060E-04 3.8322E-04 7.5908E-03 1.9214E-04 1.9607E-03 2.9951E+01

Table 3
Error norms (εL1 ,εL2) for the the two-dimensional Sod shock tube problem computed with six
different numerical schemes: FO, ADER MOOD, ADER BJ, ADER VK, Eucclhyd BJ, Eucclhyd
VK. Computational time is also reported in the last column.

Next, we perform a convergence analysis using again the Kidder problem described in
Section 3.1. In Table 4 we compare the error norms for density obtained with LAM and
Eucclhyd schemes as well as the computational time needed for running each simulation.
Due to the smoothness of this test case, which does not include any discontinuity, we
run the Eucclhyd scheme without any limiter, while the unlimited second order scheme
is automatically recovered in the LAM method because no bad cells are detected, hence
not activating the a posteriori limiter. Looking at the results in Table 4, the lowest errors
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Fig. 22. Scatter plot of density (left) and horizontal velocity (right) distribution obtained for the
two-dimensional Sod shock tube problem with LAM (black) scheme and Eucclhyd BJ scheme.

are achieved by the LAM scheme, which for most grid sizes presents a smaller value w.r.t.
the results computed by the unlimited Eucclhyd method.

Eucclhyd
h(Ω(tfinal)) εL1 O(L1) εL2 O(L2) εL∞ O(L∞) CPU time

1.24E-02 2.2066E-02 - 6.5584E-02 - 3.6786E-01 - 2.2093E+01

7.66E-03 1.7788E-02 0.4 5.0944E-02 0.5 3.1132E-01 0.3 3.5668E+01

5.73E-03 9.0194E-03 2.3 2.6558E-02 2.2 1.9516E-01 1.6 7.7093E+01

4.71E-03 6.5608E-03 1.6 1.8843E-02 1.8 1.7286E-01 0.6 1.8940E+02

LAM
h(Ω(tfinal)) εL1 O(L1) εL2 O(L2) εL∞ O(L∞) CPU time

1.47E-02 2.6834E-02 - 7.3494E-02 - 4.9616E-01 - 3.4573E+01

8.08E-03 1.7682E-02 0.7 4.7413E-02 0.7 2.2211E-01 1.3 6.0369E+01

6.13E-03 9.7763E-03 2.2 2.5907E-02 2.2 1.2667E-01 2.0 9.8604E+01

4.56E-03 5.6752E-03 1.8 1.5026E-02 1.8 6.5501E-02 2.2 3.5568E+02

Table 4
Numerical convergence studies for the Kidder problem in 2D carried out with Eucclhyd scheme
and the LAM algorithm described in this paper. The error norms refer to density and are
computed at the final time of the simulation.

For the sake of completeness one should also note that the Eucclhyd scheme is always
computationally more efficient than the proposed LAM algorithm, as evident from Tables
3 and 4. Figure 23 depicts the dependency of the error norm on both the mesh size and
the CPU time: the lower errors obtained with the LAM scheme require almost twice the
computational time of the Eucclhyd scheme.
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Fig. 23. Comparison between unlimited Eucclhyd scheme and the LAM scheme for the Kidder
problem in 2D. Left: dependency of the error norm on the mesh size. Right: dependency of the
error norm on the CPU time.
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4 Conclusions and perspectives

This paper has presented a second-order accurate cell-centered Lagrangian scheme for the
hydrodynamics system of conservation laws. The method is based on a conservative La-
grangian formulation in mass, momentum and total energy. A so-called nodal solver allows
the determination of a vertex velocity which builds a consistent discretization between
the trajectory equation and the geometrical conservation law. Second-order of accuracy in
space and time are achieved via an ADER procedure, which differs from previous second
order cell centered Lagrangian schemes. The ADER technology generates a predictor so-
lution that can further be used inside the classical subcell force based Lagrangian scheme
to reach a formal second-order of accuracy in space and time.
Robustness and stability are gained by the use of an a posteriori MOOD limiting strat-
egy. A second-order unlimited candidate solution at tn+1 is tested against appropriate
detection criteria to determine invalid cells. The solution in those cells is discarded and
recomputed starting again at tn but using the first-order accurate scheme.
This numerical scheme has been developed and tested on unstructured simplicial meshes
in 2D and 3D on a large panel of test cases:

• the Kidder problem to assess the formal accuracy even when the limiter is on,
• a multidimensional Sod-type problem to show the ability of the method to capture non-

aligned simple cylindrical/spherical waves and the difference between first and second
order accurate schemes,
• a piston problem to show the ability of the method to maintain the prediction capability

even when a shock travels across the whole domain several times,
• the Sedov problem to show the preservation of cylindrical/spherical symmetric waves

with low dispersion/diffusion,
• the linear phase of a Richtmyer-Meshkov instability to verify the ability of the scheme

to maintain a sufficient accuracy even in the presence of shocks when the limiter is on.

This test suite has been systematically simulated in 2D and 3D, showing that this cell-
centered Lagrangian scheme is robust, essentially non-oscillatory and, at the same time
maintains an almost optimal precision by a careful utilization of the high order scheme
where appropriate and the low order one in the vicinity of problematic zones. Finally, a
study is proposed in order to compare the popular Eucclhyd scheme with the new LAM
scheme presented in this paper. Both smooth and discontinuous test cases are considered
in order to fairly compare the two numerical schemes.
So far this numerical method has been only tested on the PDEs of compressible gas
dynamics and in the future we plan to extend it also to more complex models for nonlinear
elasto-plastic solids, e.g. the hypo-elastic Wilkins-type model [61,46], as well as the hyper-
elastic model of Godunov and Romenski [33,53,9].

Moreover we plan to couple this Lagrangian scheme with a rezone and remap module to
construct an indirect Arbitrary Lagrangian-Eulerian scheme. We also note that the exten-
sion of the proposed method to quadrangular/hexahedral or general polygonal/polyhedral
meshes does not present any particular difficulty. Last but not least, the combination of
the ADER approach with a posteriori MOOD limiting may become particularly attrac-
tive for the development of more general kth-order accurate purely Lagrangian schemes
on moving curvilinear grids.
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A Boundary conditions

In our cell-centered Lagrangian scheme, boundary conditions are imposed directly in the
nodal solver (35). Let IBC(r) represent the set of boundary edges (or faces in 3D) sur-
rounding node r. There are three type of boundary conditions that can be set:

• pressure boundary condition: a prescribed pressure pBCf on a boundary face f is taken
into account as an additional term on the right hand side of (35), hence

u∗r = M−1
r

 ∑
i∈I(r)

p∗i (Xr)L
n
r,in

n
r,i + Mn

r,iui −
∑

f∈IBC(r)

pBCf Lnr,fn
n
r,f

 ; (A.1)

• velocity boundary condition: the prescribed velocity vBCf := vBCf ·nnf can be interpreted
again as a pressure boundary condition. The equivalent pressure force pBCv is given by

pBCv =
M−1
r

(∑
i∈I(r) p

∗
i (Xr)L

n
r,in

n
r,i + Mn

r,iui
)
· dr −

∑
f∈IBC(r) v

BC
f Lnr,f

M−1
r dr · dr

,

dr =
∑

f∈IBC(r)

Lnr,fn
n
r,f . (A.2)

Then, the node velocity is evaluated by considering

u∗r = M−1
r

 ∑
i∈I(r)

p∗i (Xr)L
n
r,in

n
r,i + Mn

r,iui

− pBCv dr; (A.3)

• symmetry boundary conditions : such requirements are concerned with geometric con-
siderations. Specifically, the symmetry might involve either a symmetry plane defined
by an orthonormal basis (τ1, τ2), or a symmetry line along a direction vector τ1, or even
a symmetry point where we simply set u∗r = 0.

If a symmetry plane is considered, then the node velocity writes u∗r = α1τ1 + α2τ2
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and the momentum balance equation (35) becomes

Mr(α1τ1 + α2τ2) =

 ∑
i∈I(r)

p∗i (Xr)L
n
r,in

n
r,i + Mn

r,iui

 , (A.4)

which is solved by successive projection on τ1 and τ2.
On a symmetry line one has u∗r = α1τ1 and the node velocity is simply obtained by

α1Mr · τ1 =

 ∑
i∈I(r)

p∗i (Xr)L
n
r,in

n
r,i + Mn

r,iui

 . (A.5)

Here, we have only recalled what is needed for a consistent implementation of boundary
conditions with the nodal solver presented in Section 2.4. For further details and comments
we refer the reader to [47,32].
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