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Abstract As multi-core systems transition to the many-

core realm, the pressure on the interconnection network

is substantially elevated. The Network-on-Chip (NoC)

is expected to undertake the expanding demands of the

ever-increasing numbers of processing elements, while—

at the same time—technological and application con-

straints increase the pressure for increased performance

and efficiency with limited resources. Although NoC re-

search has evolved significantly the last decade, essen-

tial questions remain un-answered and call for fresh re-

search ideas and innovative solutions. In this paper, we

summarize a selected set of NoC-related research chal-

lenges, with the hope to guide future development and

trigger high-impact research progress.

1 Introduction

Modern integrated multicore platforms have adopted a

Network-on-Chip (NoC) technology that brings inter-

connect architectures inside the chip. The NoC paradigm

tries to find a scalable solution to the tough integration

challenge of modern SoCs, by applying at the silicon

chip level well established networking principles, after
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José Flich
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suitably adapting them to the silicon chip characteris-

tics and to application demands [1], [2], [3], [4]. This

approach was originally adopted to tackle the physical

integration complexity, clocking scalability, timing clo-

sure and verification problems of state-of-the-art SoCs

[5]. While the seminal idea of applying networking tech-

nology to address the chip-level interconnect problem

has been shown to be adequate for current systems,

the complexity of future computing platforms demands

new architectures that go beyond physical-related re-

quirements and equally participate in delivering high-

performance, quality of service, dynamic adaptivity at

the minimum energy and area overhead [6].

Scalable interconnect architectures form the solid

base on top of which heterogeneous computing plat-

forms and their unifying programming environments

will be developed. Parallelism is all about cooperation

that cannot be achieved without the efficient commu-

nication offered by the interconnect. The interconnect

implements the physical and logical medium for any

kind of data transfer and its latency, bandwidth and

energy efficiency directly affects overall system perfor-

mance. Interconnect design is a multidimensional prob-

lem involving hardware and software components such

as network interfaces, switches, topologies, routing al-

gorithms and communication library APIs. We expect

system networks to achieve ultra-fast end-to-end mes-

sage delivery, hundreds of Gbytes per second of link un-

der demanding physical, architectural and technological

constraints which translate to contradictory objectives

and most commonly to very tight energy budgets.

In this paper, we revisit most of the aspects of NoC

design beginning from micro-architecture and design

methodologies and moving to physical integration chal-

lenges (clocking strategies, runtime adaptivity), as well

as network partitioning, reconfiguration and virtualiza-
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tion and identify the challenges involved in future NoC

design. At the same time, the adoption of emerging

interconnect technologies such as optical and wireless

interconnects are thoroughly discussed and their asso-

ciated challenges in system architecture, circuit design,

device fabrication and CAD tool development are ana-

lyzed. The selected research avenues are also supported

by an industrial viewpoint that discusses the NoC de-

sign arena of current and future SoCs for mobile plat-

forms.

2 NoC Microarchitecture Challenges

All aspects of Network-on-Chip architecture starting

from topology and routing algorithms [7], [8], [11], [12],

[13], and covering router and network interface microar-

chitecture have evolved significantly over the last decade.

Although topologies and routing algorithms are defined

from in a generic manner [9], [10], allowing several de-

sign customization and specialization decisions, the same

does not hold for router microarchitecture.

A unified customizable model that will cover in a

unified manner all micro-architectural alternatives such

as control and data path pipelines [19], [16], [26], [27],

speculation [14], [15], buffering architecture [20], [21],

[22], [24] and allocation policies [17], [18] is still miss-

ing. The derivation of such a model would allow for

rapid, safe architectural changes in order to find the

globally optimum architectures bridging the gap be-

tween architecture exploration, microarchitecture fine

tuning and physical implementation. The derived cus-

tomizable model should be smart enough to differen-
tiate its microarchitecture depending on switch radix,

centralized or distributed physical placement [23], [25]

and available silicon area.

Currently, router design involves assembling hard-

ware blocks from a component library of varying gran-

ularity and complexity. Although such an approach has

provided so far efficient architectures, its efficiency is

limited by the efficiency of the independent blocks; the

designer’s potential for delivering efficient compositions,

and the depth of the design space exploration. At the

same time, every new synthesis of components would

require separate verification effort that would first guar-

antee correctness such as deadlock and starvation avoid-

ance, performance validation and separate physical im-

plementation characterization and integration with the

remaining components of the system. A predefined cus-

tomizable model would significantly reduce verification

and validation effort since its generic definition and pre-

characterization is expected to cover by construction

every customized instance of it.

At the same time, on-chip network interfaces that

decouple at the eye of the programmer computation

from communication have evolved in recent years from

primitive protocol bridges and packetizing-buffering mod-

ules to sophisticated NoC units. The network inter-

faces besides physical integration including clock do-

main synchronization and power domain interfacing are

responsible for many other higher-level-abstraction struc-

tures close to the programming model and to the com-

munication protocol stack. The architecture of network

interfaces does not follow a standard approach and many

ad hoc alternatives supporting various application do-

main features have appeared recently [28], [29], [30],

[31].

The trend in network interface design is to inte-

grate as many networking features as possible directly

in hardware while keeping a balance between hardware

complexity of the interfaces in terms of area and la-

tency relative to the connected cores and the complex-

ity of the rest of the network. The architectural features

that every network interface should support include:

(a) protocol and bandwidth adaptivity (b) buffering,

(c) error management, (d) quality of service, (d) mem-

ory address protection and isolation (security), (e) out

of order transactions handling, and (f) programming

interface support [32] that should follow a standard

form such as MCAPI or any other generic interface that

would appear in the future.

Although there is a growing consensus on what a

network interface should support the same does not

happen on how it should be implemented. A clear fixed

architecture and possibly programmable by a small in-

struction set architecture is missing that would allow

easy customizations and versatile operation via software-

like reprogrammability. Also part of the communication

libraries and application-level abstractions could be im-

plemented easily in software via the network interface’s

instruction set.

Besides improving NoC architectures either at the

nodes of the network or at the interfaces, holistic de-

sign methodologies should also evolve possibly moving

to a true hardware-software interconnect co-design. A

clear asset in this direction would be the definition of

interconnect-specific architecture description languages

and automatic and correct-by-construction model to

RTL synthesis methodologies (like a network-specific

high-level synthesis methodology [34], [35]) that would

allow for faster exploration of networking architecture

and holds promise for most efficient design by allowing

joint and across layer optimizations [36]. Up to now in-

terconnect design followed a layered approach that en-

capsulates networking functions in a hierarchical stack

of per-layer operations (e.g. link, transport, network
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layer). Designers focus on a particular layer that hinders

possible across-layer optimizations and maintains un-

necessary overhead hidden inside each layer. Although,

concrete studies are still missing on how the network

intelligence should be split between interfaces and net-

work nodes, the definition of a network-centric design

methodology at the architecture level would allow new

unexplored alternatives.

Interconnect-centric design technologies need to be

supported by new efficient usage strategies of the net-

work as a whole. Traditional network usage deals with

bandwidth and latency guarantees trying to satisfy ei-

ther hard communication deadlines or offer equality of

service [33]. Although such techniques have not reached

the highest plateau of efficiency or ease of implementa-

tion new usage strategies should evolve that consider

energy efficiency, energy fairness taking into account

the criticality in terms of application execution time of

the delivery of certain packets relative to the rest.

The wide adoption of NoC technology in today’s

high-end SoCs is expected to grow the next years even

to ultra low power SoC platforms that are gradually be-

coming multicores. In such systems, maximum energy

efficiency is the most important quality factor and thus

operate at low voltages (and possibly at low speeds)

trying to keep power consumption close to the mini-

mum possible. The application of NoC technology, as

we know it today, in such platforms would require a

complete redesign from the circuit up to architectural

level of all traditional NoC components (buffers, cross-

bar, arbiters) and topologies making them truly volt-

age scalable and adaptive to changing operating condi-

tions [37]. Low cost on-line fault tolerance features may

help in this direction when applied appropriately so as

not to eat back of the energy saved by voltage scaling.

3 The Compositional Challenge

Power dissipation continues to be a primary design con-

straint in the multi- and many-core chip era. Increas-

ing power consumption not only results in increasing

energy costs, but also results in high die temperatures

that affect chip reliability, performance, and packag-

ing cost. From the performance standpoint, current and

future largely integrated systems will have to carefully

constrain application performance to stay within power

envelopes [40]. Fortunately, multi-core systems host ap-

plications that exhibit runtime variability in their per-

formance requirements, which can be exploited to opti-

mize throughput while staying within the system power

envelope.

Dynamic voltage and frequency scaling (DVFS) schemes

seek to exploit runtime variability in application behav-

ior to achieve maximum energy savings with minimal

performance degradation. The granularity of adaptive

voltage and frequency control is currently still an open

issue. The milestone Intel Single-Chip Cloud Computer

implementation exhibits 24 frequency islands with 15

speed settings from 100 to 800 MHz, and 7 voltage is-

lands with 7 voltage levels from 0.7V to 1.3V in steps

of 0.1V [105]. The on-chip network is a voltage and fre-

quency island on its own. Considering that the chip con-

sists of 48 cores structured into 24 tiles, it can be con-

sidered a relevant example of fine-grained power man-

agement enabled by on-package voltage regulators. In

practice, even though the performance advantages of

per-core DVFS in multi-core systems have been sug-

gested [38,41], providing per-core, independent voltage

control can be overly expensive [38]. In contrast, when

DVFS is applied across multiple cores, determining a

single optimal DVFS setting that simultaneously satis-

fies all cores will be extremely difficult; some applica-

tions will suffer performance loss or power overheads.

This problem worsens as the number of cores and run-

ning applications increase in future systems. There is

currently no generalized consensus on the above trade-

offs, however the relentless improvement of (integrated)

voltage regulator technology as a standard homogenous

CMOS component holds promise of proliferating DVFS

domains for maximum energy benefits [42]. As a conse-

quence, a future scenario can be reasonably envisioned

where the homogeneous cores of a regular tile-based ar-

chitecture will deliver heterogeneous power-performance

operating conditions with fine-grained granularity, and

with runtime tuning capability.

Last but not least, future many-core programmable

accelerators are likely to host a large number of con-

current applications to enable effective exploitation of

the hardware resources, thus pushing the partitioning

concept [43]. The virtualization paradigm, which is be-

coming mainstream also in the embedded computing

domain, is fostering this trend, since virtual machines

might be easily allocated a subset (possibly changing

over time) of the parallel computer architecture, with

trustworthy isolation strategies [44]. Overall, at any

given point in time portions of the many-core architec-

ture might go unused, hence they could be effectively

powered off [45].

The above requirements have relevant implications

on hardware design. Especially, they cause design-time

homogeneous architectures to become highly hetero-

geneous at runtime, given the diversity of core power

states across the platform. This diversity should be ab-

sorbed at component boundary, where IP cores are in-

terconnected with the system integration framework,

that is with the on-chip communication architecture.
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Networks-on-Chip should be therefore ready to deliver

communication paths at runtime that potentially cross

areas with highly heterogeneous operating conditions.

Synchronizer-based design is the traditional answer

to this challenge [47], since it enables to absorb clock

phase and frequency setting differences across commu-

nicating frequency islands at some synchronization over-

head, especially latency and power. Unfortunately, the

latency overhead caused in NoC links in turn calls for

larger buffering requirements at the receiver end, in or-

der to preserve the capability for maximum through-

put operation [48]. Synchronizers are extensively used

in embedded systems, especially dual-clock FIFOs (like

for instance [49], however they currently cope only with

coarse-grained splitting into frequency domains in most

cases. As finer-grain splitting will gain momentum, op-

timization techniques for them will become mandatory

to fit the tight resource budgets [46]. The literature is

currently ready to deliver novel proposals and inter-

esting ideas, although architectural optimizations and

silicon validations are far from complete [51]. As an ex-

ample, a merging technology of synchronizers with NoC

building blocks was proved capable of reusing expen-

sive buffering resources for multiple purposes, including

synchronization, performance buffering and flow con-

trol [50]. Nonetheless, the distinctive challenges for the

industrialization of synchronizer-based technology en-

compass:

– The careful engineering of timing constraints across

links, since the need to deliver flow control in NoCs

causes non-trivial round-trip channel dependencies

even in source-synchronous communication.

– The continued development of bundled data routing

methodologies in sub-40 nm technologies, capable

of keeping relative delay mismatches between link

wires under control.

– The implementation of clock gating techniques ca-

pable of cutting down on idle power, especially when

source-synchronous clock signals need to be routed

to the receiver end for the sake of signal resynchro-

nization.

– The implementation of reliable reset mechanisms,

safeguarding operation of those synchronizers that

require precise alignment between their front-ends

(in one clock domain) and their back-ends (in an-

other clock domain) with respect to timing uncer-

tainties in reset deassertion across clock domains.

– The proper (over)sizing of the number of cascaded

stages in brute-force synchronizers to counter the

degradation of the resolution time constant of syn-

chronizers as technology scales deeper into the nanoscale

regime. This has non-negligible implications over

the performance and power overhead of dual-clock

FIFOs, which would in many cases require slot over-

provisioning to preserve the full throughput opera-

tion capability.

There is no doubt that reliable and energy-efficient

many-core system design will only be feasible under re-

laxed synchronization assumptions in the future. An

indirect confirmation comes from the analogy of the

synchronization paradigm used in two relevant Intel

test chips. On one hand, the early 80-core Intel Po-

laris chip relied on mesochronous clocking to implement

simpler, and less power-hungry clock distribution net-

works replacing a complicated H-tree with something

simpler and shorter like a grid [57]. On the other hand,

the latest demonstration of a 256-node Intel NoC on

22nm Tri-Gate CMOS relies on the principle of source-

synchronous communication, which is effectively cou-

pled with an hybrid packet/circuit switching architec-

ture built on top of it, thus yielding 20.2 Tbps among

the nodes and 18.2 Tbps/W efficiency when running at

430 mV in near-threshold voltage operation [58].

An appealing alternative to synchronizer-based de-

sign consists of clockless handshaking [52]. When ap-

plied for inter-domain communication, it holds promise

of average-case instead of worst-case performance, no

switching power of a clock tree, especially in idle state,

robustness to process/voltage/temperature variations,

and efficient delivery of differentiated per-link perfor-

mance [59]. Counterintuitively, such potential benefits

are not reflected in an adequate industrial exploita-

tion, which includes asynchronous Ethernet routers and

high-speed FPGAs, and only marginally on-chip inter-

connect sub-systems.

The traditional explanation consists of the poor CAD

tool support to design asynchronous systems. Many ef-

forts are underway to get predictable and fast-converging

designs by means of ad-hoc tools [61] and/or scripting

and methodologies on top of mainstream CAD tools

[60], however they are currently not capable yet to avoid

extensive manual intervention, the deactivation of rel-

evant optimization capabilities of such tools [54], the

technology-specific description of some components in

abstract specifications, and to enable the flexibility re-

quired for the design and synthesis of soft macros. As a

consequence, prototype designs and real products still

largely rely on hard macros and full custom design when

it comes to the asynchronous components [56], with

some noticeable exceptions [53,55].

However, it should be observed that existing indus-

trial prototypes do not often represent an incentive for

further development of the tooling support. Existing

asynchronous interconnect fabrics can easily prove rel-

evant savings on application total power, however they

feature a larger energy-per-flit than their synchronous
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counterparts. As a result, power savings can be ex-

plained only in terms of the poor utilization of the sys-

tem interconnect, since the idle power figure is clearly

in favour of the asynchronous implementation. The ul-

timate reason for this trend is that asynchronous NoCs

are typically designed with 4-phase communication pro-

tocols and delay-insensitive data encoding. The former

choice implies two complete round-trip channel commu-

nications per transaction, which becomes unaffordable

in the presence of long links. The second choice guar-

antees high timing robustness since circuit functional-

ity and operation are guaranteed by construction in the

face of delay variations during the fabrication process.

Unfortunately, this comes with high area occupancy,

low coding density and high energy per bit.

More recently, these quality metrics are raising the

interest for an alternative design style relying on bun-

dled data [62–64]. The key rationale is that if the lower

timing robustness of this data encoding can be kept un-

der control by means of efficient CAD tools and guard-

bands on relative timing constraints, the benefits of re-

duced area, reduced wire-per-link and reduced energy-

per-bit can be materialized. The success of this de-

sign style will probably depend on the availability of

efficient tunable delay lines to make the performance

penalty of the guardbands link-specific. Whether this is

a viable solution for high-performance designs or not,

bundled data clearly represents the way to go for the

desynchronization of low-power, low-end designs in the

embedded computing domain. One possible obstacle is

given by the fact that latch performance might not

be that good in low-power technology libraries, which

questions the typical design practice of delivering high-

performance asynchronous designs via extensive utiliza-

tion of pipelining techniques in the presence of specific

pipeline design styles (e.g., MOUSETRAP pipelines).

Overall, the question about the role of asynchronous

interconnect technology for the solution of the composi-

tional challenge in manycore systems is far from getting

stable answers. The key driver is the possibility to con-

nect domains regardless of their specific and runtime-

varying operating conditions, like in [65,66]. Literature

keeps documenting remarkable and trustworthy power

savings whenever the technology is applied. It should

be however brought to the stage where its development

for exploitation within an industry-standard method-

ology and tool-flow becomes cost-effective with respect

to the further evolution of current design methods.

4 The Resource Sharing Challenge

From previous sections we have seen many challenges

ahead to be addressed for proper NoC design. However,

the fact that the NoC is a shared resource within the

chip makes its design much more critical than expected.

If we think of a possible multicore system, where tens or

hundreds of processor cores communicate within them

and with caches and memory controllers, we easily see

that the medium used for that communication is always

the same, the NoC. Thus, the way we design the NoC

will heavily influence not only the overall system per-

formance but the way we share resources (cores, caches,

memory controllers, accelerators, . . . ). This imposes an

orthogonal challenge to the previous ones since an un-

balanced use or resources will lead to poor performance

numbers, or even to unattainable QoS levels.

Indeed, future systems with hundreds, or perhaps

thousands of cores, will inherit a structural problem.

Applications running on such systems will simply not

scale, or will scale poorly, thus not taking benefit of the

theoretical peak performance of those systems. To ad-

dress this issue, we can see high-performance comput-

ing systems divided in two categories [111]. In capabil-

ity computing, HPC infrastructures (supercomputers)

are used to solve a single and highly complex prob-

lem in the shortest possible amount of time. In capacity

computing, however, a compute system solves as many

problems as possible in parallel with the lowest possible

cost. This refers to, for instance, data-centers receiving

millions of requests per time unit.

If we apply the capacity computing approach to mul-

ticore systems, we can think of applications (or tasks)

running on the same system but using disjoint sets of

resources (cores, memories, . . . ). This is indeed an ap-

pealing approach, since it allows to maximize system

resources utilization, thus making a proper use of our

system. This approach (sharing resources between dif-

ferent applications or tasks) is also emerging in the em-

bedded domain with the concept of mixed-criticality

systems (MCS) and virtualization. In MCS systems, a

single multicore chip must be able to run different appli-

cations with different criticalities and must guarantee

failures or perturbations of applications do not affect

the other applications performance. Virtualization of

chip resources is also being promoted lately and also

imposes an effective resource sharing policy in order

to decouple application’s performance from the rest. In

the near future, multicores will invade every domain

(e.g. aerospace, automotive) and will demand for effi-

cient policies to manage the resources in a structured

and safe manner. Unfortunately, the NoC is a shared

resource and lays in the middle of the problem. So, it

is clear we need to design the NoC with these new re-

quirements in mind.

This challenge is aggravated by the fact that we may

have running on top of the system a coherence proto-
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col, which will guarantee memory access consistency. In

such scenario the NoC will face mainly the traffic gener-

ated by the coherence protocol. This kind of traffic has

its own characteristics, such as traffic distribution, traf-

fic burstiness, and communication types (unicast, col-

lective, gather operations). An NoC can not be designed

without taking into account such traffic characteristics.

Support of efficient sharing resource policies and co-

herence protocols demands for efficient NoC designs in

the following directions. First, the communication par-

ticularities of coherence protocols need to be supported

natively by the NoC. Examples are broadcast support

in the NoC allowing efficient communication of coher-

ence protocol commands, gathering operations support

in the NoC allowing efficient acknowledgments of mul-

tiple cores to the same memory block, and efficient sup-

port of synchronization primitives in the NoC allowing

fast synchronization operations of the processes run-

ning on the system. These kind of optimizations (in-

deed, an efficient co-design of the NoC and the co-

herence protocols) will allow such protocols to scale,

or at least scale better, thus delivering higher capaci-

ties and performance numbers. Second, the NoC needs

to be designed with built-in mechanisms and methods

to guarantee runtime and flexible partitioning schemes,

which will enable effective isolation of applications or

tasks in the same chip. This affects mainly to the design

and properties of routing algorithms. Topology-agnostic

routing algorithms (like up*/down* or segment-based

routing) allow the building of partitions with any shape,

thus promoting the partitioning capability. Third, the

NoC needs to be designed with reconfiguration capa-

bilities. Indeed, if we plan to map different applications

on the system these applications will be continuously

entering and leaving the system, thus needing differ-

ent numbers and types of resources and demanding a

proper chip reconfiguration. An NoC with transparent

reconfiguration (not affecting the current traffic and not

stopping the traffic) is required for the support of such

systems. Finally, the final direction to take is a complete

and transparent exposure of the configuration and par-

titioning capabilities of the NoC to the software stack,

mainly the operating system and in particular the hy-

pervisor. This module will be in charge of customizing

the system to the current demands of the applications

requesting service from the system.

All this support has its center of gravity in the

NoC since is the shared resource and is the one used

to communicate all the system components within the

chip. Proper design of the NoC to support partition-

ing while optimizing coherence protocols support will

become mandatory for future chips based on NoCs.

5 Emerging Interconnect Technologies

According to the ITRS roadmap [70], interconnect in-

novation is the key to satisfying performance, relia-

bility, and power requirements in the long term. Fu-

ture interconnect technologies must support ultra-high

data rates (e.g., greater than 100 Gbps/pin), be scal-

able enough to support tens to hundreds of concurrent

communication streams, and involve fabrication tech-

niques that are compatible with mainstream MPSoC

and system-in-package (SiP) technologies. An overview

of the fundamentals and ongoing research challenges

for two revolutionary interconnect technologies is re-

ported in [71, 72], namely silicon nanophotonics and

RF/wireless interconnects.

Optical links are already pervasive in data centers

because of their ability to improve the bandwidth den-

sity over copper cables, to the point that optical switch-

ing represents the next step in order to overcome the

overhead of frequent domain conversions [69]. There is

instead no consensus on the use of silicon photonics

for on-chip communication, where optimized eletronic

links, and their evolutions, are competitive. Yet, emerg-

ing nanophotonic technology has yielded a rich design

space for on-chip optical-electrical architectures [73–

77]. Early studies such as those in [73, 75, 76, 78–81]

made the point for the performance and power prop-

erties of photonic interconnection networks in isolation

from the rest of the system. System-scale analysis was

instead made affordable by [82], with a trade-off be-

tween accuracy and simulation speed in favour of the

latter. The need to come up with compelling cases for

silicon nanophotonic technology has motivated the quest

for higher accuracy, for instance by considering commu-

nication workloads [83], or the network interface over-

head [84]. As the level of detail in comparative analysis

between electrical and optical fabrics increases, it is be-

coming evident that while the optical interconnect fab-

ric is not more energy efficient per se [86], the optically-

augmented system is, since it can burn power for a lower

amount of time due to the lower execution times that

optical links enable [85].

Another alternative for future on-chip communica-

tion consists of NoCs with multi-band RF interconnects

(RF-I) [89]. In this particular NoC, instead of depend-

ing on the charging/discharging of wires for sending

data, electromagnetic (EM) waves are guided along on-

chip transmission lines created by multiple layers of

metal and dielectric stack. As the EM waves travel at

the effective speed of light, low latency and high band-

width communication can be achieved. Though RF-I

NoCs can be built using existing CMOS technology,

they require laying of long on-chip transmission lines
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to serve as wave guides, without eliminating any exist-

ing links.

Recently, the design of a wireless NoC based on

CMOS Ultra Wideband (UWB) technology was pro-

posed [90]. In [91], the feasibility of designing on-chip

wireless communication networks with miniature anten-

nas and simple transceivers that operate at the sub-THz

range of 100-500 GHz has been demonstrated. If the

transmission frequencies can be increased to THz/optical

range then the corresponding antenna sizes decrease,

occupying much less chip real estate. One possibility

is to use nanoscale antennas based on CNTs operating

in the THz/optical frequency range [92]. Consequently,

building an on-chip wireless interconnection network

(WiNoC) using THz frequencies for inter-core commu-

nications becomes feasible.

On-chip wireless communication links not only alle-

viate the latency and energy dissipation issues of con-

ventional technologies but also eliminate complex in-

terconnect routing and layout problems arising in some

of the alternative technologies. Hence, such intercon-

nects enable design of novel and efficient architectures

which mitigate the multi-hop communication of tradi-

tional NoCs to achieve significant performance gains. A

detailed survey regarding the promises and design chal-

lenges of this emerging paradigm is reported in [93].

The development of emerging interconnect technolo-

gies implies that three fundamental gaps need to be ad-

dressed by researchers at different levels of abstraction,

and with a cross-layer approach to design and optimiza-

tion. Among them, the physical design gap is certainly

the most evident issue.

As regards optical NoCs, high-speed, low power,

and small feature-size electro-optical modulators and

photo-detector receivers need to be developed, since

their quality metrics, together with the overhead of

laser sources, will determine the threshold required to

be advantageous over electrical interconnects. In par-

ticular, high-speed, electrically-driven monolithic light

sources have remained elusive so far, thus calling for

profound innovations in the field of integrated on-chip

light sources. Finally, on-chip optical interconnect mod-

ules are very sensitive to process and thermal varia-

tions. Designers need to ensure active or passive opti-

cal control methods to maintain reliable device opera-

tion [87].

Similarly, the effectiveness of WiNoCs strongly de-

pends on the design of the physical layer. In turn, the

miniaturized on-chip antennas and the wireless transceivers

influence the performance of the physical layer. Char-

acteristics of the antennas and the transceivers also de-

pend on the adopted frequency range of communica-

tion (ultra wide band, millimeter-wave, sub terahertz,

or terahertz). All physical layers designed in different

frequency bands have antenna and transceiver area and

power overheads [93]. Thus, innovations such as [94–96]

are required to achieve the best performance-overhead

trade-off and fully exploit the advantages of wireless

links.

Technology maturity is not the only gap that sep-

arates emerging technologies from their industrial up-

take. An architectural gap in fact raises on top of the

physical one, although they end up being tightly inter-

twined.

For optical NoCs, building a communication archi-

tecture out of a specific optical toolbox is a complex

task that spans several design concerns. After all, from

a functional viewpoint an optical network is nothing

else but a non-blocking crossbar, due to the lack of

buffering technology of practical relevance. Hence, the

control complexity is entirely moved to the boundaries.

There, key aspects such as flow control, synchroniza-

tion, buffering architecture, resource sharing techniques,

serialization, etc. should be taken care of, and may de-

termine the threshold beyond which an optical inter-

connect is better than another one, or than an electri-

cal counterpart. A key architecture-level design decision

concerns the implementation of space-routed optical

NoCs, which devote the available WDM (wavelength-

division multiplexing) link bandwidth to peer-to-peer

communications, or wavelength-routed NoCs, which ex-

ploit the same bandwidth for the sake of delivering

global, contention-free communication, while decreas-

ing the available bandwidth for the specific communi-

cation flows. This decision tightly depends on the ap-

plication requirements, since wavelength-routed NoCs

are well suited for latency-critical applications, while

space-routed ones are the best choice for throughput-

intensive applications, especially for long-lasting con-

nections. As pointed out in [88], there are a number of

intermediate solutions between the two extreme cases,

which yield to photonic bus variants. With the single

writer multiple reader paradigm (SWMR), additional

signaling is required for the sake of tuning the filters

of the intended receiver, while in the multiple writer

single reader (MWSR) paradigm a global arbitration is

needed to select the injecting sender into the photonic

bus. The multiple reader multiple writer scenario is also

feasible. The chosen scheme has then serialization and

scalability implications, that are especially constraining

for wavelength-routed networks due to the large amount

of needed resources. Currently, an extensive compari-

son of architectural solutions in an homogeneous exper-

imental setting is still missing, and so is a study relating

them to the requirements of realistic workloads.
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Clock resynchronization is another architecture-level

concern. Some parts of the optical network interface

need in fact to work at overly high speed (e.g., 10 GHz,

associated with the modulation rate of the optical medium,

and with the serialization ratio), or with multi-phase

clock signals. This is not only a physical design issue,

since signals converted back from the optical to the elec-

tronic domains should be resynchronized in the target

clock domain [84]. The resynchronization architecture

and circuitry is still a largely unresolved issue for opti-

cal NoCs, although source synchronous schemes seem to

be the preferred option. Unfortunately, they require the

transmission of clock signals across the optical domain,

which becomes therefore an active research field [107].

Addressing the design predictability gap is manda-

tory when selecting the target topology for the optical

NoC. Although not explicitely stated, logic topologies

are tied to implicit placement constraints for initiator

and target interfaces. The real positioning of such in-

terfaces on the layout of the system at hand may cause

a radical change of the physical routing paths. Side

effects are an increased length of the waveguides or

an unexpected number of additional waveguide cross-

ings. Placement constraints are especially severe in a 3D

stacked environment, as proven in [109], thus justifying

their consideration upfront in the design process [108].

WiNoC architectures can be assembled by overlay-

ing a regular wired mesh-based NoC with wireless links

[95, 97]. However, there is currently an immense in-

terest in creating novel architectures aided by the on-

chip wireless communication [96]. In this direction, dif-

ferent hierarchical small-world wireless NoC architec-

tures incorporating THz and mm-wave wireless links

are explored in [96] and [98], respectively. These works

have demonstrated that, by using wireless links as long-

range communication channels between widely sepa-

rated cores along with wired interconnects connecting

adjacent cores, it is possible to obtain significant gains

in achievable bandwidth, and improve the energy dissi-

pation profiles without introducing significant hardware

overhead. Research in this domain is far from being con-

solidated.

Moreover, to attain the desired performance benefits

using WiNoC, the available communication resources

should be utilized optimally. Therefore, efficient me-

dia access mechanism [90, 95, 98, 99], along with op-

timum routing protocol [90, 95, 96, 100], is crucial for

efficient utilization of the wireless channels. Since all

solutions improve the achievable bandwidth at an area

and power overhead, a comprehensive study quantify-

ing merits and limitations of these techniques, and their

implementation challenges, needs to be carried out for

an informative comparative analysis.

The MAC and routing protocols for WiNoCs need to

be complemented by suitable flow control mechanisms

to enable optimum utilization of the wireless medium

[101,102].

Last but not least, challenges in reliability and in-

tegration demand radically different architectural de-

sign to make this emerging interconnect paradigm vi-

able for large-scale adoption. Although architectural in-

novations such as [103] may enable resilience against

permanent failures, the wireless channels are inherently

more prone to transient errors than their wireline coun-

terparts. In this direction, it is demonstrated in [104]

that with carefully designed error control coding (ECC)

schemes in the WiNoC it is possible to achieve high

gains in performance due to the wireless links while

maintaining reliability comparable to that of a tradi-

tional wire line NoC. However, application of ECC also

introduces timing and area overhead, which gives rise

to an interesting trade-off to explore.

In addition to the physical and architectural gaps,

the system as a whole should be optimized around an

optical transport medium, which implies the codesign

of components together to meet system-level require-

ments (i.e., the systemability gap). This includes for in-

stance the codesign of the fabric with the cache coher-

ence protocol, the routing path selection policy in case

of hybrid interconnect fabrics, the differentiated service

of latency- vs. throughput-critical traffic, the codesign

of the on-chip network with the processor-memory (in-

cluding off-chip) network, the avoidance of message-

dependent deadlock. At this level, also compiler and

software optimizations should be considered, including

for instance the optimization of the dynamic behaviour

of the application and the exploitation at runtime of

the available degrees of freedom in the communication

fabric.

Finally, each new technology should come with its

own design technology support from the ground up, in

order to bridge the gap between physical designers and

system designers, who need to do design with the new

technology. This encompasses abstract models, design

methodologies, tools and toolflows. For instance, ab-

straction layers and associated description tools should

be redefined for optical NoCs, thus matching the elec-

tronic definitions of behavioural views, RTL ones, etc.

Moreover, new tools for placement and routing such

as [110] are needed, due to the inherently different op-

timization metrics that optical NoCs require with re-

spect to mainstream CAD tools for electronic design

(e.g., number of waveguide crossings, waveguide length,

or both).

Overall, the most daunting challenge for the next

few years will be to come up with compelling cases for
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silicon nanophotonic as well as for wireless networks,

thus possibly justifying the definition of roadmaps and

investments in technology development based on solid

experimental evidence. Assessing the implications of an

emerging interconnect technology over the quality met-

rics of real-life devices such as GPUs or programmable

accelerators is part of this needed validation framework.

In this respect, the experience of researchers starts to

put together a few basic rules for trustworthy cross-

benchmarking between NoCs on top of emerging tech-

nologies vs. their electrical counterparts. Next, such

rules are reported by deriving them from the converging

conclusions of [88] and [86]. They are tailored to optical

interconnection networks, although the inspiring prin-

ciples behind them could easily drive WiNoC research

as well in the future:

– clearly specify the logic topology. In many pa-

pers, logic topologies are hardwired with their phys-

ical implementations, hence preventing a true dis-

tinction of design points, and the application of well-

known optimization principles from interconnection

network theory.

– explore the space of mapping options to nanopho-

tonic devices. For a given logic topology, different

technology mappings do exist, characterized by the

use of a different mix of photonic devices (e.g., 1x2,

2x2 or higher-order photonic switching elements), or

a different filtering order of WDM signals.

– account for place&route constraints. The ac-

tual gap between logic topologies and their physical

implementation under the place&route constraints

of the layout at hand should be quantified. Also, de-

sign techniques/choices should be investigated/made

to minimize such a gap.

– keep it simple. Simple interconnection solutions,

starting from topology selection and from the choice

of basic building blocks, are a must in order to min-

imize the adoption risk of a new technology.

– design the network interface architecture. In-

terfacing the electrical and the optical domains is

not just an issue of bringing optoeletronic devices in

the design, but it is an architecture-level effort too,

where networking design issues (buffering, flow con-

trol, deadlock avoidance, etc.) should be addressed.

– use an aggressive electrical counterpart. Pre-

vious work often reports orders of magnitude bet-

ter performance and power of the optical fabric also

because the electrical counterpart is built on top of

naive assumptions. A trustworthy crossbenchmark-

ing should consider state-of-the-art electrical NoC

architectures, which should undergo synthesis on

top of industrial technology libraries.

– assume a broad range of device parameters.

In the presence of a fast evolving technology, it does

not make sense to tie conclusions to specific param-

eters for the silicon photonic devices. Rather, para-

metric studies should define the requirements for

physical designers in order for their devices to be

mature enough for practical exploitation.

– carefully consider static power overhead. Op-

tical interconnect technology is static-power domi-

nated, while materializing excellent dynamic power

savings. Therefore, previous studies suggested not

to use it for short-range communications, but rather

to aggregate injecting cores into optical network in-

terfaces, while performing short-range communica-

tions still in electronics. This avoids the proliferation

of domain converters, which would consolidate the

static power dominance.

Obviously, the above rules should be followed not

only to determine under which operating conditions

switching to a new interconnect technology is to be

preferred to the further evolution of current electrical

links, but also to compare emerging technologies with

one another, thus complementing seminal works in this

field [106].

6 Particular Challenges for Mobile Platforms

The heart of mobile platforms like tablets and mobile

phones are heterogeneous MPSoCs. They do not sim-

ply comprise a number of identical processing nodes

as mobile platforms run on batteries and all process-

ing and communication tasks need to be executed very
efficiently. An increasingly large number of specialized

hardware accelerators is supporting the general-purpose

processors in order to achieve a high efficiency, i.e. ex-

ecuting the desired operations and tasks faster and/or

more energy efficient than the main CPUs could do.

Furthermore, these platforms comprise a zoo of differ-

ent specialized components such as display controllers,

camera interfaces, sensors, connectivity modules such

as Bluetooth, WiFi, FM radio, GNSS (Global Navi-

gation Satellite System), and multimedia subsystems.

Most of them provide local intelligence such as an inte-

grated processing core or a DSP. All of these subsystems

and components communicate with each other and with

memories such as on-chip SRAMs, and SDRAMs. A so-

phisticated on-chip interconnection network is required

which needs to be tailored to the communication re-

quirements of each individual component. Conventional

2D mesh networks or simple rings are not appropri-

ate here. In fact, these networks need to be as het-

erogeneous as the rest of the SoC. This complicates
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both architecture and topology decisions, and poses

many practical challenges on top of typical challenges

from academia such as minimum hop-count or deadlock

avoidance.

Battery life time and responsiveness define the user

experience. Both things at the same time can only be

achieved by highly optimized architectures. This im-

plies extensive power saving features such as DVFS

and scenario-based sleep modes for parts of the system.

Based on the given scenario, portions of the system are

put into low-power modes. This includes reduced fre-

quencies, lower voltages or the complete power down

of a subsystem. The chosen power-saving measure de-

pends on the wake-up time that is needed to restore

the subsystem to its previous state. Dynamic clock fre-

quency scaling can be used easily as the wake-up time is

in a range of few clock cycles. The subsystem is still able

to work, although slower, and will retain its state. A

complete power-down of a subsystem, however, is only

initiated if the power-down phase is long enough com-

pared to the phases of powering down and waking up.

In some cases the start of the next active phase can-

not be determined in advance. It could happen that

the subsystem is requested to be active immediately af-

ter initiating the power-down procedure which is then

immediately followed by the wake-up procedure. Both

procedures might use more energy than keeping the

subsystem in active (idle) state. So, the power-down

phase must be long enough to pay off from both timing

and energy-saving perspectives.

From a physical design point of view the increasing

complexity of the computing and communication ar-

chitectures must be handled properly. Clock distribu-

tion and synchronization inside the chip become pro-

hibitively costly. Long clock signal wires running across

the chip and toggling at high frequencies are difficult

to balance and consume lots of energy. Mesochronous

and asynchronous islands arise to overcome the need of

long clock wires. However, these islands have to be in-

tegrated seamlessly. While this sounds trivial to accom-

plish, in practice many things need to be taken into ac-

count. Re-synchronization between clock domains needs

to be performed, which causes additional latency and

might even cause throughput reduction on control and

data paths. A sophisticated design flow is needed, but

also architectural awareness in order to do more good

than bad. Typically, these data and control paths will

be hand-optimized by experienced engineers to squeeze

the last drop of performance out of these connections.

The next step in mobility is the Internet of Things

(IoT) [112] where everyday devices, objects and physi-

cal assets are equipped with computing power, sensors

and wireless connections that enable them to commu-

nicate with each other and with the Internet. These

connected objects become more and more intelligent

with tiny integrated processors such as the Intel Quark

processor, or even be complete computers such as the

Intel Edison, a PC in the size of an SD card including

Bluetooth and WiFi communication capabilities. In the

end, these SoCs with their on-chip interconnects will be

connected forming large wireless off-chip networks with

an ever increasing amount of data that will be trans-

mitted.
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