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4 Abstract: As is well known, water systems grow gradually over long periods of time, and the life of piping tends to be much longer than
5 the planning horizon used for pipe sizing3 . Furthermore, the uncertainty about future demands grows with the length of the time horizon4 . The
6 design of water-distribution systems should therefore be performed in phases, to follow the gradual network growth, and taking account of the
7 uncertainty connected with demand growth. The design approach proposed in this paper to consider these aspects is able to identify, on
8 prefixed time steps or intervals, the necessary upgrades of the construction where each upgrade consists of installing pipes in new sites or in
9 parallel to pipes that already exist, in order to render the network able to satisfy user demand with acceptable service pressure over the

10 different phases of its life. Uncertainty in demand growth is considered by expressing the growth rate by means of a discrete random variable
11 with assigned probability mass function. Optimization of phasing of construction is then performed by considering two objective functions:
12 present-worth cost of the construction (to be minimized), and minimum-pressure surplus over time (to be maximized), which is represented as
13 a discrete random variable with a derived probability distribution as a consequence of the assumption made on the water demand, which
14 randomly grows from phase to phase of the construction. Within this framework, a specific criterion to rank discrete random variables is
15 presented here. The application of the methodology to a case study shows that optimizing phasing of construction while accounting for
16 uncertainty in demand growth leads to the network being sized more conservatively, so that the network construction obtained turns out
17 to be more flexible to adapt itself to various conditions of demand growth over time. DOI: 10.1061/(ASCE)WR.1943-5452.0000441.
18 © 2014 American Society of Civil Engineers.
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20 Introduction

21 In the scientific literature, the problem of optimal water distribution
22 network design has been studied in several hundred papers by using
23 either methodologies based on single-objective optimization (see
24 for example, Alperovits and Shamir 1977; Quindry et al. 1979;
25 1981; Goulter et al. 1986; Fujiwara et al. 1987; Kessler and Shamir
26 1989, 1991; Fujiwara and Khang 1990, 1991; Bhave and Sonak
27 1992; Simpson et al. 1994; Loganathan et al. 1995; Savic and
28 Walters 1997; Wu and Simpson 2001; Eusuff and Lansey 2003;
29 Maier et al. 2003; Krapivka and Ostfeld 2009; Haghighi et al.
30 2011) or multiobjective optimization (Gessler and Walski 1985;
31 Todini 2000; Wu et al. 2002; Prasad et al. 2003; Bentley Systems
32 2006; Farmani et al. 2006; Creaco and Franchini 2012). In contrast
33 to the first approach, which is simply aimed at minimizing invest-
34 ment costs, the second has the advantage of taking account of reli-
35 ability, expressed by means of such compact indexes as pressure
36 surplus (Gessler and Walski 1985) or resilience (Todini 2000) or
37 by means of performance indices (Gargano and Pianese 2000;
38 Tanyimboh et al. 2001; Ciaponi 2009), as an objective function

39to maximize while minimizing the investment cost during the opti-
40mization process. However, a drawback of all the design methodol-
41ogies mentioned above lies in the fact that they do not take account
42of the practical problem of phasing (also called sequencing) of
43construction, which is particularly relevant to distribution mains.
44In fact, all these approaches were developed on the restrictive
45assumption that design is performed statically by referring to one
46or more theoretical operating conditions corresponding to a single
47design date [fixed water demands corresponding to the heaviest
48loading condition for the water distribution system, usually the
49hour of maximum demand for a future scenario(s) positioned at
50the end of the assumed life cycle for the water distribution system]
51and all the construction is done in a single phase such that there is
52no gradual growth/build-out in the system. This assumption clearly
53refers to a theoretical situation because real water-distribution sys-
54tems are usually subject to expansion or modifications related to
55the social, commercial, and industrial evolution of the area.
56The idea of structuring the design of infrastructures in phases,
57i.e., dynamically in a bid to follow the expansion of urban centers,
58has been faced by Beh et al. (2011a, b, 2012) and Mortazavi
59et al. (2012) in the context of water supply options at the regional
60scale, by Kang and Lansey (2012) in the context of water reclama-
61tion systems and by Lansey et al. (1992), Basupi and Kapelan
62(2012, 2013), and Creaco et al. (2013) in the context of water-
63distribution systems. In the latter case, by applying a multiobjective
64optimization methodology, Creaco et al. (2013) showed that resort-
65ing to phasing of construction yields some advantages, in that:
66• It allows engineers to design the short term upgrades, which are
67supposed to guarantee a prefixed level of reliability, while keep-
68ing an idea of the long-term network growth and expansion; and
69• For a long time horizon, it turns out to be cost effective; in fact,
70by partially deferring construction, the community is able to put
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71 aside resources that can be more effectively allocated to alter-
72 native uses.
73 However, the methodology developed by Creaco et al. (2013)
74 relied on the following restrictive assumptions:
75 • Demand growth is known with certainty;
76 • Network expansion layout is known with certainty;
77 • Costs and discount rate are known with certainty;
78 • There are no pumps and therefore energy costs are not ac-
79 counted for (this will mostly affect large transmission mains);
80 • Analysis of shutdowns and valving are not included;
81 • There is only a single pressure zone, so decisions about bound-
82 aries are not included;
83 • Only peak demand conditions are considered in the design;
84 • Leakage costs, as were defined for instance by Pezzinga and
85 Pititto (2005), are not taken into account; and
86 • Decrease in pipe resistance due to aging is not considered.
87 Among the restrictive assumptions listed above, those related
88 to uncertainty (indeed already considered by Basupi and Kapelan
89 2012, 2013) play an important role. This spurred us to generalize
90 the methodology of Creaco et al. (2013) in order to take into ac-
91 count uncertainty in demand growth in the framework of phasing
92 of construction. With respect to the probabilistic optimization
93 approach developed by Basupi and Kapelan (2012, 2013), the
94 methodology proposed here deals differently with the uncertainty
95 in water demand. Whereas Basupi and Kapelan (2012, 2013)
96 assumed nodal demands to follow a distribution function with
97 mean value equal to the deterministic projection, here the water
98 demand is assumed to growth systematically but with uncer-
99 tainty, expressing the parameters of the demand-growth model

100 by means of a (discrete) random variable of given probability
101 mass function.
102 It is clear that the uncertainty in the layout expansion also plays
103 an important role, particularly on a long time horizon, and thus it
104 would deserve to be considered along with the uncertainty in the
105 demand growth. However, this second source of uncertainty is not
106 considered here for space reasons, and in order to avoid a too-heavy
107 and conceptually complex presentation, it will be the subject of
108 other investigations. In other words, a known spatial expansion
109 is assumed here. Incidentally, this marks a further difference with
110 respect to Basupi and Kapelan (2012, 2013) where a fixed pipe
111 network is instead considered.
112 In the following sections, the methodology is described and
113 applied to a case study made up of a real network; the benefits de-
114 rived from its application are then highlighted and conclusions
115 are drawn.

116 Methodology

117 Overview of the Phasing of Construction

118 The application of the methodology proposed requires the whole
119 construction period T to be subdivided into n phases of length
120 Δt, with n being an integer number of phases. Though the meth-
121 odology can be applied to any combination of time step sizes, the
122 adoption of a single time step Δt makes its description more
123 straightforward since it entails that at the generic year ðk − 1ÞΔt
124 [at the beginning of the generic phase, with k being an integer num-
125 ber within the range (1∶n)], the network is supposed to be upgraded
126 considering the demand and layout predicted at year kΔt (i.e., at
127 the end of the current phase or, equivalently, at the beginning of
128 the subsequent phase). In order to guarantee the efficiency of the
129 network in the whole construction time, a number of upgrades
130 equal to n (i.e., equal to the number of phases) has to be performed

131on the generic connection (i.e., installation of pipe or multiple
132pipes) between two network nodes.
133As to the demand that has to be allocated to network nodes,
134various scenarios, each of which featuring its own occurrence prob-
135ability, can be considered in the methodology. In the next sub-
136section, first the demand variation model is described; then, the
137assessment of the occurrence probability of the corresponding
138scenario follows.

139Definition of Demand Model and Scenarios

140For the sake of simplicity and explanatory purposes, a linear model
141is considered here to represent the demand variation within each
142construction phase of the generic mth scenario. In the model, the
143demand-growth rate Aj;k, L=s=year, is considered to be constant
144for the generic jth node during the generic kth construction phase.
145Another parameter that characterizes network nodes in the model
146is the initial (peak) hour demand, i.e., the value of the peak hour
147demand at the year t0;j ¼ k0;jΔt when the node j starts to exist
148(k0;j is the time index relative to the node j first appearance and
149can assume values 0; 1; 2; : : : ; n − 1); this parameter is indicated
150with symbol Dj;0. Both Aj;k and Dj;0 may change from node
151to node. As an example, for a node j, which starts to exist at
152year 0, the demand at the end of the first phase will be equal to
153Dj;1 ¼ Dj;0 þ Aj;1ðt1 − t0Þ; at the end of the second phase, it will
154be equal to Dj;2 ¼ Dj;1 þ Aj;2ðt2 − t1Þ ¼ Dj;0 þ Aj;1ðt1 − t0Þ þ
155Aj;2ðt2 − t1Þ, and so on with the successive phases. For another
156generic node j, which starts to exist at year 2Δt, the demand at the
157end of the third phase will be equal to Dj;3 ¼ Dj;0 þ Aj;3ðt3 − t2Þ;
158at the end of the fourth phase, demand will be equal to
159Dj;4 ¼ Dj;3 þ Aj;4ðt4 − t3Þ ¼ Dj;0 þ Aj;3ðt3 − t2Þ þ Aj;4ðt4 − t3Þ.
160In a bid to generalize, for the generic node, the demand at the end
161of the kth phase will be equal to

Dj;k ¼ Dj;0 þ
Xk

l¼k0;jþ1

Aj;lðtl − tl−1Þ; n ≥ k ≥ l > k0;j ð1Þ

162In Eq. (1) index k can assume value 1; 2; : : : ; n for the generic
163jth node which has been present in the network since time t ¼ 0
164(in this case k0;j ¼ 0); otherwise, k can assume values k0;j þ 1;
165k0;j þ 2; : : : ; n if the node j appears in the layout at time t0;j ¼
166k0;jΔt (in this case k0;j > 0).
167Summing up, the characterization of the generic water demand
168scenario entails defining, for the generic jth network node, the
169value Dj;0 and the values Aj;k (k ¼ k0;j þ 1; : : : ; n where k0;j can
170assume values 0; 1; 2; : : : ; n − 1).
171In an effort to simplify the problem, a unique representative
172value of the demand-growth rate Āk is defined for the generic
173kth phase. Starting from Āk, the demand-growth rate value Aj;k
174of the jth node is defined by taking into account the fact that
175the demand of the older nodes may head toward saturation and,
176then, the demand-growth rate of the older nodes may turn out to
177be lower than that of the younger nodes. As a consequence of this,
178Aj;k can be evaluated as a function of the age of the node itself at
179the beginning of the kth phase (nodal age ¼ ðk − k0;jÞΔt), by using
180the following relationship:

Aj;k ¼ Āk − rdðk − k0;jÞΔt; n ≥ k > k0;j ð2Þ

181where rd, L=s=year2, is the age-related decrease rate for the
182demand-growth rate. In light of the structure of Eq. (2), rd has
183to be selected in such a way as to avoid negative values of Aj;k.
184As a consequence of the simplification above, after a value
185of the age-related decrease rate rd has been defined for the whole
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186 network and the initial demands Dj;0 have been set for the various
187 nodes, the characterization of each demand-growth scenario then
188 requires only n values of the representative demand-growth rate
189 Āk, each of which valid for the whole network and associated with
190 a single construction phase, to be defined. To consider the uncer-
191 tainty associated with demand growth, growth rate Āk is assumed to
192 be a discrete random variable. The choice of a discrete random var-
193 iable instead of a continuous random variable enables a better and
194 simpler characterization of the possible levels of the growth rate
195 (low, medium, high, etc,) which are pragmatically used by practi-
196 tioners. From an operative point of view, this entails that at the
197 kth phase Āk takes on a certain number v of discrete values
198 ½ā1;k; ā2;k; : : : ; āν;k�, to each of which a certain probability value
199 pi;k [i.e., p1;k;p2;k; : : : ;pv;k], with

P
ν
i¼1 pi;k ¼ 1, is associated.

200 The possible combinations of the v discrete values ai;k (i ¼ 1∶ν;
201 k ¼ 1∶n) in the n construction phases are as numerous as ns ¼ vn

202 and this represents the highest number of demand scenarios, to each
203 of which a probability Pm ¼ Q

n
k¼1 pi;k will be associated under the

204 assumption that the demand-growth rate at the kth phase is inde-
205 pendent from that at the (k − 1)th phase. The sum of the occurrence
206 probabilities of the various scenarios will then be

Pns
m¼1 Pm ¼ 1.

207 It is worth stressing that all the scenarios mentioned above do
208 not include future fire-protection requirements because phasing of
209 construction mainly concerns the transmission pipes (as clearly
210 shown by the case study described in the numerical example),
211 whereas fire-protection constraints create more problems in small
212 distribution pipes.

213 Decisional Variables and Objective Functions

214 At the generic year ðk − 1ÞΔt (i.e., at the beginning of the kth
215 phase/interval) in order to supply water with acceptable service
216 pressure in the network within the next Δt years, it is necessary
217 to add np;k pipes, among which np1;k have to be inserted in new
218 sites (where no pipes were present earlier) in order to reach new
219 demanding nodes and np2;k have to be laid in parallel to previously
220 existing pipes. Since the whole construction period is divided into n
221 upgrade phases, the decisional variables of the network upgrade
222 problem are then the diameters to be adopted for the np ¼
223

P
n
k¼1 np;k ¼

P
n
k¼1 np1;k þ

P
n
k¼1 np2;k pipes, to be chosen in a

224 prefixed set of nD diameters. At year 0 (i.e., at the beginning of
225 the construction period), a certain number np0 of pipes may already
226 be present in the network (i.e., np0 is a value assigned a priori).
227 Furthermore, the numbers np1;1; np1;2; : : : ; np1;n of pipes to be
228 inserted in new sites at the beginning of the first, second, : : : and
229 nth upgrade phase are assumed to be known.
230 For the generic upgrade, the corresponding cost CkΔt5 is equal to

CkΔt ¼
Xnp1;k

j1¼1

cj1Lj1 þ
Xnp2;k

j2¼1

cp;j2Lj2 ð3Þ

231 where
Pnp1;k

j1¼1 cj1Lj1 is the part of the cost associated with the in-
232 stallation of pipes at new sites (with L and c being the length of the
233 pipes which have to be introduced and the unit cost associated with
234 the diameters of the pipes to be laid in new sites);

Pnp2;k
j2¼1 cp;j2Lj2 is

235 the part of the cost associated with the installation of pipes in par-
236 allel to existing pipes, where the unit cost cp6 can be increased with
237 respect to c in order to take account of the fact that laying a pipe
238 parallel to another pipe may be more expensive than installing the
239 same pipe in a new site.
240 A multiobjective optimization can then be performed to assess
241 the np diameters in order to obtain optimal network upgrade con-
242 figurations, which represent a trade-off between cost and reliability.

243The whole present-worth construction cost C, first objective
244function of the optimization process, can be evaluated as the
245sum of the present-worth values of the costs CkΔt 7[calculated by
246Eq. (3)] of the n upgrades, that is

C ¼
Xn

k¼1

CkΔt

ð1þ RÞðk−1Þ·Δt
ð4Þ

247where R is the discount rate.
248The second objective function of the optimization process,
249representative of network reliability (capacity), is connected with
250the pressure surplus IS that the network shows to have over the
251entire construction time (surplus is intended to be the pressure head
252excess with respect to the minimum value for demand satisfaction.
253Its expression will follow below).
254In particular, for each scenario m (m ¼ 1∶ns), featuring a given
255series of demand-growth coefficient values and an occurrence prob-
256ability Pm, n values (one for each phase) of the pressure surplus IS
257are obtained by a demand-driven network simulation model (Todini
258and Pilati 1988); for each phase, the surplus ISk ¼ minjðhk;j −
259hdes;k;jÞ can be calculated, where hk;j indicates the pressure head
260value obtained at the jth network demanding node by considering
261nodal demands at time kΔt and hdes;k;j is the requested (desired)
262pressure head at the jth node at time kΔt (j ranges between 1
263and nnk, number of nodes in the network during the kth phase).
264As a matter of fact, the following formula can be used to evaluate
265the minimum surplus relative to the mth scenario

ISmin;m ¼ min
k
ISk;m k ¼ 1∶n ð5Þ

266The fact that each scenario (with occurrence probability Pm)
267features its value of ISmin;m entails that the whole set of ISmin;m val-
268ues, with m ¼ 1∶ns (associated with a certain design solution—
269diameter selection—and then with a cost), represents a discrete
270random variable with discrete probability distribution derived from
271the occurrence probability Pm of the various demand-growth sce-
272narios. It is worth underlining that the expression of ISmin;m as a
273discrete random variable is descended from the representation of
274the demand-growth rate Āk as a discrete random variable (see pre-
275vious subsection). As a matter of fact each of the ns values of
276ISmin;m can be associated with the occurrence probability of the cor-
277responding scenario. The second objective function of the optimi-
278zation process is then a discrete random variable ISmin whose
279probability mass function is derived from the occurrence probabil-
280ity of the various scenarios.
281In this study, the multiobjective optimization, aimed at minimiz-
282ing the cost C and maximizing the discrete random variable ISmin is
283performed by means of a modified version of the NSGAII genetic
284algorithm (Deb et al. 2002). This modified version makes it pos-
285sible to encode genes made up of integer numbers (Creaco et al.
2862010, 2013; Alvisi et al. 2011) rather than real numbers. The
287integer nature of the numbers is obtained and preserved not by
288rounding real numbers but thanks to ad hoc and effective imple-
289mentations of the procedures for initializing the individuals and
290for the genetic operators.
291As is well known, in genetic algorithms, individuals represent-
292ing the solutions are compared and ranked in terms of objective
293functions; in this work the traditional module of NSGAII (Deb et al.
2942002) was used to compare individuals in terms of the first objec-
295tive function, which is the cost, i.e., a crisp number. A different
296approach, instead, was set up for the second objective function, the
297discrete random variable ISmin. Indeed, for ISmin, the problem is
298how to rank (for instance in ascending order) discrete random var-
299iables of known probability mass function. A criterion or a method
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300 is needed to assess if a (discrete) random variable is larger than
301 another. The comparison criterion set up in order to compare
302 two discrete random variables IS1min and IS2min, yielded by NSGAII
303 in correspondence to two individuals, requires the probabilities
304 P≥ and P≤ to be assessed for the former to be larger than or
305 equal to, or lower than or equal to the latter. The comparison is
306 made with reference to each scenario m (m ¼ 1∶ns) and P≥ can
307 be calculated as

P≥ ¼
Xns

m¼1

Pm · αm ð6Þ

308 where αm ¼ 1 if IS1min;m ≥ IS2min;m; otherwise αm ¼ 08 . In other
309 words, we fix a scenario m and with reference to that scenario
310 we evaluate if the crisp value IS1min;m is greater than or equal to
311 the crisp value IS2min;m. Pm is the probability associated to the sce-
312 nariom. As a matter of fact, in Eq. (6) each of the ns discrete values
313 of the random variable IS1min is compared with the corresponding
314 element (i.e., referring to the same water demand scenario) of the
315 random variable IS2min.
316 Similarly, the probability P≤ for the former to be inferior or
317 equal to the latter is equal to

P≤ ¼
Xns

m¼1

Pm · βm ð7Þ

318 where βm ¼ 1 if IS1min;m ≤ IS2min;m; otherwise βm ¼ 0.
319 In the end, the former individual is deemed to be superior, equal,
320 or inferior to the latter individual in terms of second objective func-
321 tion if P≥ is larger than, equal to or lower than P≤.
322 As a matter of fact, by comparing the series of values IS1min;m and
323 IS2min;m (withm ¼ 1∶ns) relative to the first and second individual of
324 the genetic algorithm, respectively, the application of the criterion
325 based on Eqs. (6) and (7) yields the values P≥ and P≤, which ex-
326 press the probabilities for the former individual to be larger than or
327 equal to, or rather lower than or equal to the latter; if for instance
328 P≥ ¼ 0.65 and P≤ ¼ 0.35, it would entail that P≥ > P≤. In other
329 words, it would be more likely that the former individual is superior
330 and the latter inferior. This does not entail that all the “elements” of
331 the former are superior to the corresponding elements of the latter.
332 In the genetic algorithm, each individual of the population is
333 encoded with np genes, representing the ID codes of the pipe diam-
334 eters to be installed in the network; in particular,

P
n
k¼1 np1;k genes

335 (representative of the diameters of the initial pipes to be installed in
336 the various installation sites) take on values within the range 1-nD;
337 the other

P
n
k¼1 np2;k genes (representative of the diameters of the

338 pipes installed in parallel to previously existing pipes) take on val-
339 ues within the range 0-nD; taking into account value 0 in the latter
340 case helps us considering the possibility that, in some sites, the par-
341 allel pipe does not have to be laid since the pipe(s) previously laid
342 already meet(s) the demands. Incidentally, the genes inside each
343 individual are arranged in accordance with the phases considered
344 in the construction period. As to the number of decisional variables,
345 it is worth underlining, as had already been stated by Creaco et al.
346 (2013), that even though each optimal solution comprises diameters
347 to be laid in the various sites at the various time steps (i.e., at the
348 beginning of the various phases), in practice engineers can use
349 the methodology herein presented in order to make decisions for
350 the near future, i.e., for the first phase of system growth by having
351 a vision of the long term growth of the system.
352 At the end of the optimization process, optimal solutions in the
353 space total present-worth cost C − ISmin are obtained; since the
354 second objective function is a discrete random variable (with lower
355 and upper limit values) instead of a crisp variable, optimal solutions

356form a Pareto band, rather than a Pareto front; inside the band, the
357generic solution is individualized by a vertical interval, drawn from
358a given value of the cost and comprising the whole set of ISmin
359values, which the solution itself features in the various demand-
360growth scenarios considered within the optimization process. If two
361solutions of the band with two different values of present-worth
362cost are taken, that with the higher cost will feature a better (aver-
363age) performance in terms of surplus than the others in the various
364demand-growth scenarios considered, as will be clear in the
365numerical example reported below.
366To pick a solution of the band, the user may make reference to a
367certain crisp value for ISmin and plot a horizontal line (y-axis: ISmin;
368x-axis: C); then, the user can search for the solution of the band
369where all or most of the values of the random variable ISmin are
370higher than the assumed threshold.
371In the case of no uncertainty in demand growth, the present
372methodology collapses into the deterministic methodology of
373Creaco et al. (2013), as the second objective function, the discrete
374random variable ISmin, collapses into a single crisp value of ISmin.

375Applications

376Case Study

377The case study considered here makes reference to the network of a
378town in northern Italy. A skeletonized layout, obtained by Farina
379et al. (2013) from the original network (Creaco and Franchini 2013)
380by discarding pipes that only play a distribution function, was taken
381into account because the problem of phasing of construction mainly
382concerns transmission mains. This layout is made up of 26 nodes
383with outflow and 31 sites for pipe laying (Fig. 1). The network is
384fed by n0 ¼ 1 reservoir (node 26), which presents a value of the
385head equal to 38 m with respect to all the nodes (whose ground
386elevation is assumed to be 0 m above sea level). The lengths of
387the possible pipes (i.e., the first pipe to be laid and the subsequent
388potential parallel pipes) are reported in Table 1. Pipe Manning

F1:1Fig. 1. Case study network; source node with ID 26; the lines indicate
F1:2the connections, i.e., the sites where the initial pipes and subsequent
F1:3parallel pipes can be laid; IDs of the connections are underscored
F1:4and in bold

© ASCE 4 J. Water Resour. Plann. Manage.
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389 roughness coefficients were assumed equal to 0.015 s=m1=3 and
390 variations over time were not considered. The layout in Fig. 1 com-
391 prises the whole group of nodes and connections at the end of the
392 T = 100-year-long construction period. The various construction
393 phases, instead, are represented in Fig. 2, which shows that a de-
394 velopment toward either side of an initial core takes place. As a
395 matter of fact, a number of upgrade phases n ¼ 4 (k ¼ 1,49 ) and
396 thus a time step Δt equal to 25 years were considered.
397 The choice of Δt ¼ 25 years represents a (didactic) simplifica-
398 tion that is made for explicative purposes, because water distribu-
399 tion networks are systems that are upgraded continuously; as a
400 matter of fact, the phase 0–25 includes all the interventions that
401 are assumed to be necessary between year 0 and year 25; the phase
402 25–50 includes all the interventions that are assumed to be neces-
403 sary between year 25 and year 50, and so on. In other words the
404 procedure presented here can also be applied with different and
405 shorterΔt than that used here. The information relative to the initial
406 demand D0 (L=s) and to the year t0 of appearance of the various
407 nodes is reported in Table 2. For all nodes and phases, a desired
408 pressured head hdes ¼ 20 m was considered.
409 Table 3 shows the unit costs c relative to the pipe diameters that
410 can be installed in the network. These unit costs are multiplied by
411 1.2 raised to npar in case of network upgrades obtained by laying
412 parallel pipes to pipes previously laid, where npar is the number
413 of parallel pipes already present in the site where the new pipe
414 is positioned; this penalty makes it possible to take account of
415 the fact that the insertion of a parallel pipe is more expensive and
416 complicated than the insertion of the first pipe with the same diam-
417 eter and cost and complication increases as the number of pipes
418 already laid grows.

Table 1. Lengths of the Various Connections, i.e., the Sites Where Pipe
Installation Can Take Place

T1:1 Pipe ID node 1 ID node 2 L (m)

T1:2 1 1 2 10
T1:3 2 2 3 2,874
T1:4 3 3 4 1,733
T1:5 4 1 16 2,851
T1:6 5 4 5 2,648
T1:7 6 5 7 144
T1:8 7 5 6 365
T1:9 8 7 10 817

T1:10 9 6 13 1,270
T1:11 10 7 8 333
T1:12 11 8 11 628
T1:13 12 9 10 270
T1:14 13 11 9 241
T1:15 14 8 18 888
T1:16 15 12 14 2,056
T1:17 16 13 12 131
T1:18 17 21 13 991
T1:19 18 14 15 7
T1:20 19 15 16 607
T1:21 20 15 17 1,670
T1:22 21 17 16 1,047
T1:23 22 18 21 132
T1:24 23 18 19 393
T1:25 24 19 20 155
T1:26 25 22 23 2,469
T1:27 26 22 19 1,594
T1:28 27 24 23 2,567
T1:29 28 25 24 2,338
T1:30 29 17 25 2,453
T1:31 30 26 20 20
T1:32 31 20 11 491

F2:1Fig. 2. Expansion pattern of the network; only IDs of the pipes
F2:2are reported
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419 As to the demand-growth model in Eq. (1), the discrete random
420 variable Āk is assumed to take on v ¼ 3 values (0.02, 0.05,
421 0.08 L=s=year), representative of a low, average, and high growth
422 rate, respectively. Each of these values is assigned a probability
423 equal to p ¼ 1=3. By considering all the possible combinations
424 of these three values in the four construction phases, a total number
425 of ns ¼ 34 ¼ 81 scenarios is derived, each of which featuring a
426 probability value Pm ¼ 1=81 ¼ 1=ð3 × 3 × 3 × 3Þ. In this set of
427 scenarios, the first three have a constant value of Āk (k ¼ 1∶4) equal
428 to 0.02, 0.05, and 0.08 L=s=year, respectively, whereas the others
429 feature a randomly variable value of Āk, over the construction
430 period. As to the age-related decrease rate rd, a value equal to
431 0.0002 L=s=year2 was considered for all the scenarios.
432 As to Dtot (L=s), the total demand of the network at the end of
433 the construction period (100 years), the smallest value is obtained
434 in the first scenario (constant growth rate equal to 0.02 L=s=year),
435 where demand is equal to 116.2 L=s and remains quite close to the
436 initial value (89.8 L=s) whereas the largest value is obtained in the
437 third scenario (constant growth rate equal to 0.02 L=s=year), where

438demand is more than duplicated (230.2). All the other scenarios
439yield intermediate values of total demand at the end of the construc-
440tion period.
441For the application of the genetic algorithm described in the
442“Methodology” section, a first optimization (hereafter indicated
443as probabilistic second objective optimization, or PSOO) was per-
444formed considering a T = 100-year-long planning horizon and tak-
445ing into account the entire set of 81 scenarios. For cost conversion
446to present-worth value at year 0, a discount rate R ¼ 2% was
447adopted; this is a low neutral value with respect to the place where
448the investment is made, which also makes it possible to take ac-
449count of the presence of inflation. In real cases, the discount rate
450should be assessed on the basis of the rate of time preference and is
451generally indicated by the government authorities of the various
452countries. In the absence of indications, it is possible to make refer-
453ence to the rate used by the main organization that provides funds
454for the public bodies (Boardman 2006).
455To analyze the effects of the probabilistic approach presented in
456this paper, a series of deterministic optimizations (hereinafter indi-
457cated as deterministic second objective optimizations, or DSOOs)
458was performed using the methodology of Creaco et al. (2013);
459DSOOs a, b, and c were performed with reference to each of the
460first three scenarios, which feature a single and constant value of
461growth rate coefficient Āk; an age-related decrease rate rd equal to
4620.0002 L=s=year2 was always considered in the DSOOs. In these
463optimizations, the first objective function was the present-worth
464cost, like in the probabilistic methodology presented in this paper;
465instead of the discrete random variable ISmin (considered in PSOO),
466the second objective function was the crisp minimum temporal sur-
467plus ISmin experienced by the network over the 100-year-long con-
468struction period in the scenario of the optimization.
469In all optimizations, a population of 500 individuals and a total
470of 1,500 generations were considered; the previous choices are
471due to the fact that those values of populations and generations
472represent a good trade-off between accuracy of the results and
473computational burden.

474Results

475The results of PSOO are reported as a band in the space present-
476worth cost-minimum pressure surplus in the graph in Fig. 3; for
477each solution, i.e., for each value of the expected present-worth cost
478C ($), a vertical line helps obtaining the interval which comprises
479the 81 values of ISmin in all the 81 scenarios for that solution. In the

Table 2. Initial Demands D0 and Initial Construction Time t0 for Network
Nodes

T2:1 Node ID D0 (L=s) t0 (year)

T2:2 1 0 75
T2:3 2 0 75
T2:4 3 0 50
T2:5 4 0 25
T2:6 5 6.55 0
T2:7 6 19.32 0
T2:8 7 7.91 0
T2:9 8 12.31 0

T2:10 9 3.52 0
T2:11 10 1.99 0
T2:12 11 5.25 0
T2:13 12 0 25
T2:14 13 19.69 0
T2:15 14 0 25
T2:16 15 0 50
T2:17 16 0 75
T2:18 17 0 75
T2:19 18 6.51 0
T2:20 19 0.06 0
T2:21 20 0.71 0
T2:22 21 6.00 0
T2:23 22 0 25
T2:24 23 0 25
T2:25 24 0 25
T2:26 25 0 50

Table 3. Pipe Diameters D and Unit Costs C

T3:1 D (mm) Cost ($=m)

T3:2 102 8.2
T3:3 152 15.1
T3:4 203 23.2
T3:5 254 32.4
T3:6 305 42.6
T3:7 356 53.6
T3:8 406 65.5
T3:9 457 78.2

T3:10 508 91.6
T3:11 559 105.7
T3:12 609 120.4
T3:13 660 135.8
T3:14 711 151.7

F3:1Fig. 3. Probabilistic 10second objective optimization—Pareto band of
F3:2optimal solutions in the total present-worth cost—minimum pressure
F3:3surplus space (see text); Solutions 1, 2, and 6; see the “Results” section
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480 graph, the lower values of ISmin of all the solutions are joined
481 together by a piecewise linear curve, which represents the lower
482 edge (IS−min) of the band. Similarly, a piecewise linear curve, which
483 represents the upper edge (ISþmin) of the band, joins together the
484 upper values of ISmin for all the solutions. The analysis of the results
485 highlights that in the case study herein considered the top curve
486 represents ISmin if the lowest growth rate (Scenario 1) is realized
487 while the bottom curve represents ISmin if the highest growth rate
488 (Scenario 3) is realized.
489 The Pareto band comprises solutions for which higher costs
490 yield better performance in terms of ISmin. In order to better clarify
491 how the Pareto band has to be read and how the solutions are related
492 to each other, two close solutions were taken out from the Pareto
493 band (Solution 1 and Solution 2 in Fig. 3), featuring C ¼ $395,400
494 and C ¼ $411,664, respectively, as values of expected present-
495 worth cost; in particular, Solution 1 is the solution with lowest
496 cost which features a positive value of ISmin over all scenarios
497 (i.e., representative of the minimum cost design, in which pressure
498 surplus is always positive; this solution is hereinafter indicated
499 as minimum cost solution of the probabilistic approach) whereas
500 Solution 2 is a PSOO solution with a larger cost, considered herein

501only for the sake of comparison with Solution 1. Whereas the graph
502only highlights the lower IS−min and upper ISþmin values of ISmin for
503each solution [equal to 1.6 m (Scenario 3) and 14.0 m (Scenario 1)
504for Solution 1 and to 0.3 m (Scenario 3) and 14.8 m (Scenario 1) for
505Solution 2, respectively], Table 4 reports in detail the values taken
506on by ISmin over all the 81 demand-growth scenarios for Solutions 1
507and 2; in compliance with the comparison criterion presented in the
508previous section and taking into account that a probability equal
509to 1=81 corresponds to each of the 81 values assumed by ISmin,
510the table also reports the probability P≥ for Solution 2 to be larger
511than or equal to Solution 1 in terms of ISmin, as well as the prob-
512ability P≤ for Solution 2 to be smaller than or equal to Solution 1.
513The table shows that Solution 2 has a higher value of P≥ (0.85) than
514P≤ (0.15), and this entails that discrete variable IS2min (made up of
51581 values and connected to Solution 2) is larger than discrete var-
516iable IS1min (made up of 81 values and connected to Solution 1) and
517that Solution 2, being more expensive, then performs overall better
518in terms of ISmin.
519As an example, diameters of the pipes laid in the four phases of
520construction encoded in Solution 1 are reported in Table 5, along
521with the costs and the present-worth costs of the various construc-
522tion phases and the crisp surpluses IS (m) observed in the first three
523scenarios (taken as reference scenarios) at the various time steps or
524phases. In the table, for each pipe, the diameter used is indicated;
525for given construction step, number 0 indicates that no pipe is laid
526in that case. The analysis of Table 5 shows that, due to reasons of
527economy of scale, the first phase (years 0–25) of construction is
528sized in such a way that the resulting value of IS at the end of
529the first phase is very high (around 14 m). This excess in the initial
530phase is due to the installation of pipes with abundant size (see, for
531instance, Pipes 30 and 31 with 406 mm diameters in the first phase,
532larger than we would have installed if we only looked at a 25-year
533planning horizon). This excess is dissipated in the following
534phases. Under the most severe growth condition (Scenario 3),
535the lowest value of IS is then reached in the last construction phase
536(years 75–100).
537To compare the results of the probabilistic approach presented in
538this paper with the deterministic approach proposed by Creaco et al.
539(2013), the results of deterministic optimizations with deterministic
540second objective DSOOa, DSOOb, and DSOOc, performed consid-
541ering each of the first three demand-growth scenarios, were re-
542ported as Pareto fronts in the graph in Fig. 4; the solutions are
543here represented as dots rather than intervals since both objective

Table 5. Solution11 1 Selected in the “Results” Section12

T5:1 ID
pipe

ID
node 1

ID
node 2

Phases of construction

T5:2 Years
0–25

Years
25–50

Years
50–75

Years
75–100

T5:3 1 1 2 0 0 0 152
T5:4 2 2 3 0 0 0 102
T5:5 3 3 4 0 0 152 0
T5:6 4 1 16 0 0 0 152
T5:7 5 4 5 0 152 0 0
T5:8 6 5 7 254 0 0 254
T5:9 7 5 6 203 0 0 0

T5:10 8 7 10 102 0 0 0
T5:11 9 6 13 102 0 0 0
T5:12 10 7 8 305 0 0 0
T5:13 11 8 11 356 0 0 0
T5:14 12 9 10 102 0 0 0
T5:15 13 11 9 152 0 0 0
T5:16 14 8 18 102 0 0 0
T5:17 15 12 14 0 152 0 254
T5:18 16 13 12 0 152 0 406
T5:19 17 21 13 254 0 0 203
T5:20 18 14 15 0 0 152 0
T5:21 19 15 16 0 0 0 203
T5:22 20 15 17 0 0 0 102
T5:23 21 17 16 0 0 0 102
T5:24 22 18 21 305 0 0 203
T5:25 23 18 19 305 0 0 254
T5:26 24 19 20 254 0 356 0
T5:27 25 22 23 0 203 0 0
T5:28 26 22 19 0 203 0 0
T5:29 27 24 23 0 152 0 0
T5:30 28 25 24 0 0 102 0
T5:31 29 17 25 0 0 0 152
T5:32 30 26 20 406 457 0 0
T5:33 31 20 11 406 0 0 0
T5:34 Costs ($) 184,146 207,859 55,375 282,543 Ctot ($)
T5:35 Present-worth costs ($) 184,146 126,697 20,573 63,984 395,400
T5:36 IS (m) Scenario 1 14.4 14.1 14.0 14.3
T5:37 IS (m) Scenario 2 13.9 13.0 11.4 10.4
T5:38 IS (m) Scenario 3 13.4 11.5 2.7 1.6

Note: Data for the various temporal phases, diameters (mm) of the pipes
laid, costs, and present-worth costs of pipe laying and values of pressure
surpluses IS in the first three demand-growth scenarios.

F4:1Fig. 4.Deterministic second objective optimizations a, b, and c—Pareto
F4:2fronts of optimal solutions in the total present-worth cost—pressure sur-
F4:3plus space (see text) for the various values of demand-growth coefficient
F4:4a; minimum cost Solutions 3–5; see the “Results” section
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544 functions are deterministic variables, each of which featuring a
545 single crisp value.
546 As term of comparison for the minimum cost solution of the
547 PSOO (Solution 1 in Fig. 3), the solution featuring the lowest value
548 of C corresponding to a nonnegative ISmin (minimum cost solution)
549 was taken from each of the three Pareto fronts in Fig. 4: these are
550 represented by Solutions 3–5 extracted from the fronts DSOOa,
551 DSOOb, and DSOOc, respectively (see Tables 6–8 for the diam-
552 eters of the pipes laid in the four phases of construction encoded
553 in Solutions 3–5, along with the costs and the present-worth costs
554 of the various construction phases and the crisp surpluses IS
555 observed in the first three scenarios). As to the total present-worth
556 cost C, the comparison of Solution 1 (which is the least-cost
557 solution within the framework of the probabilistic approach) with
558 Solutions 3–5 (which are the least cost solutions within the frame-
559 work of the deterministic approach, i.e., without any uncertainty in
560 the water demand) shows that the former has a higher value of C, in
561 particular larger than that of Solution 5 (equal to $383,136), which
562 belongs to the deterministic optimization performed under the most
563 severe demand-growth scenario. However this result is not surpris-
564 ing since the higher cost of Solution 1 is paid back by a higher

565pressure surplus (1.6 m) at the end of the fourth phase with respect
566to that reproduced in the case of Solution 5 (0.1 m). A better com-
567parison requires that the present-worth cost C is fixed and equal for
568both types of solutions. Thus, Solution 6, which features a very
569close present-worth cost C to the deterministic Solution 5 (actually
570slightly lower), is taken from the PSOO in Fig. 3. Its characteristics
571are summarized in Table 9. The values taken on by ISmin over all the
57281 demand-growth scenarios for Solutions 5 and 6 are reported in
573Table 10. This table shows that, in light of the comparison criterion
574presented in the previous section and here applied to relate Solution
5756 to Solution 5, Solution 6 has a higher value of P≥ (0.84) than P≤
576(0.16) and this entails that discrete variable IS6min (made up of 81
577values and connected to Solution 6) is larger than discrete variable
578IS5min (made up of 81 values and connected to Solution 5), though
579there are three scenarios (3, 29, 55) where IS6min < 0. Since Solution
5806 performs overall better in terms of ISmin, (deterministic) Solution
5815 taken from the DSOO is dominated by the equally expensive
582(probabilistic) Solution 6 obtained through the PSOO.
583All the cases discussed above and summarized in Table 11 entail
584that taking uncertainty into account tends to lead to solutions
585where, for fixed present-worth cost, the behavior in terms of

Table 7. Solution 4 Selected in the “Results” Section 13

T7:1ID
pipe

ID
node 1

ID
node 2

Phases of construction

T7:2Years
0–25

Years
25–50

Years
50–75

Years
75–100

T7:31 1 2 0 0 0 152
T7:42 2 3 0 0 0 102
T7:53 3 4 0 0 152 0
T7:64 1 16 0 0 0 102
T7:75 4 5 0 152 0 0
T7:86 5 7 254 0 0 0
T7:97 5 6 152 0 0 0

T7:108 7 10 102 0 0 0
T7:119 6 13 102 0 0 0
T7:1210 7 8 254 0 0 203
T7:1311 8 11 305 0 0 0
T7:1412 9 10 102 0 0 0
T7:1513 11 9 102 0 0 0
T7:1614 8 18 102 0 0 0
T7:1715 12 14 0 203 0 0
T7:1816 13 12 0 203 0 0
T7:1917 21 13 254 0 0 0
T7:2018 14 15 0 0 152 0
T7:2119 15 16 0 0 0 152
T7:2220 15 17 0 0 0 102
T7:2321 17 16 0 0 0 102
T7:2422 18 21 203 0 0 254
T7:2523 18 19 254 0 0 305
T7:2624 19 20 254 0 0 356
T7:2725 22 23 0 152 0 0
T7:2826 22 19 0 152 0 0
T7:2927 24 23 0 152 0 0
T7:3028 25 24 0 0 102 0
T7:3129 17 25 0 0 0 152
T7:3230 26 20 254 0 305 0
T7:3331 20 11 305 0 0 0
T7:34Costs ($) 150,766 190,828 46,436 159,986 Ctot ($)
T7:35Present-worth costs ($) 150,766 116,316 17,252 36,230 320,564
T7:36IS (m) Scenario 1 6.6 5.7 5.6 6.9
T7:37IS (m) Scenario 2 5.2 2.3 0.0 0.1
T7:38IS (m) Scenario 3 3.8 −1.6 −23.0 −21.0

Note: Data for the various temporal phases, diameters (mm) of the pipes
laid, costs, and present-worth costs of pipe laying and values of pressure
surpluses IS in the first three demand-growth scenarios.

Table 6. Solution 3 Selected in the “Results” Section

T6:1 ID
pipe

ID
node 1

ID
node 2

Phases of construction

T6:2 Years
0–25

Years
25–50

Years
50–75

Years
75–100

T6:3 1 1 2 0 0 0 152
T6:4 2 2 3 0 0 0 102
T6:5 3 3 4 0 0 102 0
T6:6 4 1 16 0 0 0 102
T6:7 5 4 5 0 102 0 0
T6:8 6 5 7 203 0 0 203
T6:9 7 5 6 152 0 0 0

T6:10 8 7 10 102 0 0 0
T6:11 9 6 13 102 0 0 0
T6:12 10 7 8 254 0 0 0
T6:13 11 8 11 254 0 0 0
T6:14 12 9 10 102 0 0 0
T6:15 13 11 9 102 0 0 0
T6:16 14 8 18 102 0 0 0
T6:17 15 12 14 0 102 0 102
T6:18 16 13 12 0 152 0 0
T6:19 17 21 13 203 0 0 102
T6:20 18 14 15 0 0 152 0
T6:21 19 15 16 0 0 0 102
T6:22 20 15 17 0 0 0 102
T6:23 21 17 16 0 0 0 102
T6:24 22 18 21 203 0 0 254
T6:25 23 18 19 254 0 0 0
T6:26 24 19 20 305 0 0 0
T6:27 25 22 23 0 102 0 0
T6:28 26 22 19 0 102 0 0
T6:29 27 24 23 0 102 0 0
T6:30 28 25 24 0 0 102 0
T6:31 29 17 25 0 0 0 102
T6:32 30 26 20 457 0 0 0
T6:33 31 20 11 254 0 152 0
T6:34 Costs ($) 131,375 94,913 42,375 133,611 Ctot ($)
T6:35 Present-worth costs ($) 131,375 57,852 15,744 30,257 235,228
T6:36 IS (m) Scenario 1 2.0 0.6 0.9 0.1
T6:37 IS (m) Scenario 2 −0.1 −4.6 −92.1 −78.1
T6:38 IS (m) Scenario 3 −2.3 −32.1 −271.8 −228.7

Note: Data for the various temporal phases, diameters (mm) of the pipes
laid, costs, and present-worth costs of pipe laying and values of pressure
surpluses IS in the first three demand-growth scenarios.
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586 pressure surplus is expected to be better than that obtainable
587 through a deterministic approach where the worst combination
588 of the water demand in all the phases is assumed. This may be
589 ascribed to the fact that the probabilistic solution is intended to
590 be flexible to adapt itself to various possible and unknown future
591 conditions of demand growth, thanks to higher surplus values on
592 average.
593 A further comparison was made concerning the diameters of the
594 pipes laid in the first phase of construction, which represent the real
595 choice at year 0, in Solutions 1, 6 and Solutions 3, 4, 514 . Referring to
596 Tables 5–9, with particular emphasis on the column relative to the
597 first phase of construction, the comparison shows that highest cost
598 and surplus values are obtained in Solutions 1 and 6, which also
599 show the largest pipe diameter in almost all locations. The results
600 then point out that, also at year 0 when the choice of the initial pipes
601 to be laid has to be made, designing a network taking account
602 of uncertainty in demand growth is more expensive than without
603 uncertainty.
604 In the final choice of the solution to adopt, with particular em-
605 phasis to the first phase of construction, engineers could orientate
606 themselves to Solution 6 (or more prudently Solution 1), which

607offers a suitable safety margin for all the possible demand-growth
608scenarios. As to the successive phases of the construction, when
609demand growth may be easier to predict, new probabilistic or deter-
610ministic optimizations could be performed to plan the necessary
611upgrades of the construction. The compact reliability index used
612in this paper, i.e., pressure surplus, may yield only a first attempt
613indication of the effective construction reliability, since it does not
614involve simulating pipe failures. Accordingly, some results of the
615optimizations could be slightly modified following engineering
616judgment; as examples of these engineering judgment modifica-
617tions, engineers could prefer to have two pipes coming out of
618the source (Pipe 30) installed since the first construction phase
619or to have homogeneous diameters for Pipes 1–5, which belong
620to the same loop, in a bid to increase network reliability in the case
621of pipe failure.
622A last remark concerns the fact that the applications of this paper
623were made considering for the diameters of the pipes installed in
624the various phases only the initial cost, relative to pipe purchase and
625installation. This assumption seems reasonable since preliminary
626analyses conducted by using the Shamir and Howard (1979) model
627and considering suitable values of the model parameters had proven

Table 9. Solution 6 Selected in the “Results” Section

T9:1ID
pipe

ID
node 1

ID
node 2

Phases of construction

T9:2Years
0–25

Years
25–50

Years
50–75

Years
75–100

T9:31 1 2 0 0 0 152
T9:42 2 3 0 0 0 102
T9:53 3 4 0 0 152 0
T9:64 1 16 0 0 0 152
T9:75 4 5 0 152 0 0
T9:86 5 7 254 0 0 254
T9:97 5 6 203 0 0 0
T9:108 7 10 102 0 0 0
T9:119 6 13 102 0 0 0
T9:1210 7 8 305 0 0 0
T9:1311 8 11 356 0 0 0
T9:1412 9 10 102 0 0 0
T9:1513 11 9 152 0 0 0
T9:1614 8 18 102 0 0 0
T9:1715 12 14 0 152 0 254
T9:1816 13 12 0 152 0 406
T9:1917 21 13 254 0 0 203
T9:2018 14 15 0 0 305 0
T9:2119 15 16 0 0 0 203
T9:2220 15 17 0 0 0 102
T9:2321 17 16 0 0 0 102
T9:2422 18 21 254 0 0 203
T9:2523 18 19 254 0 0 254
T9:2624 19 20 254 0 356 0
T9:2725 22 23 0 203 0 0
T9:2826 22 19 0 203 0 0
T9:2927 24 23 0 152 0 0
T9:3028 25 24 0 0 102 0
T9:3129 17 25 0 0 0 102
T9:3230 26 20 406 0 660 0
T9:3331 20 11 356 0 0 0
T9:34Costs ($) 172,953 206,025 58,746 265,620 Ctot ($)
T9:35Present-worth costs ($) 172,953 125,579 21,826 60,152 380,509
T9:36IS (m) Scenario 1 13.7 13.3 13.2 13.8
T9:37IS (m) Scenario 2 13.1 11.6 9.2 9.4
T9:38IS (m) Scenario 3 12.6 9.6 2.7 −2.3

Note: Data for the various temporal phases, diameters (mm) of the pipes
laid, costs and present-worth costs of pipe laying and values of pressure
surpluses IS in the first three demand-growth scenarios.

Table 8. Solution 5 Selected in the “Results” Section

T8:1 ID
pipe

ID
node 1

ID
node 2

Phases of construction

T8:2 Years
0–25

Years
25–50

Years
50–75

Years
75–100

T8:3 1 1 2 0 0 0 152
T8:4 2 2 3 0 0 0 102
T8:5 3 3 4 0 0 152 0
T8:6 4 1 16 0 0 0 152
T8:7 5 4 5 0 203 0 0
T8:8 6 5 7 254 0 0 0
T8:9 7 5 6 203 0 0 0

T8:10 8 7 10 102 0 0 0
T8:11 9 6 13 102 0 0 0
T8:12 10 7 8 305 0 0 0
T8:13 11 8 11 305 0 0 0
T8:14 12 9 10 102 0 0 0
T8:15 13 11 9 152 0 0 0
T8:16 14 8 18 102 0 0 0
T8:17 15 12 14 0 203 0 0
T8:18 16 13 12 0 203 0 0
T8:19 17 21 13 254 0 0 254
T8:20 18 14 15 0 0 203 0
T8:21 19 15 16 0 0 0 203
T8:22 20 15 17 0 0 0 102
T8:23 21 17 16 0 0 0 152
T8:24 22 18 21 305 0 0 0
T8:25 23 18 19 203 0 356 0
T8:26 24 19 20 305 0 0 356
T8:27 25 22 23 0 203 0 0
T8:28 26 22 19 0 203 0 0
T8:29 27 24 23 0 152 0 0
T8:30 28 25 24 0 0 102 0
T8:31 29 17 25 0 0 0 152
T8:32 30 26 20 406 0 0 0
T8:33 31 20 11 305 0 0 203
T8:34 Costs ($) 159,955 245,186 70,738 209,538 Ctot ($)
T8:35 Present-worth costs ($) 159,955 149,448 26,281 47,452 383,136
T8:36 IS (m) Scenario 1 11.2 10.5 11.5 12.5
T8:37 IS (m) Scenario 2 10.3 8.0 8.2 8.5
T8:38 IS (m) Scenario 3 9.3 5.1 1.3 0.1

Note: Data for the various temporal phases, diameters (mm) of the pipes
laid, costs and present-worth costs of pipe laying and values of pressure
surpluses IS in the first three demand-growth scenarios.
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628 maintenance costs to be negligible with respect to the initial cost
629 and the optimal replacement year to be always larger than the con-
630 struction duration T ¼ 100 years for the diameters considered in
631 this study (this also complies with the findings of Walski and
632 Pelliccia 1982). Rehabilitation methodologies (such as Farmani
633 et al. 2005; Alvisi and Franchini 2006; Dandy and Engelhardt
634 2006; Giustolisi et al. 2006; Nafi and Kleiner 2010; Roshani and
635 Filion 2013) could then be superimposed to the network designed
636 with the proposed procedure.

637 Conclusions

638 This paper belongs to a research line that deals with the need to
639 view the long-term expansion of a system and application of the
640 phasing of construction for the design of water-distribution net-
641 works. Following the paper of Creaco et al. (2013), which showed
642 the merits of this approach with respect to the traditional one, based
643 on a single phase, this work was aimed at setting up a multiobjec-
644 tive probabilistic methodology, which makes it possible to take
645 account of uncertainty in demand growth.
646 The application of the methodology and the comparison of the
647 results, for preset value of minimum pressure surplus over time,
648 with those of the deterministic methodology developed by Creaco
649 et al. (2013) pointed out that the new methodology yields more
650 expensive solutions, i.e., featuring a larger total present-worth cost.
651 The cost difference is particularly evident in the first phase of con-
652 struction, which concerns pipes to be laid at year 0 and then rep-
653 resents the real design choice to be made. As a matter of fact, taking
654 uncertainty in demand growth into account leads to the installation
655 of larger pipe diameters (mainly in the first phases), which are nec-
656 essary to render the construction more flexible to adapt itself to
657 various conditions of demand growth over time. Results seem to
658 be in agreement with the saying when in doubt, build it stout, which
659 encourages practitioners to slightly oversize infrastructures when
660 future forcing conditions are not known with certainty. Taking
661 account of uncertainty in phasing of construction then produces
662 the effect of anticipating some expenses over time. This effect goes
663 in the opposite direction from the effect produced by adopting the
664 phasing of construction in the design process when the demand
665 growth is known in each node: in this latter case, in fact, costs
666 are deferred toward the end of the construction period (Creaco et al.
667 2013).
668 A further analysis, performed with reference to a fixed present-
669 worth cost, showed that designing a network by using the determin-
670 istic approach and by referring to the most severe scenario, when
671 the latter can be easily identified, leads to solutions that are domi-
672 nated by those produced by the probabilistic approach, if viewed in
673 the context of network overall performance (expressed by a com-
674 pact reliability index) over the various scenarios considered. How-
675 ever, the probabilistic approach has the additional advantage of

676being applicable when the most severe scenario cannot be identified
677univocally, like in the case of networks featuring multiple loading
678conditions.
679A future paper will be dedicated to the generalization of the pro-
680cedure presented in this paper to consider, besides the uncertainty
681in demand growth, the uncertainty characterizing the expansion of
682the network layout.
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