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Fig. 1.  Prediction of the noise factor with 50-Ω source impedance (upper) and 
S11 (lower) for a degenerated 8x50-µm GaN HEMT where parasitic layout are 
correctly taken (black line) and not taken (red line with dots) into account;
measurements in frequency range 2 – 18 GHz are also reported (crosses). 
 

 
 
Fig. 2.  Minimum noise figure for a 2x50-µm GaN HEMT where noise 
introduced by the parasitic network is taken (blue line with dots) and not taken 
(red line) into account. 
 

  
Abstract—This paper presents a new approach for the 

definition and identification of a transistor model suitable for 
low-noise amplifier design. The resulting model is very robust to 
layout modifications (i.e., source degeneration) providing 
accurate predictions of device noise-performance and small-
signal parameters. Moreover, the described procedure is very 
robust, since it does not require any numerical optimization, with 
possibly related problems like local minima and unphysical 
model parameters. The adopted model topology is based on a 
lumped element parasitic network and a black-box intrinsic 
device which are both identified on the basis of full-wave 
electromagnetic simulations as well as noise and S-parameter 
measurements. The procedure has been applied to three GaN 
HEMTs having different peripheries and a Ku-band low-noise 
amplifier has been designed, demonstrating a very good 
agreement between measurements and predicted results. 
 

Index Terms— electromagnetic analysis, HEMTs, low-noise 
amplifiers, noise modeling, receivers, semiconductor device 
modeling,  
 

I. INTRODUCTION 

 
OW-Noise Amplifiers (LNAs) play a very important role 
in receiver front-ends, being the most important 

contributor to the overall system receiving performance. 
The GaN HEMT is a promising candidate for robust low-

noise applications [1], [2] due to its good noise performance, 
excellent linearity and robustness. Additionally, by using GaN 
HEMTs, the entire transmitter/receiver front-end could be 
integrated in the same chip, with significant advantages in 
terms of cost and occupied space. However, the proper 
identification of a model able to accurately predict GaN 
HEMT noise performance is not trivial and many studies have 
been devoted to accomplish this challenging task [3]-[11]. 

The purpose of this work is to develop a new procedure for 
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the definition and identification of a low-noise transistor 
model suitable for LNA design. Such a kind of application 
poses tight modeling requirements since it is necessary a 
sound physical basis of the transistor parasitic network 
elements in order to accurately reproduce noise behavior and 
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properly account for those transistor layout modifications (i.e., 
inductive source degeneration) needed to optimize the LNA 
performance. 

Source degeneration is widely used in LNA design and it 
consists in inserting a lossless inductance (or a microstrip line) 
between the HEMT source and the via hole to ground. This 
introduces a series feedback that reduces the transistor 
available gain but moves the best input termination for noise 
closer to the conjugate match termination. 

As an example, Fig. 1 shows the noise factor measured with 
50-Ω source impedances and the parameter S11 for a 
degenerated 8x50-µm GaN HEMT (degeneration equivalent 
inductance is 110 pH) predicted by a model where the 
parasitic network is identified by using the procedure 
described in this work and a simpler one, based on dc and S-
parameter measurements [12]. The different accuracy level is 
well evident even if without source degeneration the quality of 
the small-signal response and noise performance predicted by 
the two models would be exactly the same. 

Moreover, the noise contribution of the parasitic network is 
generally not negligible, as evident in Fig. 2, where the 
minimum noise figures for a 2x50-µm GaN HEMT with and 
without parasitic noise contribution1 are compared. 

In this work a modeling procedure usable by designers 
without specific modelling knowledge has been developed. To 
this end, iterative and optimization-based model identification 
procedures are not a good choice as they can lead to incorrect 
and non-physical results if not carried out by people with in-
depth experience in device modeling. As an alternative, a 
model identification procedure based on linear regression is 
proposed here. Indeed, linear regression requires only few 
interactions by the user (in this case just the frequency range 
should be defined) and is clearly more straightforward. 

The linear parasitic effects due to the transistor layout are 
modeled by a lumped-element network, identified by means of 
an analytical procedure exploiting several full-wave 
electromagnetic (FW-EM) simulations. On the other hand, the 
active intrinsic core of the device is modeled by means of a 
black-box noiseless two-ports having input and output 
correlated noise sources. 

Performing FW-EM simulations of the different layout 
regions of the device allows one to develop a parasitic model 
where the contributions of each region is well determined; 
thus, layout parts can be modified (e.g., the via holes can be 
removed) preserving the accuracy of the model noise-
performance and small-signal response.  

As far as the intrinsic core is concerned, a black-box 
representation is chosen as it is very easy to be identified and 
implemented since parameters associated with the intrinsic 
core are process-related and cannot be modified by the 
designer. 

An important benefit of the developed technique is that very 
simple scaling rules can be straightforwardly applied to the 
proposed model to get the noise and small-signal performance 
for differently sized devices. 

 
1 In this second case the parasitic network temperature was set to 0 K. 

The paper is organized as follows. In Section II, the 
analytical parasitic-network modeling and extraction 
technique are extensively described. Furthermore, the parasitic 
network responses predicted by the model and the FW-EM 
simulations are compared, even far beyond the identification 
frequency range. In Section III, the de-embedding technique 
used to achieve the small-signal response and noise behavior 
of the intrinsic-core is fully described. Moreover, simple 
scaling rules for the intrinsic core are provided and scaled 
model predictions of noise behavior and S-parameter response 
are reported. Finally, in Section IV an LNA designed by 
exploiting the proposed model is presented and experimental 
results are reported. 

 
 
Fig. 3.  Transistor layout (a), associated partitioning for FW-EM simulations 
(b), and whole parasitic network of the transistor (c). Gate manifold (d) and 
associated lumped element description (e) (identical for the drain manifold). 
Via hole (f) and associated lumped element description (g). 
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II. MODELING AND ANALYTICAL IDENTIFICATION OF THE 

DEVICE LUMPED PARASITIC NETWORK 

A classic transistor device model can be divided into two 
fundamental parts: the parasitic network and the intrinsic 
device or “intrinsic core”. The latter represents the active area 
of the device, including the current generator, while the 
parasitic network takes into account the access structures to 
the intrinsic device.  

Through FW-EM simulations of the device layout, the 
effects of the parasitic network can be characterized and 
modelled properly. In this context, coupling phenomena 
associated with the doped semiconductor substrate are not 
taken into account, as they have been found generally 
negligible [13]-[16]. This assumption is further confirmed by 
the experimental validation provided in Section IV. 

The robustness of the transistor model is strongly dependent 
on the accuracy of the parasitic network description. In this 
respect, the typical layout of a HEMT device, shown in Fig. 
3a, has been subdivided in four different regions (Fig. 3b): 

 
o Regions (I) and (II) enclose gate and drain manifolds, 

which feed the signal to the fingers. 
o Region (III) encloses the via holes, which provide 

connections to the backplane metallization. 
o Region (IV) encloses the fingers and the air bridges, 

which connect the source fingers to the via hole pads. 
 

A lumped-element network can be associated with each 
region as shown in Fig. 3c. For the manifolds (i.e., regions I 
and II), whose layout is reported in Fig. 3d, a resistor RGM 
(RDM) and an inductor LGM (LDM) (where “M” stands for 
manifold, “G” for gate and “D” for drain) model the series 
parasitic effects. Instead, the parasitic capacitive coupling 
between the manifold and the substrate is modeled by two 
capacitor: C1

GM (C1
DM) and C2

GM (C2
DM), forming with the 

other elements the PI-shape network in Fig. 3e. It is worth 
noticing that, with the aim of preserving a high computational 
efficiency, the intrinsic device is modelled by a two-port 
network. This choice necessary leads to compact all the ports 
which give access to the intrinsic device (e.g., ports 2,3,4,5 in 
Fig. 3d) into a single one. The accuracy of this approximation 

has been largely demonstrated in [15], [16] and is confirmed 
by all the parasitic network lumped descriptions (e.g., [17]), 
which are inherently based on the same hypothesis. This 
greatly reduces the complexity of the model and speeds up the 
model extraction. 

The parasitic effects associated with the via holes (i.e., 
region III), whose layout is shown in Fig. 3f, are modeled by a 
simple series connection of the resistor RVH and the inductor 
LVH, as reported in Fig. 3g. Finally, considering region (IV), 
three capacitors (CGS, CDS and CGD) model the capacitive 
coupling between the fingers and between the fingers and the 
air-bridge, whilst the series parasitic effects of the fingers and 
the air-bridge are taken into account by three resistor-inductor 
series (RG, LG and RD, LD and RS, LS) forming with the other 
elements the whole parasitic network reported in Fig. 3c.  

A. Manifold Parameters Extractions 

As shown in Fig. 3e, the manifolds are considered as two-
port networks, where one port is at the extrinsic plane of the 
transistor and the other one connects to the finger region (i.e., 
gate or drain fingers). The Y matrix associated with the 
manifold network in Fig. 3e is: 

 

1

2

1 1

( ) ( )

1 1

( ) ( )

,

XM
XM XM XM XM

XM

XM
XM XM XM XM

j C
j L R j L R

Y

j C
j L R j L R

X G D

 ω + − ω + ω ω + ω
 =
 − ω + ω + ω ω + ω 

=

 

. (1) 

 

As an example, Fig. 4 shows, for a 4x50 µm GaN HEMT, 

the real part of 1

12
( )DMY −− , corresponding to ( )DMR ω , 

obtained by an FW-EM simulation of region (II). The 
parameter is clearly linear with the square root of the 
frequency. This shape is reasonably due to the skin effect, and 
it is clearly not negligible since the parameter variation is very 

large. In this respect, the resistors ( )GMR ω  and ( )DMR ω  are 

assumed frequency dependent to model such a variation. 
In literature, several types of formulations are available to 

model the skin effect [18], [19]. In our case, the following 
simple analytical expression has been empirically found to be 
suitable:  

 

 
 
Fig. 4.  Resistive coefficient of the drain manifold of a 4x50-µm GaN HEMT 
vs. square root of frequency. FW-EM simulations (dots) are fitted with the 
formulation reported in (2) (line). 

 

 
 

 
 
Fig. 5.  Finger region parasitic model and associated equivalent representation 
adopted for parameter extraction. 
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( ) (1 ) ,XM XM XM
DC RFR R j R X G Dω = + + ω =  . (2) 

 
All the manifold model parameters can be easily extracted 

from FW-EM simulations of regions (I) and (II). The elements 
XM

DC
R  and XM

RF
R can be determined by a linear regression: 

 

12

1
Re ,XM XM

DC RFXM
R R X G D

Y

 
− = + ω = 

 

 . (3) 

 
Successively, the inductance can be straightforwardly 

extracted with the following formula: 
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 (4) 

 
where the mean value is calculated over the whole frequency 
range.  

Once obtained the value of LXM, the elements 
1

XMC  and 

2

XMC  can be determined by: 
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2 22

1 1
mean Im

( )

,

XM XM
XM XM

C Y
j L R

X G D

  
= −  ω ω + ω  

=

 
. (6) 

 
Also in this case the mean value is calculated over the 

whole frequency range. 

B. Via Hole Parameter Extraction 

The Z parameter associated with the via hole model in Fig. 
3g is: 

 
( )VH VH VHZ R j L= ω + ω   (7) 

 
where the skin effect is taken into account with: 

 
( ) (1 )VH VH VH

DC RFR R j Rω = + + ω  . (8) 

 

Analogously to (2), VH

DC
R  and VH

DC
R  can be extracted by a 

linear regression of the real part of ZVH on the FW-EM 

simulation data of region (III): 
 

Re( )VH VH VH
DC RFZ R R= + ω   (9) 

 
while LVH can be determined by:  
 

VHIm(Z )
mean

VH
VH RFR

L
 − ω=   ω 

  (10) 

 
where the mean value is calculated over the whole frequency 
range. 

C. Finger Region Parameter Extraction 

The small-signal response of region (IV) can be extracted 
from FW-EM simulations of the whole parasitic network by 
de-embedding the contribution of regions (I), (II) and (III). 

The model parameter extraction of this layout region can be 
more conveniently carried out by exploiting an equivalent “T” 
representation (see Fig. 5) of the finger region sub-network in 
Fig. 3c. The Z matrix associated with this representation can 
be expressed by: 

 
G S S

S D S

Z Z Z
Z

Z Z Z

 +
= + 

  (11) 

 
where: 
 

1
, ,X X X

X
Z R j L X G D S

j C
= + ω + =

ω
 . (12) 

 
Starting from ZS , the elements CS and LS can be extracted 

by the linear regression of: 
 

2
12

1
Im( ) Im( )S S

S
Z Z L

C
ω⋅ = ω⋅ = ω −   (13) 

 
and RS can be determined by the regression: 

 

( )( )12mean Re ZSR =   (14) 

 
where the mean value is calculated over the whole frequency 
range.  

Once obtained the source parasitic parameters, an identical 

procedure can be applied to 
11 S

GZ Z Z−=  and

TABLE I 
PARASITIC ELEMENTS EXTRACTED FOR A 4X50 GAN HEMT 

GATE M ANIFOLD  DRAIN M ANIFOLD  VIA HOLE  FINGER 

51 
GM

pHL =  
1

12 
GM

fFC =  42 
DM

pHL =  1
 18
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fFC =  17.9 
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G
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2
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mR Ω=  

2
22 
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22 S

DZ Z Z−=  to obtain the gate and drain parasitic 

parameters. 

Finally, a ∆-Y  transformation applied to the capacitors 
allows getting the parasitic elements of the network in Fig. 3c: 

 
G S D S G D
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D

G S D S G D
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G S D S G D
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S

C C C C C C
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C

C C C C C C
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C
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+ +=

+ +=

 
. (15) 

 

D. Simulation Results 

The FW-EM simulations (dc to 50 GHz), needed for the 
identification of the parasitic network models previously 
discussed, have been carried out by means of a 3-D planar 
FW-EM solver (i.e., Sonnet by Sonnet Software). The 
geometry of the metal layer and the physical constants of 
interest have been determined by the foundry manual. 
Figs. 3a, 3d, and 3f show the layouts exploited to perform the 
FW-EM simulations. The structures described in the foundry 
design kit (i.e., GDSII files) were slightly simplified in order 
to improve the simulation speed by reducing the number of 
dielectric layers to the ones reported in Fig. 6 (e.g., the four 
simulations needed to extract the lumped parasitic network of 
a 4x50-µm transistor required less than 2 hours by means of an 
8-core Intel-Xeon mini-workstation with 32 GB of RAM). As 
discussed in Section II, in the FW-EM simulations the 
manifolds are described as n-port networks (see Fig. 3d) and 
successively reduced to two-port networks by using the 
formulation reported in [15]. 

The great advantage of the procedure proposed in this paper 
is that it can be straightforwardly implemented in any 
numerical computing environment or by means of a custom 
program in high-level language. In our case, a MATLAB  
script has been developed that automatically extracts the 
values of the parasitic-network lumped elements starting from 
the FW-EM simulations. 

As a case study three GaN HEMTs have been considered 
with a gate length of 0.25 µm and a gate width of 8x50 µm, 
4x50 µm (parasitic element values reported in Table I), and 
2x50 µm.  

As an example, Fig. 7 shows the S-parameters of the 
extracted parasitic network for the 8x50 µm device. The plot 
shows only the small-signal parameters of the passive parasitic 
network of the device, without the active part. It is clear that 
the model not only reproduces perfectly the FW-EM 
simulations in the extraction range, but the predictions are still 
very accurate at higher frequencies. This assertion is 
confirmed in Fig. 8, where the prediction of the Y-parameters 
is shown. In particular, it has to be emphasized that the 
developed model shows good accuracy in reproducing the 
resonance frequencies even if they are well above the 
extraction frequency range. 

 

 
Fig. 6.  Dielectric layers used for the FW-EM simulations. Thickness and 
dielectric types are reported, as well as the structures present between the 
layers. 
 

 
 
Fig. 7.  Real and imaginary parts of S11, S22, and S12 = S21 for the parasitic 
network of an 8x50-µm GaN HEMT. FW-EM simulations (dots) and 
extracted model predictions (lines) are in excellent agreement in the extraction 
range and in quite good agreement tens of gigahertz beyond it. 
 

 
 
Fig. 8.  Imaginary parts of Y11 and Y12 for the parasitic network of an 8x50-
µm GaN HEMT. The extracted model (lines) predicts very accurately the 
resonance visible in the FW-EM simulations (dots) even far beyond the 
extraction frequency range. 
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E. Source Degenerated Device Predictions 

One of the main advantages of the parasitic element 
identification based on this technique is the accurate definition 
of the transistor intrinsic planes. As a matter of fact, the small-
signal models extracted by dc and S-parameter measurements 
[12], [17], like conventional foundry models, cannot separate 
the contribution to the source parasitic elements related to the 
via-holes from the one associated with the finger region. As a 
consequence, it is not possible to accurately identify the plane 
where the source degradation line has to be connected. For 

such a reason, conventional models are not very accurate for 
the performance prediction of degenerated devices. Indeed, as 
an example, the elimination of the source parasitic elements 
from the transistor equivalent circuit model and its 
replacement with a source degeneration line necessarily leads 
to neglect the parasitic contribution related to the source 
fingers. This assumption is confirmed by the experimental 
results and is true even when an accurate model of the 
degeneration line is available. However, the reliable 
performance prediction of a degenerated device is possible by 
using the technique proposed in this paper, which exploits 
accurate EM simulations of the different regions of the 
transistor layout to provide an accurate definition of the 
intrinsic planes. In such a case, the simple addition of a 
suitable degeneration line model provides accurate results. 

III.  NOISE AND PARASITIC DE-EMBEDDING PROCEDURE 

Once the lumped parasitic network elements have been 
identified, the small-signal and noise intrinsic core model can 
be extracted by de-embedding the parasitic network 
contributions. 

To this end, the noise correlation matrix 
A

C  is defined 

starting from the transistor noise parameters by using the 
formulation in [20]-[22]: 

 

*

2

2

1

2         
1

2

MIN
N N OPT

MIN
N OPT N OPT

kT f

F
R R Y

F
R Y R Y
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− − 

⋅  
− −

  

Extr
AC

 
 (16) 

 
where FMIN is the minimum noise factor (also reported in 
logarithmic scale as NFMIN: minimum noise figure), YOPT the 
optimal source termination for noise, RN the noise equivalent 
resistance, k the Boltzmann constant, T the reference 
temperature (290 K) and ∆f the noise bandwidth (i.e., 1 Hz). 

TABLE II 
NOISE CORRELATION MATRIX CONVERSION PARAMETERS 

 

Aα =  Yα =
 

Zα =
 

Aβ =  I  

12

22

0

1

A

A

 
 
 

 
11

21

1

0

A

A

− 
 − 

 

Yβ =  
11

21

1

0

Y

Y

− 
 − 

 I  Y  

Zβ =  
11

21

1

0

Z

Z

− 
 − 

 Z  I  

 

A, Y and Z are the matrices representing the small-signal response of the 
network at the section where the conversion has to take place in ABCD, Y and 
Z formulation respectively; I  is the identity matrix. 
 

 
 
Fig. 9.  De-embedding “core-function” flowchart: this function performs
matrix representation conversion and de-embeds the noise correlation matrix 
CZ (CY) as well as the small-signal parameter matrix Z (Y) from the matrix Y-

(Z-). 
 
 

 
Fig. 10.  Noise and small signal de-embedding procedure flow chart. Each box 
represent one step of the procedure: the elements to be de-embedded are 
reported inside the boxes and the corresponding matrices are on the right of 
the boxes. Also the formulation used (Y or Z) is reported at the corner of the 
boxes. 
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A. Noise De-embedding  

The de-embedding of the parasitic element noise 
contributions is similar to a classic small-signal parameter de-
embedding procedure [17]: the contributions of series 
elements are eliminated by using Z-representations, while the 
shunt elements are eliminated by means of Y-representations. 
The formulae used for this de-embedding are [20-22]: 

 

2 Re( )kT f −= − ∆D
Y YC C Y   (17) 

 
for the shunt elements and 

 

2 Re( )kT f −= − ∆D
Z ZC C Z   (18) 

 

for the series elements. In (17) - (18), D
Y

C  and D

Z
C  are the 

resulting de-embedded noise correlation matrices, 
Y

C  and 
Z

C  

are the starting noise correlation matrices, while −Y  and −Z  
are the small-signal parameter matrices associated with the 
passive network to be de-embedded. 

In the noise de-embedding procedure, the noise correlation 
matrix representation must be converted from Y to Z or 
ABCD, and vice versa. The formula to properly convert those 
matrices is the following one: 
 

′′ ′= *
β αC T×C ×T   (19) 

 
where matrix T depends on the parameters α  and β , which 

indicate, as reported in Table II, the formulation of the starting 
noise correlation matrix Cʹ and the converted noise correlation 
matrix Cʺ, respectively. As an example the T matrix that 
converts a Z noise correlation matrix to an ABCD one is the 
matrix in column Zα =  and row Aβ= .  

It is clear that also the small-signal parameters at each 
section of the parasitic network are needed in order to convert 
the noise correlation matrix representation (e.g., CZ to CY). 
Thus, also the small-signal parameters YExtr  have to be 
measured and a well-known small-signal de-embedding 
procedure [17] is exploited to achieve the small-signal 
response of the device at every section where a noise 
correlation matrix conversion is performed.  

Based on the above considerations, the flow-chart of the 
“core-function”, which performs noise de-embedding, small-
signal de-embedding, and matrix conversion, is shown in 
Fig. 9. 

 
Fig. 12.  Extraction flow-chart for the low-noise transistor model. 
 

Fig. 11.  Small-signal (upper figure) and noise parameters (lower figure) for 
the 8x50-µm GaN HEMTs. Measurements (symbols) and simulations (lines) 
obtained through scaling from the 4x50-µm model are in very good agreement 
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The complete de-embedding procedure is composed of five 
steps, as represented in Fig. 10. The procedure is applied 
starting from the extrinsic plane of the device going towards 
the intrinsic core. At each step, the core-function in Fig. 9 is 
applied to de-embed a group of lumped elements (in Y-
formulation for shunt elements or Z-formulation for series 
ones). Thus, starting from the extrinsic plane, the first 
capacitor of the drain and gate manifold is de-embedded using 
a Y-formulation, successively the procedure de-embeds 
resistors and inductors of the gate and drain manifolds using a 

Z-formulation; finally, after de-embedding the last two 
capacitors, the drain and gate manifold contributions are 
completely de-embedded. 

The successive step of the procedure is to de-embed the via-
hole and the series finger parasitic contributions by using a Z-
representation. Once removed the final contribution of the 
shunt parasitic capacitances associated with the fingers, the 
intrinsic noise and small-signal matrices are achieved. It is 
worth noting that even the noiseless elements, such as 
capacitors or inductors, are taken into account in this 

 

 
Fig. 13.  Photos of the developed MMIC LNA (a), chip size is 4x2 mm2 and of the degenerated 2x50-µm (b), 4x50-µm (c) and 8x50-µm (d) transistors.  
 

Fig. 14.  Small-signal (a, b, c) and noise parameters (d, e, f) of the degenerated 2x50-µm (a,d), 4x50-µm (b,e) and 8x50-µm (c,f) devices. Measurements 
(symbols) and model predictions (lines) are in good agreement. Bias condition: VD0 = 10 V and ID0 = 100 mA/mm. 
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procedure, because they are needed to compute the  intrinsic 
core small-signal model. 

It should be observed that very simple scaling rules can be 
defined at the intrinsic plane of the transistor. In particular, the 
intrinsic small-signal and noise correlation matrices in Y-
representation of the 2x50-µm and 8x50-µm transistor can be 
determined, respectively, by dividing and multiplying by 2 the 
response of the 4x50-µm device. As an example, Fig. 11 
shows the predicted small-signal response and noise behavior 
of the entire 8x50-µm device scaled from the 4x50-µm 
transistor. It is evident the very good agreement between the 
model predictions and the measurements. 

The scaling procedure and the one described in Section II, 
jointly create a powerful, fast, and simple model identification 
technique (the model extraction flow-chart is shown in 
Fig. 12), which is able to provide robust low-noise, scalable 
device models for LNA design. To this end, the intrinsic 
device noise and small-signal parameters can be stored in a 
Touchstone  file which can be read natively by the most 
diffused CAD tools (i.e., Keysight Advanced Design System). 
A Matlab implementation of the described analytical 
identification procedure and the noise de-embedding 
technique is available online [23].  

 

B. Experimental Model Identification 

The 4x50-µm GaN HEMT (bias: VD0 = 10 V and ID0 = 100 
mA/mm) noise parameters have been measured at various 
frequencies by using a source-pull procedure based on noise 
figure measurements at different source impedances 
synthesized by a tuner [24], [25]. Also S-parameters have been 
measured at the same bias condition. The intrinsic noise 
behavior and small-signal response of the 4x50-µm device 
have been achieved by exploiting the procedure previously 
described, and scaled on the 2x50-µm and 8x50-µm devices 
by simply dividing and multiplying by 2 the response of the 

4x50-µm device. Once obtained the information about the 
intrinsic core of all the devices of interest, the parasitic lumped 
network, extracted separately for the 2x50-µm, 4x50-µm and 
8x50-µm devices by FW-EM simulations, has been added to 
the intrinsic model, in order to obtain the complete device 
model for the selected bias point. In fact, simple scaling rules, 
which can be effectively used for the intrinsic transistor, 
cannot be applied to the parasitic network, due to the complex 
relationships between the lumped component values and the 
layout geometry. The choice of using a separated parasitic 
network descriptions is a clear advantage of the proposed 
approach, since conventional models need to adopt peculiar 
scaling rules, which necessarily degrade performance 
predictions for the scaled device. 

 

IV.  LOW-NOISE AMPLIFIER DESIGN 

The 0.25-µm AlGaN/GaN on SiC GH25-10 process of 
UMS (United Monolithic Semiconductors, for more 
information about the technology process see [26]) has been 
used to develop a LNA operating in the 12.75 – 14.8 GHz 
frequency band. The main design goals were 20 dB of gain 
and less than 2.0 dB of noise figure. In the preliminary design 
phase, the foundry model was adopted to determine that a 
three stage LNA was needed to fulfill the specifications. In 
particular, in the first stage a 2x50-µm transistor minimizes 
noise and in addition is more easily matchable to 50 Ω. In the 
second stage, a 4x50-µm transistor allows low-loss inter-stage 
matching, while providing fair good noise figure and gain. 
Finally, in order to fulfill output power at 1 dB of gain 
compression and linearity requirements, a 8x50-µm transistor 
has been chosen for the third stage. The optimal bias point has 
been found to be 10 V of drain voltage and 100 mA/mm of 
drain current for all the three stages. 

As described in Section III, paragraph B, noise and small 

 

Fig. 15.  Small-signal response of the three-stage LNA designed. Predictions with the proposed model (blue continuous lines) and with a small-signal model (red 
dashed line), extracted by dc and S-parameter measurements [12], are compared with the measurements carried out on 37 samples (circles). The noise figure 
(NF), which quantifies in logarithmic scale the degradation of the signal to noise ratio due to the amplifier, is also reported. The accuracy improvement is well 
evident. 
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signal measurements were carried out on the 4x50-µm GaN 
HEMT at the selected bias point and, as described in 
Section II, paragraph D, all the FW-EM simulations needed 
were performed, in order to develop the model by following 
the procedure outlined in Fig. 12. Once measurements and 
FW-EM simulations were carried out, model extraction took 
only few minutes of work and computation. 

By using the developed transistor models, it was possible to 
accurately study the effects of the source degeneration on the 
three transistors. In particular, the first transistor source 
degeneration was designed to get the optimum source 
impedance for gain (i.e., conjugate match) very close to the 
optimum impedance for noise. This enables to match the 
device for the best noise performance with a reasonable 
mismatch to the optimum source impedance for gain, thus 
preserving a good LNA input return loss. The second stage 
source degeneration was designed to have a good tradeoff 
between noise figure, gain and stability. A little source 
degeneration was exploited also in the third stage 8x50-µm 
transistor for device in-band stabilization. 

A lot of care was taken in the matching network design. 
Since the losses of the input matching network directly add to 
the LNA noise figure, it was exhaustively optimized to keep 
losses below 0.2 dB. 

The manufactured LNA and the transistor cut-outs 
(included for model validation purpose), are shown in Fig. 13. 

In Fig. 14 a comparison between the measured S-parameters 
and noise performance of the three degenerated devices and 
the model predictions are reported; the agreement is very 
good. It is worth noticing that the predictions are still very 
good even if the 2x50-µm and the 4x50-µm have a single-side 
degeneration (i.e., one via-hole is absent) and the device is not 
symmetrical anymore. 

In Fig. 15 the performance of the designed LNA is reported; 
the simulated predictions are in good agreement with the 
measurements, carried out on 37 samples and the gain and 
noise figure specifications are completely fulfilled in the band 
of interest. To provide a clearer comparison of the proposed 
approach with existent ones, the figure also reports, for a 
degenerated device, predictions of a conventional model 
extracted on the basis of dc and S-parameter 
measurements [12]. It should be pointed out that the two 
models show the same accuracy level when the non-
degenerated device is considered. Whereas, the different level 
of accuracy in the presence of source degeneration is well 
evident. As previously discussed, the poor predictions of the 
conventional model are due to an incorrect identification of 
the device intrinsic plane. This is clearly independent on the 
particular model formulation adopted. On the contrary, an 
EM-based model can identify with high accuracy the intrinsic 
plane position and provide great accuracy in the performance 
estimation of a degenerated device. These results confirmed 
that an approach based on EM simulations is useful not only 
when the design involves frequencies near the upper limit of 
the chosen technology [16] (i.e., 20 GHz), but also when non-
standard device configurations have to be used. 

 

V. CONCLUSION 

A new low-noise transistor model and associated 
identification procedure has been developed, which is based 
on FW-EM simulations as well as noise and S-parameter 
measurements. The proposed technique allows identifying in a 
short time a robust scalable low-noise model suitable for LNA 
design. In particular, layout modifications can be accounted 
for, thus accurately predicting the noise behavior and small-
signal response of degenerated devices. Moreover, the 
described procedure is very robust, since it does not require 
any numerical optimization. 

The described procedure has been exploited to identify 
three low-noise HEMT models starting from a single set of 
small-signal and noise measurements. Successively, a LNA 
has been designed by using the extracted models and the 
excellent quality of the predictions on both the degenerated 
devices and the LNA has been proved. 
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