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Interval temporal logics (ITLs) are logics for reasoning about temporal statements expressed over in-
tervals, i.e., periods of time. The most famous ITL studied so far is Halpern and Shoham’s HS, which
is the logic of the thirteen Allen’s interval relations. Unfortunately, HS and most of its fragments have
an undecidable satisfiability problem. This discouraged the research in this area until recently, when
a number non-trivial decidable ITLs have been discovered. This paper is a contribution towards the
complete classification of all different fragments of HS. Weconsider different combinations of the
interval relationsbegins(B), after (A), later (L) and their inversesA, B andL. We know from pre-
vious works that the combinationABBA is decidable only when finite domains are considered (and
undecidable elsewhere), and thatABB is decidable over the natural numbers. We extend these results
by showing that decidability ofABB can be further extended to capture the languageABBL, which
lies in betweenABB andABBA, and that turns out to be maximal w.r.t decidability over strongly
discrete linear orders (e.g. finite orders, the naturals, the integers). We also prove that the proposed
decision procedure is optimal with respect to the EXPSPACE complexity class.

1 Introduction

Interval temporal logics (ITLs) are logics for reasoning about temporal statements expressed over inter-
vals instead of points. The most famous ITL studied so far is probably Halpern and Shoham’s HS [6],
which is the logic of (the thirteen) Allen’s interval relations between intervals [1]. It features a modal
operator for each relation, that isafter (〈A〉) (also calledmeets), begins(〈B〉), ends(〈E〉), overlaps
(〈O〉), during (〈D〉), later (〈L〉), and their inverses (denoted by〈X〉, where〈X〉 is a modal operator),
although some of them are definable in terms of others. Since HS is undecidable when interpreted over
almost all interesting classes of linearly ordered sets, itis natural to ask whether there exist decidable
fragments of it, and how the properties of the underlying linearly ordered domain can influence its decid-
able/undecidable status. In the literature, the classes oflinear orderings that have received more attention
are i) the class of all linearly ordered sets, ii) the set of all discrete linearly ordered sets, iii) the class of
all dense linearly ordered sets. In the second case one can also distinguish amongstrongdiscreteness
(i.e., N,Z-like), andweakdiscreteness (which allows non-standard models such asN+Z). In recent
years, a number of papers have been published in which new, sometimes unexpected, decidable and un-
decidable fragments are presented. Among them, we mention the fragmentAA, also known as PNL,
presented in [4], and studied also in [3], which is decidableover all interesting classes of models; and the
fragmentABB (and, by symmetry,AEE) which is decidable when interpreted over natural numbers [9].
Interestingly enough, the extensionABBA (andAEEA) turns out to be decidable only when finite mod-
els are considered, and undecidable as soon as an infinite ascending (resp., descending) chain is admitted
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in the model [7]. Other interesting fragments areBB andEE, that are decidable in most cases [5], while
any other combination of the four operatorsB,B, E, andE immediately leads to undecidability [2]. Other
combinations such asABB, and the simplerAB, though, remain still uncovered.

In this paper, we present another piece of this complicated puzzle by considering also the Allen’s
relationlater, that captures any interval starting at some point after theending point of the current inter-
val, and it can be defined as〈A〉〈A〉, and the inverse relationbefore. We will show that the logicABBL
(and the symmetric logicAEEL) is decidable and EXPSPACE-complete when interpreted overstrongly
discrete linear orders. It is worth emphasizing that addingany other non-definable Allen’s relation to
ABBL and toAEEL leads to undecidability over all considered structures, with the exception ofA and
A, respectively, which keep decidability only when finite models are considered (and cause undecidabil-
ity over infinite models). Hence, our results shows also thatABBL andAEEL are maximal fragments of
HS with respect to decidability in the class of all strongly discrete linear orders.

The structure of this paper is as follows. In Section 2 we introduce syntax and semantics of our logic.
In Section 3, we deal with the decidability of the satisfiability problem over finite and infinite structures,
while in Section 4 we discuss its complexity. Finally, in Section 5 we draw some conclusions and outline
future research directions.

2 The interval temporal logicABBL

In this section, we briefly introduce syntax and semantics ofthe logicABBL, along with the basic notions
of atom, type, and dependency. We conclude the section by providing an alternative interpretation of
ABBL over labeled grid-like structures.

2.1 Syntax and semantics

The logicABBL features four modal operators〈A〉, 〈B〉, 〈B〉 and 〈L〉, and it is interpreted in inter-
val temporal structures over a strongly discrete linear order endowed with the four Allen’s relationsA
(“meets”),B (“begins”), B (“begun by”) andL (“before”). We recall that a linear orderO = 〈O,<〉 is
strongly discreteif and only if there are only finitely many points between any pair of pointsx < y ∈O.
Example of strongly discrete linear orders are all finite linear orders, and the setsN andZ.

Given a setProp of propositional variables, formulas ofABBL are built up fromProp using the
boolean connectives¬ and ∨ and the unary modal operators〈A〉, 〈B〉, 〈B〉, 〈L〉. As usual, we shall
take advantage of shorthands likeϕ1 ∧ ϕ2 = ¬(¬ϕ1 ∨ ¬ϕ2), [A]ϕ = ¬〈A〉¬ϕ, [B]ϕ = ¬〈B〉¬ϕ,
etc. Hereafter, we denote by|ϕ| the size ofϕ. Given any strongly discrete linear orderO = 〈O,<〉
we defineIO as the set of all closed intervals[x,y], with x,y ∈ O andx < y. For any pair of intervals
[x,y], [x ′,y ′]∈ IO, the Allen’s relations “meets”A, “begins”B, “begun by”B, and “before”L are defined
as follows:

• “meets” relation: [x,y]A [x ′,y ′] iff y= x ′;

• “begins” relation: [x,y] B [x ′,y ′] iff x= x ′ andy ′ < y;

• “begun by” relation: [x,y] B [x ′,y ′] iff x= x ′ andy < y ′;

• “before” relation: [x,y] L [x ′,y ′] iff y ′ < x.

Given aninterval structureS = (IO,A,B,B,L,σ), whereσ : IO → P(Prop) is a labeling function that
maps intervals inIO to sets of propositional variables, and an initial intervalI = [x,y], we define the
semantics of anABBL formula as follows:
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• S,I � a iff a ∈ σ(I), for anya ∈ Prop;

• S,I � ¬ϕ iff S,I 6�ϕ;

• S,I �ϕ1 ∨ ϕ2 iff S,I �ϕ1 or S,I �ϕ2;

• for every relationR ∈ {A,B,B,L}, S,I � 〈R〉ϕ iff there is an intervalJ ∈ IO such thatI R J and
S,J �ϕ.

Given an interval structureS and a formulaϕ, we say thatS satisfiesϕ (and henceϕ is satisfiable) if
there is an intervalI in S such thatS,I �ϕ. Accordingly, we define thesatisfiability problemfor ABBL
as the problem of establishing whether a givenABBL-formulaϕ is satisfiable.

As we have recalled in the Introduction, we have thatS,I � 〈L〉ϕ iff S,I � 〈A〉〈A〉ϕ, and thus that
〈L〉 is definable in the language ofABBA. As a direct consequence of the decidability and complexity
results proved in this paper, we have that the converse it is not true. Moreover, it is easy to see that the
operator〈L〉 cannot be defined in the language ofABB: the modal operators〈A〉, 〈B〉 and〈B〉 allow the
language to see only intervals whose endpoints are greater or equals to the endpoints of the interval were
a formula is interpreted. Hence, the logicABBL is strictly more expressive thanABB and strictly less
expressive thanABBA.

2.2 Atoms, types, and dependencies

Let S = (IO,A,B,B,L,σ) be an interval structure that satisfies theABBL-formulaϕ. In the sequel, we
relate intervals inS with respect to the set of sub-formulas ofϕ they satisfy. To do that, we introduce the
key notions ofϕ-atomandϕ-type.

First of all, we define theclosureCl(ϕ) of ϕ as the set of all sub-formulas ofϕ and of their nega-
tions (we identify¬¬α with α, ¬〈A〉α with [A]¬α, etc.). For technical reasons, we also introduce the
extended closureCl+(ϕ), which is defined as the set of all formulas inCl(ϕ) plus all formulas of the
forms〈R〉α and¬〈R〉α, with R∈ {A,B,B,L} andα∈ Cl(ϕ). A ϕ-atomis any non-empty setF⊆ Cl+(ϕ)
such that (i) for everyα ∈ Cl+(ϕ), we haveα ∈ F iff ¬α 6∈ F and (ii) for everyγ = α ∨ β ∈ Cl+(ϕ),
we haveγ ∈ F iff α ∈ F or β ∈ F (intuitively, aϕ-atom is a maximallocally consistentset of formulas
chosen fromCl+(ϕ)). Note that the cardinalities of both setsCl(ϕ) andCl+(ϕ) arelinear in the number
|ϕ| of sub-formulas ofϕ, while the number ofϕ-atoms isat most exponentialin |ϕ| (precisely, we have
|Cl(ϕ)| = 2|ϕ|, |Cl+(ϕ)| = 18|ϕ|, and there are at most 28|ϕ| distinct atoms). We defineAϕ as the set of
all possible atoms that can be built overCl+(ϕ).

We associate with each intervalI ∈ S the set of all formulasα ∈ Cl+(ϕ) such thatS,I � α. Such a
set is calledϕ-typeof I and it is denoted byTypeS(I). We have that everyϕ-type is aϕ-atom, but not
vice versa. Hereafter, we shall omit the argumentϕ, thus calling aϕ-atom (resp., aϕ-type) simply an
atom (resp., a type). Given an atomF, we denote byObs(F) the set of allobservableof F, namely, the
formulasα ∈ Cl(ϕ) such thatα ∈ F. Similarly, given an atomF and a relationR ∈ {A,B,B,L}, we denote
by ReqR(F) the set of allR-requestsof F, namely, the formulasα ∈ Cl(ϕ) such that〈R〉α ∈ F. Taking
advantage of the above sets, we can define the following threerelations between two atomsF andG:

F A−→G iff ReqA(F) = Obs(G) ∪ ReqB(G) ∪ ReqB(G)

F B−→G iff






Obs(F) ∪ ReqB(F) ⊆ ReqB(G) ⊆ Obs(F) ∪ ReqB(F) ∪ ReqB(F)

Obs(G) ∪ ReqB(G) ⊆ ReqB(F) ⊆ Obs(G) ∪ ReqB(G) ∪ ReqB(G)

ReqL(F) = ReqL(G).

F L−→G iff Obs(G)∪ReqL(G) ⊆ ReqL(F)
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Figure 1: Correspondence between intervals and the points of a grid.

Note that the relationsB−→ and L−→ are transitive, while A−→ is not. Moreover, all A−→ , B−→ and L−→
satisfy aview-to-type dependency, namely, for every pair of intervalsI,J in S, we have that

I A J implies TypeS(I) A−→ TypeS(J)

I B J implies TypeS(I)
B−→ TypeS(J)

I L J implies TypeS(I) L−→ TypeS(J).

2.3 Compass structures

The logicABBL can be equivalently interpreted over grid-like structures(hereafter calledcompass struc-
tures) by exploiting the existence of a natural bijection betweenthe intervalsI = [x,y] and the points
p = (x,y) of anO×O grid such thatx < y. As an example, in Fig. 1 are shown five intervalsI0, ...,I4,
such thatI0 B I1, I0 B I2, I0 A I3, andI0 L I4, together with the corresponding pointsp0, ...,p4 of a grid
(note that the four Allen’s relationsA,B,B,L between intervals are mapped to the corresponding spatial
relations between points; for the sake of readability, we name the latter ones as the former ones).

DEFINITION 1. Given anABBL formulaϕ, a (consistent and fulfilling)compass(ϕ-)structureis a pair
G = (PO,L), wherePO is the set of points of the formp = (x,y), with x,y ∈ O andx < y, andL is
function that maps any pointp ∈ PO to a (ϕ-)atomL(p) in such a way that:

• for every pair of pointsp,q∈PO and every relationR∈ {A,B,L}, if pRq holds, thenL(p) R−→L(q)

follows (consistency);

• for every pointp ∈ PO, every relationR ∈ {A,B,B,L}, and every formulaα ∈ ReqR
(

L(p)
)

, there
is a pointq ∈ PO such thatp R q andα ∈ Obs

(

L(q)
)

(fulfillment ).

We say that a compass (ϕ-)structureG= (PO,L) featuresa formulaα if there is a pointp∈ PO such that
α ∈L(p). The following proposition implies that the satisfiabilityproblem forABBL is reducible to the
problem of deciding, for any given formulaϕ, whether there exists aϕ-compass structure featuringϕ.

PROPOSITION 2. AnABBL-formulaϕ is satisfied by some interval structure if and only if it is featured
by some (ϕ-)compass structure.
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3 Deciding the satisfiability problem forABBL

In this section, we prove that the satisfiability problem forABBL is decidable by providing a “small-
model theorem” for the satisfiable formulas of the logic. Forthe sake of simplicity, we first show that
the satisfiability problem forABBL interpreted overfinite interval structures is decidable and then we
generalize such a result to all (finite or infinite) interval structures based on strong discrete linear orders.

As a preliminary step, we introduce the key notions of shading, of witness set, and of compatibility
between rows of a compass structure. LetG= (PO,L) be a compass structure and lety∈O. Theshading
of the rowy ofG is the setShadingG(y) =

{
L(x,y) : x< y

}
, namely, the set of the atoms of all points in

PO whose vertical coordinate has valuey (basically, we interpret different atoms as different colors). A
witness set fory is anyminimalsetWit(y)⊆ {(xψ,yψ) : xψ<yψ∧yψ>y} that respects the following
property:

(WIT) for everyψ ∈ Cl(ϕ) that appears in the labeling of some point(x ′,y ′) with y ′ > y, there exists
awitness(xψ,yψ) ∈Wit(y) such that

1. ψ ∈ L(xψ,yψ) , and

2. yψ is minimal, that is, for all(x ′,y ′) with y < y ′ < yψ, ¬ψ ∈L(x ′,y ′).

SinceWit(y) is minimal we have that there is at most one distinct point foreveryψ ∈ Cl(ϕ) and thus
|Wit(y)| < |Cl(ϕ)| = 2· |ϕ|. Intuitively, a witness set for a rowy is a set that contains, for every formula
ψ that occurs in some point above the rowy, a witness(xψ,y) for it, that is, a point that satisfiesψ at
the minimum possible distance from the rowy. The notion of shading and of witness set allow us to
determine whether two rows arecompatibleor not.

Let P ⊆ PO a set of points andy be a coordinate we defineπy(P) = {x : (x,y) ∈ P∧x < y)}, the set
of all x-coordinate belonging to points inP which are smaller thany.

DEFINITION 3. Given a compass structureG and two rowsy0 < y1, we say thaty0 andy1 arecompat-
ible if and only if the following properties holds:

1. ShadingG(y0) = ShadingG(y1);

2. L(y0−1,y0) = L(y1−1,y1);

3. there exists a witness setWit(y1) for y1 and aninjective mapping functionw : πy1(Wit(y1)) 7→
{x : x < y0} s.t. L(x,y1) = L(w(x),y0) for everyx ∈ πy1(Wit(y1)), that assigns a distinctx-
coordinate on the rowy0 for every witness(xψ,yψ) in Wit(y1) with xψ6 y1.

In the following, we will show how the properties of compatible rows can be used to contract compass
structures to smaller ones, first for finite models and then for infinite ones.

3.1 A small-model theorem for finite structures

Let ϕ be anABBL formula. It is easy to see thatϕ is satisfiable over a finite model if and only if the
formulaϕ∨ 〈B〉ϕ∨ 〈A〉ϕ∨ 〈A〉〈A〉ϕ is featured by theinitial point (0,1) a finite compass structure
G= (PO,L). We prove that we can restrict our attention to compass structuresG= (PO,L) with a number
of points inO bounded by a double exponential in|ϕ|. We start with the following lemma that proves
two simple, but crucial, properties of the relationsA−→ , B−→ , and L−→ .

L EMMA 4. Let F,G,H be some atoms:

1. if F A−→H andG B−→H hold, thenF A−→G holds as well;

2. if F B−→G andG L−→H hold, thenF L−→H holds as well.
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Proof. The proof for property 1 can be found in [8]. As for property 2,we have that, by the definition
of B−→ , if F B−→G thenReqL(F) =ReqL(G). This implies thatObs(H)∪ReqL(H)⊆ReqL(F) and thus
F L−→H holds as well. ✷

The next lemma shows that, under suitable conditions, a given compass structureG may be reduced
in length, preserving the existence of atoms featuringϕ.

L EMMA 5. Let G be a finite compass structure of sizeN featuringϕ on the initial point(0,1). If
there exist two compatible rows0< y0 < y1 < N in G, then there exists a compass structureG ′ of size
N ′ =N−y1+y0 that featuresϕ.

Proof. Suppose that 0< y0 < y1 < N are two compatible rows ofG. By definition, we have that
ShadingG(y0) = ShadingG(y1), L(y0 − 1,y0) = L(y1 − 1,y1), and there exists a witness setWit(y1)

for y1 and aninjective mapping functionw : πy1(Wit(y1)) 7→ {x : x < y0} that assigns a distinctx-
coordinate on the rowy0 for every witness(xψ,yψ) in Wit(y1) with xψ 6 y1. Then, we can define a
functionf : {0, ...,y0−1} 7→ {0, ...,y1−1} such that, for every 06 x < y0, L(x,y0) =L(f(x),y1) and for
every(xψ,yψ) ∈Wit(y1) if xψ< y1 thenf(w(xψ)) = xψ.

Let k= y1−y0,N ′ =N−k (<N), O ′ = 〈{0, . . . ,N ′−1},<〉, andPO ′ be the correspondent portion
of the grid. We extendf to a function that maps points inPO ′ to points inPO as follows:

• if p= (x,y), with 06 x < y < y0, then we simply letf(p) = p;

• if p= (x,y), with 06 x < y0 6 y, then we letf(p) = (f(x),y+k);

• if p= (x,y), with y0 6 x < y, then we letf(p) = (x+k,y+k).

We denote byL ′ the labeling ofPO ′ such that, for every pointp ∈ PO ′ , L ′(p) =L(f(p)) and we denote
by G ′ the resulting structure(PO ′ ,L ′) (see Figure 2). We have to prove thatG ′ is a consistent and
fulfilling compass structure that featuresϕ. First, we show thatG ′ satisfies the consistency conditions
for the relationsB, A, andL; then we show thatG ′ satisfies the fulfillment conditions for theB-, B-, A,
andL-requests; finally, we show thatG ′ featuresϕ.

CONSISTENCY WITH RELATIONB. Consider two pointsp = (x,y) andp ′ = (x ′,y ′) in G ′ such that
p B p ′, i.e., 06 x = x ′ < y ′ < y < N ′. We prove thatL ′(p) B−→L ′(p ′) by distinguishing among the
following three cases (note that exactly one of such cases holds):

1. y < y0 andy ′ < y0,

2. y> y0 andy ′ > y0,

3. y> y0 andy ′ < y0.

If y < y0 andy ′ < y0, then, by construction, we havef(p) = p and f(p ′) = p ′. SinceG is a
(consistent) compass structure, we immediately obtainL ′(p) = L(p) B−→L(p ′) = L ′(p ′).

If y > y0 andy > y0, then, by construction, we have eitherf(p) = (f(x),y+ k) or f(p) = (x+

k,y+k), depending on whetherx < y0 or x > y0. Similarly, we have eitherf(p ′) = (f(x ′),y ′+k) =
(f(x),y ′+k) or f(p ′) = (x ′+k,y ′+k) = (x+k,y ′+k). This impliesf(p) B f(p ′) and thus, sinceG
is a (consistent) compass structure, we haveL ′(p) = L(f(p)) B−→ L(f(p ′)) = L ′(p ′).

If y > y0 andy ′ < y0, then, sincex < y ′ < y0, we have by constructionf(p) = (f(x),y+ k) and
f(p ′) = p ′. Moreover, if we consider the pointp ′′ = (x,y0) in G ′, we easily see that (i)f(p ′′) =
(f(x),y1), (ii) f(p) B f(p ′′) (whenceL(f(p)) B−→L(f(p ′′))), (iii) L(f(p ′′)) = L(p ′′), and (iv)p ′′ B p ′

(whenceL(p ′′) B−→L(p ′)). It thus follows thatL ′(p) = L(f(p)) B−→L(f(p ′′)) = L(p ′′) B−→ L(p ′) =

L(f(p ′))=L ′(p ′). Finally, by exploiting the transitivity of the relationB−→ , we obtainL ′(p) B−→L ′(p ′).
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Figure 2: ContractionG ′ of a compass structureG.

CONSISTENCY WITH RELATIONA. Consider two pointsp= (x,y) andp ′ = (x ′,y ′) such thatpA p ′,
i.e., 06 x < y = x ′ < y ′ <N ′. We definep ′′ = (y,y+1) in such a way thatp A p ′′ andp ′ B p ′′ and
we distinguish between the following two cases:

1. y> y0,

2. y < y0.

If y> y0, then, by construction, we havef(p)A f(p ′′). SinceG is a (consistent) compass structure,
it follows thatL ′(p) = L(f(p)) A−→ L(f(p ′′)) = L ′(p ′′).

If y < y0, then, by construction, we haveL(p ′′) = L(f(p ′′)). Again, sinceG is a (consistent)
compass structure, it follows thatL ′(p) = L(f(p)) = L(p) A−→ L(p ′′) = L(f(p ′′)) = L ′(p ′′).

In both cases we haveL ′(p) A−→L ′(p ′′). Now, we recall thatp ′ B p ′′ and that, by previous ar-
guments,G ′ is consistent with the relationB. We thus haveL ′(p ′) B−→L ′(p ′′). Finally, by applying
Lemma 4, we obtainL ′(p) A−→L ′(p ′).

CONSISTENCY WITH RELATION L. Consider two pointsp = (x,y) andp ′ = (x ′,y ′) in G ′ such that
p L p ′, i.e., 06 x ′ < y ′ < x < y < N ′. We prove thatL ′(p) L−→L ′(p ′) by distinguishing among the
following three cases (note that exactly one of such cases holds):

1. y < y0 andy ′ < y0,

2. y> y0 andy ′ > y0,

3. y> y0 andy ′ < y0.

If y < y0 andy ′ < y0, then, by construction, we havef(p) = p and f(p ′) = p ′. SinceG is a
(consistent) compass structure, we immediately obtainL ′(p) = L(p) L−→L(p ′) = L ′(p ′).

If y> y0 andy ′ > y0, then, by construction, we have eitherf(p ′) = (f(x ′),y ′+k) or f(p ′) = (x ′+

k,y ′+k), depending on whetherx ′ < y0 or x ′ > y0. Sincey0 6 y
′ < x, we havef(p) = (x+k,y+k).

This impliesf(p) L f(p ′) and thus, sinceG is a (consistent) compass structure, we haveL ′(p) =L(f(p))
L−→ L(f(p ′)) = L ′(p ′).

If y> y0 andy ′ <y0, then, we have by construction thatf(p ′) = p ′ and eitherf(p) = (x+k,y+k)
or f(p) = (f(x),y+ k). In the former case we have thatf(p) L f(p ′) and thus, sinceG is a consistent
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compass structure,L ′(p) = L(f(p)) L−→L(f(p ′)) = L ′(p ′). In the latter case it is not necessarily true
thaty ′ < f(x). Consider the pointsp ′′ = (f(x),y1) andp ′′′ = (x,y0): by the definition off, L(p ′′) =
L(p ′′′). Moreover, we have thatf(p)Bp ′′ andp ′′′Lf(p ′) = p ′. SinceG is a consistent compass structure,
this implies thatL ′(p) = L(f(p)) B−→L(p ′′) = L(p ′′′) L−→L(f(p ′)) = L ′(p ′). Finally, by applying
Lemma 4, we obtainL ′(p) L−→L ′(p ′).

FULFILLMENT OF B-REQUESTS. Consider a pointp=(x,y) in G ′ and someB-requestα∈ReqB
(

L ′(p)
)

associated with it. Since, by construction,α ∈ ReqB
(

L(f(p))
)

andG is a (fulfilling) compass structure,
we know thatG contains a pointq ′ = (x ′,y ′) such thatf(p)B q ′ andα ∈Obs

(

L(q ′)
)

. We prove thatG ′

contains a pointp ′ such thatp B p ′ andα ∈ Obs
(

L ′(p ′)
)

by distinguishing among the following three
cases (note that exactly one of such cases holds):

1. y < y0

2. y ′ > y1,

3. y> y0 andy ′ < y1.

If y < y0, then, by construction, we havep = f(p) andq ′ = f(q ′). Therefore, we simply define
p ′ = q ′ in such a way thatp= f(p) B q ′ = p ′ andα ∈Obs

(

L ′(p ′)
)

(=Obs
(

L(f(p ′))
)

=Obs
(

L(q ′)
)

).
If y ′ > y1, then, by construction, we have eitherf(p) = (f(x),y+k) or f(p) = (x+k,y+k), de-

pending on whetherx<y0 orx> y0. We definep ′= (x,y ′−k) in such a way thatpBp ′. Moreover, we
observe that eitherf(p ′) = (f(x),y ′) or f(p ′) = (x+k,y ′), depending on whetherx < y0 or x> y0, and
in both casesf(p ′) = q ′ follows. This shows thatα ∈ Obs

(

L ′(p ′)
)

(= Obs
(

L(f(p ′)
)

= Obs
(

L(q ′)
)

).
If y > y0 andy ′ < y1, then we definep = (x,y0) andq = (x ′,y1) and we observe thatf(p) B q,

q B q ′, and f(p) = q. From f(p) B q andq B q ′, it follows thatα ∈ ReqB
(

L(q)
)

and henceα ∈
ReqB

(

L(p)
)

. SinceG is a (fulfilling) compass structure, we know that there is a point p ′ such that
p B p ′ andα ∈ Obs

(

L(p ′)
)

. Moreover, sincep B p ′, we havef(p ′) = p ′, from which we obtainp B p ′

andα ∈ Obs
(

L(p ′)
)

.

FULFILLMENT OF B-REQUESTS. The proof thatG ′ fulfills all B-requests of its atoms is symmetric with
respect to the previous one.

FULFILLMENT OF A-REQUESTS. Consider a pointp=(x,y) in G ′ and someA-requestα∈ReqA
(

L ′(p)
)

associated withp in G ′. Since, by previous arguments,G ′ fulfills all B-requests of its atoms, it is suffi-
cient to prove that eitherα ∈ Obs

(

L ′(p ′)
)

or α ∈ ReqB
(

L ′(p ′)
)

, wherep ′ = (y,y+1). This can be
easily proved by distinguishing among the three casesy < y0−1,y= y0−1, andy> y0.

FULFILLMENT OF L-REQUESTS. Consider a pointp= (x,y) in G ′ and someL-requestα∈ReqL
(

L ′(p)
)

associated with it. Since, by construction,α ∈ ReqL
(

L(f(p))
)

andG is a (fulfilling) compass structure,
we know thatG contains a pointq ′ = (x ′,y ′) such thatf(p) L q ′ andα ∈ Obs

(

L(q ′)
)

. To simplify the
proofs, we assume thatq ′ is minimalwith respect to the vertical coordinate, that is, for every other point
q ′′ = (x ′′,y ′′) with y ′′ < y ′, α 6∈ Obs

(

L(q ′′)
)

. We prove thatG ′ contains a pointp ′ such thatp L p ′

andα ∈ Obs
(

L ′(p ′)
)

by distinguishing among the following five cases (note that exactly one of such
cases holds):

1. y6 y0,

2. x < y0 andy> y0,

3. x> y0 andy ′ < y1,

4. x> y0 andy ′ = y1,

5. x> y0 andy ′ > y1.
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If y < y0, then, by construction, we havep = f(p) andq ′ = f(q ′). Therefore, we simply define
p ′ = q ′ in such a way thatp= f(p) L q ′ = p ′ andα ∈Obs

(

L ′(p ′)
)

(=Obs
(

L(f(p ′))
)

=Obs
(

L(q ′)
)

).
If x < y0 andy > y0 then f(p) = (f(x),y+ k). Now, consider the pointp ′′ = (f(x),y1): since

f(p)Bp ′′ andG is a consistent compass structure, we have thatReqL(p
′′) = ReqL(f(p)). By definition

of f, we have thatL(f(x),y1) =L(x,y0) and thus, sinceG is fulfilling, there exists a pointp ′ = (x ′′,y ′′)
such thaty ′′ < x andα ∈ Obs

(

L(p ′)
)

. Sincef(p ′) = p ′, this shows thatα ∈ Obs
(

L ′(p ′)
)

as well.
If x > y0 andy ′ < y1 then f(p) = (x+ k,y+ k). SinceG is a consistent compass structure, we

have thatα ∈ ReqL(L(y1−1,y1)). By the definition of compatible rows, we have thatL(y1−1,y1) =

L(y0−1,y0) and thus (by the minimality assumption)y ′ < y0 andq ′ = f(q ′). Therefore, we simply
definep ′ = q ′ in such a way thatp L q ′ = p ′ andα ∈ Obs

(

L ′(p ′)
)

(= Obs
(

L(f(p ′))
)

=Obs
(

L(q ′)
)

).
If x> y0 andy ′= y1 thenL(q ′)∈ ShadingG(y1). By the definition of compatible rows, we have that

ShadingG(y1) = ShadingG(y0) and thus there must exists a pointq ′′=(x ′′,y0) such thatL(q ′) =L(q ′′)

andy0 < y
′, against the hypothesis thatq ′ is a minimal point satisfyingα. Hence, this case cannot

happen.
If x > y0 andy ′ > y1 then, by the minimality assumption onq ′ we have that for everyy ′′ < y ′,

α 6∈Obs
(

L(x ′′,y ′′)
)

for anyx ′′ <y ′′. Hence, by the definition of witness set, we have that there exists a
witness(xα,yα)∈Wit(y1) such thatα∈Obs

(

L(xα,yα)
)

andyα = y ′ (by the minimality assumption).
If xα>y1 then we definep ′=(xα−k,yα−k). Otherwise,xα<y1 and by the definition of the mapping
functionw and of the functionf, we have thatf(w(xα)) = xα: we definep ′ = (w(xα),y ′−k). In both
cases we have thatf(p ′) = (xα,yα), pLp ′ andα ∈ Obs

(

L ′(p ′)
)

.

FEATURED FORMULAS. Recall that, by previous assumptions,ϕ ∈ L(0,1). Since our contraction
procedure never changes the labelling of the initial point,ϕ ∈ L ′(0,1) as well. ✷

On the grounds of the above result, we can provide a suitable upper bound for the length of a minimal
finite interval structure that satisfiesϕ, if there exists any. This yields a straightforward, but inefficient,
2NEXPTIME algorithm that decides whether a givenABBL-formulaϕ is satisfiable over finite interval
structures.

THEOREM 6. AnABBL-formulaϕ is satisfied by some finite interval structure iff it is featured by some
compass structure of lengthN6 (8|ϕ|+15)232|ϕ|+56

·232|ϕ|+56 (i.e., double exponential in|ϕ|).

Proof. Suppose thatϕ is satisfied by a finite interval structureS, and letξ = ϕ∨ 〈B〉ϕ∨ 〈A〉ϕ∨

〈A〉〈A〉ϕ. By Proposition 2, there is a compass structureG that featuresξ on the initial point and has
finite lengthN. By Lemma 5, we can assume without loss of generality that allrows ofG are pairwise
incompatible. We recall from Section 2.2 thatG contains at most 28|ξ| distinct atoms. For every rowy of
the compass structure and every atomF ∈Aξ, let #(F,y) be the cardinality of the set{(x,y) : x < y and
L(x,y) = F}. We associate to every rowy of the structure acharacteristic functioncy :Aξ 7→ N defined
as follows:

cy(F) =

{
#(F,y) #(F,y) 6 2|ξ|

2|ξ| otherwise
(1)

Since any witness setWit(y) contains at most 2|ξ| witnesses, it is easy to see that two rowsy0 andy1

with the same characteristic function and such thatL(y0−1,y0) = L(y1 −1,y1) are compatible. The
number of possible characteristic functions is bounded by(2|ξ|+1)28|ξ|

, and thusG cannot have more than
(2|ξ|+1)28|ξ|

·28|ξ| rows. Since|ξ| = 4|ϕ|+7 we can conclude thatN 6 (8|ϕ|+15)232|ϕ|+56
·232|ϕ|+56,

and thus double exponential in|ϕ|. ✷
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3.2 A small-model theorem for infinite structures

In general, compass structures that featureϕ may be infinite. Here, we prove that, without loss of
generality, we can restrict our attention to sufficiently “regular” infinite compass structures, which can
be represented in double exponential space with respect to|ϕ|. To do that, we introduce the notion of
compass structure generator, that is, of a finite compass structure featuringϕ that can be extended to an
infinite fulfilling one.

DEFINITION 7. We say that a finite compass structureG= (PO,L) of sizeN is partially fulfilling if for
every point(x,y) ∈ PO such thaty < N− 1, for every relationR ∈ {A,B,B,L}, and for every formula
ψ ∈ ReqR(L(p)), one of the following conditions hold:

1. there exists a pointp ′ ∈ PO such thatp R p ′ andψ ∈ Obs(L(p ′)) (ψ is fulfilled in p ′),

2. R= B andψ ∈ ReqB(L(x,N−1)),

3. R=A andψ ∈ReqB(L(y,N−1)),

4. R= L andψ ∈ ReqL(L(0,1)).

Notice that allB-requests are fulfilled in a partially fulfilling compass structure and thatB, A, and
L requests are either fulfilled or “transferred to the border”of the compass structure. Moreover, any
substructureG ′ of a fulfilling compass structureG is partially fulfilling.

DEFINITION 8. Given a finite compass structureG = (PO,L) and a rowy, a future witness set fory
is any minimal setFutWit(y) ⊆ {x : x < y} such that for everyF ∈ ShadingG(y) there exists a witness
xF ∈ FutWit(y) that respects the following properties:

1. L(xF,y) = F,

2. for everyψ ∈ ReqB(F) there exists a point(xF,y ′) ∈ G with y ′ > y andψ ∈ Obs(L(xF,y)).

SinceFutWit(y) is minimal, we have that for everyF ∈ Shading(y) there is exactly one witnessxF in
FutWit(y). Hence,|FutWit(y))|6 28|ϕ|.

DEFINITION 9. Given a finite compass structureG = (PO,L) and a rowy, a past witness set fory is
any minimal setPastWit(y) ⊆ PO such that for every requestψ ∈ ReqL(Obs(L(y−1,y)) there exists
a witness(xψ,yψ) such thatψ ∈ Obs(L(xψ,yψ)) andyψ< y−1.

Again, by the minimality ofPastWit(y) we have that there is at most one distinct point for everyL-
formula inL(y−1,y) and thus|PastWit(y)| 6 |ReqL(y−1,y)|6 |Cl(ϕ)| 6 2· |ϕ|.

We concentrate our attention on infinite structures that areunbounded both on the future and on the
past (i.e., based on the set of integersZ). The case when the structure is unbounded only in one direction
(e.g., the naturalsN or the set of negative integersZ−) can be tackled in a similar way by appropriately
adapting the following notions and theorems.

DEFINITION 10. Given anABBL formulaϕ and a finite, partially fulfilling compass structureG =

(PO,L) of sizeN, we say thatG is a compass generator forϕ if there exists four rowsyϕ, y0, y1, and
y2 which satisfy the following properties:

G1 y0< y1 < y2 andy0 6 yϕ,

G2 ϕ ∈ L(yϕ−1,yϕ) or 〈B〉ϕ ∈ L(yϕ−1,yϕ),

G3 Shading(y1)⊆ Shading(y0) andL(y0−1,y0) = L(y1−1,y1),

G4 there exists a past witness setPastWit(y1) such thaty0 6 min(πy1(PastWit(y1))),
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G5 Shading(N−1)⊆ Shading(y2) andL(y2−1,y2) = L(N−2,N−1),

G6 there exists a future witness setFutWit(y2) for y2.

The next theorem shows that the information contained in a compass generator forϕ is sufficient to
build an infinite fulfilling compass structure featuringϕ.

THEOREM 11. An ABBL formula ϕ is satisfiable over the integersZ if and only if there exists a
compass generatorG= (PO,L) for ϕ.

Proof. (⇒) Let ϕ anABBL formula that is satisfiable over an infinite fulfilling compass structureG =

(PZ,L). SinceG featuresϕ we have that there exists a point(x,y) with ϕ ∈ L(x,y) and thus the row
yϕ = x+1 respects conditionG2.

Now, let Inf(G) be the set of shadings that occurs infinitely often inG. We definey1 as the greatest
row such that for everyy ′ 6 y1, Shading(y ′) ∈ Inf(G), andy2 as the smallest row such that for every
y ′ > y2, Shading(y ′) ∈ Inf(G). Clearly, sinceG is unbounded in the past, we can find two rowsymin
andy0 such thatymin < y0, and a corresponding portion of the gridPymin = {(x,y) : x> ymin} such
that (i) y0 6 yϕ, (ii) y0 < y1, (iii) Shading(y1) ⊆ Shading(y0) in Pymin , (iv) L(y0−1,y0) = L(y1−

1,y1), and(v) there exists a past witness setPastWit(y1) for y1 such thaty0 6 min(πy1(PastWit(y1)))

in Pymin . Hence, conditionsG3 andG4 are respected.
Symmetrically, sinceG is unbounded in the future, we can find a rowymax>y2 and a corresponding

portion of the gridPymaxymin = {(x,y) : x> ymin∧y6 ymax} such that
1. Shading(ymax)⊆ Shading(y2),
2. L(y2−1,y2) = L(ymax−1,ymax), and
3. there exists a future witness setFutWit(y2) for y2 in P

ymax
ymin .

This shows that conditionsG5 andG6 are respected as well. Sincey0 6 yϕ andy0<y1< y2 condition
G1 is also respected. Since the restriction ofG to the finite gridPymaxymin is a partially fulfilling compass
structure, we have found the required compass generator forϕ.

(⇐) Let G = (PO,L) be a compass generator of sizeN for ϕ and lety0 < y1 < y2 andyϕ be the
four rows that satisfy propertiesG1–G6 of Definition 10. We will define an infinite sequence of partially
fulfilling compass structuresG0 ⊂ G1 ⊂ G2 ⊂ . . . such that the infinite unionGω =

⋃+∞
i=0Gi is an infinite

fulfilling compass structure that featuresϕ. We start from the initial compass structureG0 = (P0,L0)

whereP0 = {(x,y)∈ PO : x> y0−1∧y0 6 y <N} andL0(x,y) =L(x,y) for every point(x,y) ∈ P
0
O

,
and we will show how to iteratively build the infinite sequence of compass structures. For every stepi of
the procedure, letGi = (Pi,Li) be the current structure, and letyimin andyimax be the minimum and
maximum vertical coordinate inPi, respectively. We guarantee that the following invariant is respected:

(INV) ShadingGi(y
i
max)⊆ ShadingG(y2),

ShadingGi(y
i
min+y1−y0)⊆ ShadingG(y0),

Li(yimax−1,yimax) = L(y2−1,y2), andLi(yimin−1,yimin) = L(y0−1,y0).

The invariant trivially holds forG0. Now, suppose thatGi respects(INV) and letkpast = y1−y0 and
kfuture = N− y2. Figure 3 depicts howGi+1 = (Pi+1,Li+1) can be built fromGi. Formally, the
procedure is defined as follows.

a) yi+1
min = yimin−kpast, y

i+1
max = y

i
max+kfuture, andPi+1 = {(x,y) ∈ PZ : x > yi+1

min−1∧
yi+1
min 6 y < yi+1

max}.

b) for every pointp ∈ P
i+1∩P

i, letLi+1(p) =Li(p).
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y0

y1

N−1

y2

Figure 3: A compass generator (left) and a portion of the generated infinite compass structure (right).

c) for every point(x,y) ∈ P
i+1\Pi such thaty6 yimin, letLi+1(x,y) = Li(x+kpast,y+kpast)

(red area in Fig. 3).

d) for every point(x,y) ∈ P
i+1 \ Pi such thatx > yimax, let Li+1(x,y) = Li(x− kfuture,y−

kfuture) (blue area in Fig. 3).

e) By construction, for every point(x,yimin) with x < yimin − 1 we have thatLi+1(x,yimin) =
Li(x+ kpast,yimin+ kpast). SinceGi respects the invariant,Li(x+ kpast,yimin+ kpast) =
Li+1(x,yimin) ∈ ShadingG(y0). Let (x,y0) be a point on the rowy0 with the same labelling
of Li+1(x,yimin): we define the labelling of all points(x,yimin + j), with 1 6 j 6 kpast, as
Li+1(x,yimin+j) =L(x,y0+j). Now, sinceL(x,y0+kpast)∈ ShadingG(y1) (y1 =y0+kpast)
andShadingG(y1)⊆ ShadingG(y0) (G3), we can find a point(x̂,y0) on the rowy0 with the same
labelling ofLi+1(x,yimin+kpast) and define the labelling of every point(x,yimin+kpast · j)
for every 1< j 6 i+ 1. At the end of this procedure we have labelled all points(x,y) such that
y6 y1.

f) For every point(x,y1), by construction, we have thatLi+1(x,y1) ∈ ShadingG(y1). Let (x,y1) be
a point such thatLi+1(x,y1) = L(x,y1). As in the previous case, we define the labelling of all
points (x,y), with y1 < y 6 y2 asLi+1(x,y) = L(x,y). At the end of this step we labelled all
points(x,y) such thaty6 y2.

g) Now, by construction, for every point(x,y2) we have thatLi+1(x,y2) ∈ ShadingG(y2). By con-
dition G6 of Definition 10, there exists a pointx ∈ FutWit(y2) such thatLi+1(x,y2) = L(x,y2).
We defineLi+1(x,y2+ j) = L(x,y2+ j) for every 16 j6 kfuture. Sincey2+kfuture =N−1
andShading(N−1)⊆ Shading(y2) we have thatLi+1(x,N−1) ∈ Shading(y2) (G5) and thus we
can repeat this procedure iteratively until we have labelled all points(x,y) such thaty 6 yi+1

max

andx < yimin−1.

h) To conclude the procedure, we must define the labelling of points (x,y) such thatx > yimin−1
andy> yimax. Note that for every point(x,yimax) with x> yimin−1 we have, by the invariant,
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that ShadingGi(y
i
max) ⊆ ShadingG (y2). Then there exists a pointx ∈ FutWit(y2) such that

Li+1(x,yimax) =L(x,y2). We defineLi+1(x,yimax+j)=L(x,y2+j) for every 16 j6 kfuture.

It is easy to see thatGi is a partially fulfilling compass structure that respects the invariant. Moreover,
suppose that for some pointp= (x,y) ∈ P

i and relationR ∈ {A,B,B,L} there existsα ∈ReqR(p) that is
not fulfilled in Gi. We show thatGi+1 fulfills the R-requestα for p.

• If R =A, sinceGi is partial fulfilling and it is finite we have that the pointp ′ = (y,yimax) is such
thatα ∈ ReqB(L(p

′)). By step h) of the procedure, and by the definition of future witness set,
Gi+1 contains a pointp ′′ = (y,yimax+ j) such thatα ∈ Li+1(p ′′).

• If R = B, by Definition 7 we have all theB-requests in a partial fulfilling compass structure are
fulfilled and thus this case connot be given.

• If R= B the case is analogous to the case ofR =A.

• If R = L, sinceGi is partial fulfilling and it is finite we have thatα ∈ ReqL(L(y
i
min−1,yimin)).

By point c) of the construction we have thatLi(yimin−1,yimin) =L(y0−1,y0) =L(y1−1,y1).
Hence, by conditionG4 of Definition 10 and by the definition of past witness set, there exists a
point (x,y) with y0 6 x < y6 y1 such thatα ∈ L(x,y). By construction we have thatL(x,y) =
Li+1(x−(i+1) ·kpast,y−(i+1) ·kpast) and thus and thus theL-requestα for the pointp is
fulfilled at stepi+1 by the point(x−(i+1) ·kpast,y−(i+1) ·kpast).

Hence, we can conclude that the infinite compass structureGω is fulfilling. By condition G2 of
Definition 10 we have thatGω featuresϕ and thus thatϕ is satisfiable over the integers. ✷

Theorem 11 shows that satisfiability of a formula over infinite models can be reduced to the existence
of a finite compass generator for it. However, it does not giveany bound on the size of it. In the following
we will show how the techniques exploited in Section 3.1 for finite models can be adapted to obtain a
doubly exponential bound on the size of compass generators.

DEFINITION 12. Given a compass generatorG = (PO,L), we say that two rowsy < y ′ are globally
compatibleif and only if the following properties holds:

1. L(y−1,y) = L(y ′−1,y ′) andShadingG(y) = ShadingG(y
′),

2. for everyy ∈ {yϕ,y0,y1,y2} it is not the case thaty6 y6 y ′,

3. there exists a past witness setPastWit(y1) such that for every point(x,y) ∈ PastWit(y1) it is not
the case thaty6 y6 y ′;

4. there exists a future witness setFutWit(y2) such that for every pointx ∈ FutWit(y2) and every
B-requestα ∈ ReqB(L(x,y2) there is a point(x,y) such thaty2 < y, α ∈ Obs(L(x,y2)) and it is
not the case thaty6 y6 y ′;

5. there exists a witness setWit(y ′) for y ′ and aninjective mapping functionw : πy ′(Wit(y ′)∪
PastWit(y1) ∪ FutWit(y2)) 7→ {x : x < y}, such that L(x,y ′) = L(w(x),y), for every
x ∈ πy ′(Wit(y ′)∪PastWit(y1)∪FutWit(y2)), andw(x) = x, for everyx ∈ πy ′(PastWit(y1).

Clearly, two globally compatible rows are compatible. The additional conditions of the definition
guarantees that the contraction procedure do not remove “meaningful” parts of the compass generator,
like the rowsyϕ, y0, y1, andy2 (condition 2) or future and past witnesses (conditions 3 and4).
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L EMMA 13. Let G be a compass generator forϕ of sizeN. If there exist two global-compatible rows
0< y < y ′ <N in G, then there exists a compass generatorG ′ of sizeN ′ =N−y+y ′ that featuresϕ.

Proof. We can define a functionf : {0, ...,y} → {0, ...,y ′} and contractG to a smaller compass structure
G ′ in the very same way of Lemma 5. It can be easily proved that theobtainedG ′ is a partial fulfilling
compass structure. Letk = y ′−y and lety ′ϕ = yϕ if yϕ < y, y ′ϕ = yϕ−k otherwise. To prove that
G ′ is a compass generator, let us consider the following four cases.

- If y ′ < y0, then we have thaty ′i = yi−k for i ∈ {0,1,2,ϕ} satisfy conditionsG1-G6 in G ′.

- If y0<y< y
′ < y1, then for every point(x,y) ∈ PastWit(y1) we have that eitherf(x,y) = (x,y)

(wheny < y) or f(x,y− k) = (w(x),y− k) = (x,y) (wheny > y ′), and thusPastWit(y1) is a
past witness set forG ′ as well. From this we can conclude thaty ′ϕ,y0,y1−k, andy2−k satisfy
conditionsG1-G6 in G ′.

- If y0< y1 < y < y
′ < y2, then it is easy to prove thaty ′ϕ,y0,y1 andy2−k satisfyG1-G6 in G ′.

- If y0< y1 < y2< y < y
′, then it is easy to observe thaty ′ϕ,y0,y1 andy2 satisfyG1-G6 in G ′.

Hence, in all possible casesG ′ is a compass generator forϕ. ✷

THEOREM 14. An ABBL-formulaϕ is satisfied by some infinite interval structure iff it is featured by
some compass generator of lengthN6 (2|ϕ|+1)28|ϕ|

·216|ϕ|2+8|ϕ| (i.e., double exponential in|ϕ|).

Proof. Suppose thatϕ is satisfied by a infinite interval structureS. By Theorem 11, there is a compass
generatorG that featuresϕ. By Lemma 13, we can assume without loss of generality that all rows ofG
are pairwise global-incompatible. Letcy the characteristic function defined in the proof of Theorem 6.
Now, letx1< . . .< xk be the ordered sequence of the points inPastWit(y1). We associate to every row
y a finite wordWy of length |Wy| 6 k 6 2 · |ϕ| on the alphabetAϕ (|Aϕ| = 28|ϕ|) such that for every
xi ∈ PastWit(y1), W(i) = L(xi,y). It is easy to prove that two rowsy < y ′ in O with cy(F) = cy ′ ,
Wy =Wy ′ and such thatL(y ′−1,y ′) = L(y−1,y) are global-compatible.

Since the number of possible characteristic functions is bounded by(2|ϕ|+1)28|ϕ|

, and the number of

possible words is bounded by(28|ϕ|)2·|ϕ| = 216|ϕ|2, G cannot have more than(2|ϕ|+1)28|ϕ|
·216|ϕ|2+8|ϕ|

rows, and thusN is at most doubly exponential in|ϕ|. ✷

4 Complexity bounds to the satisfiability problem forABBL

In this section, we discuss the complexity of the satisfiability problem forABBL interpreted over strongly
discrete interval temporal structures. An EXPSPACE lower bound on the complexity follows from the
reduction of theexponential-corridor tiling problem(which is known to be EXPSPACE-complete [10])
to the satisfiability problem for the fragmentABB given in [8].

To give an upper bound to the complexity we claim that the existence of a compass structure (or
compass generator)G that features a given formulaϕ can be decided by verifying suitable local (and
stronger) consistency conditions over all pairs of contiguous rows, in a way similar to the EXPSPACE
algorithm given in [8] forABB. In this way, to check those local conditions it is sufficientto store only
(i) a countery with the number of the current row,(ii) two guessed shadingsS andS ′ associated with
the rowsy andy+1, and(iii) the characteristic functions of the shadings ofy andy+1. Since all this
information needs only an exponential amount of space, the complexity of the satisfiability problem for
ABBL is in EXPSPACE. The procedure for the infinite case is depicted in Figure 4. For the sake of
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brevity, given a shadingS we denote withFπS the unique element ofS such thatReqB(F
π
S) = ∅. Note that

for every rowy with shadingS, the type of the unit interval[y−1,y] is exactlyFπS , while the typeF of all
other intervals in the row must contain the formula〈B〉⊤, and thus it cannot be the case thatReqB(F) = ∅.
Given a functioncS : S→ {0, ...,8|ϕ|+14} such thatcS(FπS) 6 1, we denote withS (extended shading)
the pair〈S,cS〉; thus, in the code we useS to denote a shading, andS to denote an extended-shading.
Moreover we have to introduce the following stronger version of the relation B−→ :

F B7−→G iff






ReqB(F) = Obs(G) ∪ ReqB(G)

ReqB(G) = Obs(F) ∪ ReqB(F)

ReqL(F) = ReqL(G).

Finally, given two extended shadingsS= 〈S,cS〉 andS ′ = 〈S ′,cS ′〉, we say thatS ′ is asuccessorof
S, and we writeS 7−→S ′, if the following conditions hold:

• for everyF ∈ S ′ with ReqB(F) 6= ∅ there existsG ∈ S with F B7−→G;

• there exists a setR⊆ S ′×S× {1, ...,8|ϕ|+14} such that for every(F,G,n) ∈ R, F B7−→G, for every
F ∈ S ′ we have

∑

(F,G,n)∈R
n = cS ′(F), and for everyG ∈ S we have

∑

(F,G,n)∈R
n = cS(G).

The second condition ensures that all the witnesses of the lower shadingS are correctly transferred in the
upper shadingS ′ according to the functionscS andcS ′ . It is easy to see that, given two rowsy andy+1
with shadingsS andS ′, the two extended shadingsS= 〈S,cy〉 andS ′ = 〈S ′,cy+1〉, (wherecy andcy+1

are the characteristic functions ofy andy+1, respectively) are such thatS 7−→S ′.
The main procedure basically guesses two extended shadingsSpast andSfuture which represent the

rowsy0 andy2 of a compass generator, and then it checks whether a compass generator featuring them
exists. The procedurecheckPast ensures that we can construct the portion of the compass structure
betweeny0 andy1 (see Figure 3). The procedure starts fromy0 and construct this portion incrementally
row by row until it reaches rowy1. The procedure exits successfully when it reaches, withoutexceeding
the given number of steps, a row labelled with the extended shadingSpast and such that all formulas
ψ ∈ ReqL(F

π
Spast

) are ”witnessed” by points with the first coordinate greater than the starting row (i.e.,
points belonging to the red triangle in Figure 3) to guarantee that there exists a past witness set for
y1 that respects conditionG3 of Definition 10. This condition is verified by means of the setSlower
which keeps track of such points. The procedurecheckFinite simply checks if the extended shading
Sfuture is ”reachable” from the extended shadingSpast, and thus it represents the construction of
the finite part of a compass generator (the portion betweeny1 andy2 in Figure 3). Finally the the
procedurecheckFuture ensures that we can construct the portion betweeny2 andN−1 of a compass
generator. This last procedure is similar to the procedurecheckPast, and it checks whether there exists
a portion of a compass structure where both the lowest and thebiggest rows are labelled withSfuture.
To guarantee that a future witness set fory2 exists (conditionG6 of Definition 10), we require that for
everyF ∈ Sfuture and for everyψ ∈ ReqB(F), it is the case thatψ is fulfilled by some successor of
Sfuture. This condition is ensured by means of the setREQF, which keeps track of the formulas in
ReqB(F) that still need to be satisfied. It is worth to notice that all the counters, the extended shadings,
and the shadings using in these procedures can be represented using exponential space with respect to
the length of the input formula. Summing up, we obtain the following tight complexity result.

THEOREM 15. The satisfiability problem forABBL interpreted over strongly complete linear orders is
EXPSPACE-complete.
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let φ be an input formula
letϕ be(φ ∧ [B]⊥) ∨ (〈B〉φ) ∨ (〈B〉〈A〉φ)

letM= (2|ϕ|+1)28|ϕ|
·216|ϕ|2+8|ϕ|

main




F0← any atomF with ReqB(F0) = ∅ andϕ∈ S;
Spast← any extended shadingS with F0∈ S;
Sfuture← any extended shadingS;
if (checkPast(Spast,F0)∧checkFinite(Spast,Sfuture)∧
checkFuture(Sfuture))

then return true
else returnfalse

proc CHECK F INITE
(

Spast,Sfuture
)






S← Spast;
while i6M




S ′← any shading withS 7−→S ′;
if (S ′ = Sfuture)

then return true
S← S ′;
i← i+1;

return false

proc CHECK PAST
(

Spast,F0
)






Slower← {F0}

REQ←ReqL(F0)

i← 0;
S← Spast;
while i6M





REQ← REQ\
⋃

F∈Slower

Obs(F);

S ′← any extended shading withS 7−→S ′;
if (S ′ = Spast∧REQ= ∅)

then return true
let f :Slower→ S ′ be an injective function

s.t. f(F) B7−→F for all F∈ Slower;
S ′lower← Img(f)∪ {Fπ

S′};
Slower← S

′
lower;

S← S ′;
i← i+1;

return false

proc CHECK FUTURE(Sfuture)




for all F∈ Sfuture{
REQF←ReqB(F);
Fabove← F;
S← Sfuture;
while i6M




S ′← any shading withS 7−→S ′;
for all F∈ Sfuture




F ′above← any atomF∈ S ′ s.t.F B7−→Fabove;
Fabove← F

′
above;

REQF← REQF \Obs(Fabove);
S← S ′;
if (S= Sfuture∧∀F∈ Sfuture(REQF = ∅))

then return true
i← i+1;

return false

Figure 4: the procedure for checking the satisfiability ofφ over the integers.

5 Conclusions

We considered an interval temporal logic (ABBL) with four modalities, corresponding, respectively, to
Allen’s interval relationsafter, begins, begun-by, andbefore, and interpreted in the class of all strongly
discrete linearly ordered sets, which includes, among others, all frames built overN, Z, and finite orders.
We showed that this logic is decidable in EXPSPACE, and complete for this class. The importance of
this result relies on the fact that, for the considered interpretations, this logic is maximal with respect to
decidability. Moreover, these results represent a non-trivial contribution towards the complete classifica-
tion of all fragments of Halpern and Shoham’s modal logic of intervals. We plan to complete the study of
this particular language when it is interpreted over other classes of orders, such as the class of all dense
linearly ordered sets, or the class of all linear orders, andto refine these results to include point-intervals,
too.
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