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1. INTRODUCTION 

1.1 Biological rhythms 

1.1.1 Origin and evolution 

Earth’s revolution and rotation lead to periodic environmental changes giving rise to many 

geophysical cycles, including daily (24 hours), seasonal (365 days), lunar (29.5 days) and 

tidal (12.8 hours) cycles (Ciarleglio et al., 2008; Foster and Roenneberg, 2008; Mongrain 

and Cermakian, 2009). These environmental modifications led to quantitative and 

qualitative oscillations in metabolic, behavioural and physiological functions. Organisms 

anticipate upcoming daily changes to have the maximum benefit from limited natural 

resources. For instance, during the daylight many plants release oxygen as a 

photosynthesis product and birds of prey hunt. Conversely, in darkness conditions, 

cyanobacteria begin nitrogen fixation, nocturnal rodents start to forage and filamentous 

fungi begin their daily production of spores (Burh and Takahashi, 2013). However, the 

changes in the physical environment are not the only factors determining daily changes in 

behaviour and physiology. There is, indeed, a timekeeping system within the organisms, 

named the “biological clock”. The examination of these periodic (cyclic) phenomena in living 

organisms and the study of mechanisms underlying the biological timekeeper system 

constitute the basic features of chronobiology (Frederick, 2015). In its broadest sense, it 

encompasses all the research areas on biological timing, ranging from the high-frequency 

cycles that characterize hormone secretion, to annual ones involved in the reproductive 

cycle in same species. Among them, rhythms with a period of about 24 hours, which give 

rise to daily cycles, are controlled by the so-called circadian clock (Mongrain and 

Cermakian, 2009). 

The term “circadian” is derived from the Latin words “circa diem”, meaning “about a day” 

(Bollinger and Schibler, 2014). In synchrony with the light-dark cycle, plankton travel up and 

down the water column, plants open and close their blossoms, and animals sleep and rest 

(Roenneberg and Merrow, 2005). From cyanobacteria to humans, a circadian system 

restricting behaviour to specific intervals in the solar day is present. The circadian clock has 

been found to be ubiquitous, and almost every cell in the body in a broad array of biological 

processes and organisms contains a circadian clock, with similar properties and even 

similar phase-response curve to light (Vitaterna et al., 2001; Mohawa et al., 2012). Its 

conservation across many diverse biological taxa, plants as well as animals, testifies to the 

importance of the system, which allow organisms to maximize energy efficiency while 

minimizing environmental risks variant within distinct niche-specific ranges over the solar 

cycle (Bedont and Blackshaw, 2015). 
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The first indication that daily rhythms were endogenously programmed, and not just a 

passive consequence to natural light or temperature cycles, date back the 18th century when 

the French astronomer Jean Jacques d’Ortous de Mairan reported daily leaf movements of 

the Mimosa pudica (Angiospermae, Fabaceae). He put a plant having a cycle of opening 

and closing its leaves every twenty-four hourssynchronized with the sunlight, into a dark 

closet. He observed the opening and closing of the leaves continued on a 24 hours’ 

schedules, as if the light of the sun were present (De Mairan, 1729) demonstrating the 

independence of the biological rhythms to the natural light-dark cycle in living organisms. In 

this way he illustrated one of the most important features of circadian rhythms: the self-

sustained nature (Vitaterna et al., 2001). More recently, this characteristic has been 

demonstrated also by Ko and coworkers (Ko et al., 2010), who have found that there is a 

network capable of generating oscillations in the circadian domain in the complete absence 

of cell autonomous oscillatory potential (Mohawk et al., 2012). The intrinsic oscillation of the 

circadian pacemaker when it is not influenced by environmental time cues, such as light 

and temperature, give rise to the so-called “free-running” (Sack et al., 2000). 

In almost all living organism, the circadian clock drives cycles of behaviour and physiology 

with a period of approximately, but not exactly, 24 hours (Saini et al., 2015). For example, 

in humans and mice the average free-running period length (τ) of the circadian clock is 

about 24.3 hours and 23.7 hours, respectively (Saini et al., 2015). Although investigations 

in constant conditions are important to understand mechanisms that generate the self-

sustained oscillation, understanding of how biological clocks function under entrained 

conditions is the key for understanding their full biological significance (Roenneberg et al., 

2005). As Pittendrigh (1960) demonstrated, the deviation from a 24-hour cycle actually 

provides a means for the internal timekeeping system to be continuously aligned by and 

aligned to the environment. Indeed, similar to physical oscillators, the circadian system 

actively synchronizes the temporal sequence of biological functions with the environmental 

cycles through signals called “Zeitgebers” (literally, “time giver” in German). Although the 

light-dark cycle clearly is the major Zeitgeber for all organisms, other factors, such as social 

interactions, availability of resources, activity or exercise, and even temperature, can also 

modulate the circadian cycle. This continuous adjustment, named entrainment, results in 

greater precision in controlling the timing, or phase, of the expressed rhythms. Accordingly, 

if a shift in external cues occurs (i.e. following travel across time zones), circadian rhythm 

is regularly adjusted, with a process known as phase shift (Sack et al., 2000). As an 

example, twice a year we get a reminder of the importance of our internal circadian 

biological clocks. Daylight savings: in October we fall back just an hour, and yet we wake 

up an hour early on Monday anyway and think meals are late-but only for a day, until our 

clocks are reset (Dunlap, 1999). The oscillatory behaviour of the system ensures that 
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entrainment is not passive or driven and therefore allows for great plasticity and adaptive 

potential (Roenneberg et al., 2003b). Initially, it was unclear whether entrainment was 

achieved by modulating the rate of cycling (i.e., whether the cycle was shortened or 

lengthened until it was aligned to the new cues and then reverted to its original length) or 

whether entrainment was achieved by discrete resetting events. In 1960 Pittendrigh 

discovered that the organism’s response to light (i.e., whether a cycle advances, is delayed, 

or remains unchanged) differs depending on the phase in the cycle at which it is presented. 

Thus, exposure to light during the early part of the individual’s “normal” dark period generally 

results in a phase delay, whereas exposure to light during the late part of the individual’s 

normal dark period generally results in a phase advance (Figure 1).  

The characteristics of entrainment by light (e.g., its phase relationship to the zeitgebers) 

depend on the fact that light shifts the circadian phase by different amounts and in different 

directions depending on when the circadian clock is exposed to light. Using single light 

exposures in otherwise constant conditions, so-called phase response curves (PRCs; 

Figure 2) can be established that indicate for each circadian time how much the clock is 

advanced (by definition, a positive value) or delayed (by definition, a negative value) 

(Roenneberg et al., 2003a). That is, such curves can predict the manner in which an 

organism will entrain not only to shifts in the light-dark cycles but also to unusual light cycles, 

such as non-24-hour cycles or different light:dark ratios. Depending on intensity and 

duration of the light signal, circadian systems respond more or less strongly, leading to 

steeper or flatter PRCs. 

The phase of entrainment depends on how much and in what direction the free-running 

period deviates from 24 h, that is, how much the daily light signal has to advance or delay 

the clock. Thus, the phase of entrainment depends both on the strength of the Zeitgeber 

Figure 1: The effects of a rhythm-
resetting signal in animals other-wise 
kept in continuous darkness. 

Exposure to light (downward arrow) can 

shift the rhythm either back (upper panel) or 

ahead (lower panel), depending on when 

during the cycle the signal is presented. 

(A) In the case of a phase delay, the peak 

levels are reached later than they would be 

had the rhythm not been shifted. (B) In the 

case of a phase advance, the peak levels 

are reached earlier than they would be had 

the rhythm not been shifted. The black line 

shows how cycling would appear if the 

rhythm remained unchanged. (Vitaterna et 

al., 2001) 

A 

B 
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and on the individual’s free-running period. The existence of a phase-response curve also 

implies that entrainment is achieved by discrete resetting events rather than changes in the 

rate of cycling (Vitaterna et al., 2001). 

One of the hallmarks of circadian rhythms in all organisms, from cyanobacteria to 

mammals, is that they are temperature compensated — daily rhythms remain constant as 

temperature increases or decreases across a physiologically viable range (Pittendrigh, 

1993). Thus, a change in temperature can affect the phase of a cycle without substantially 

altering the rate of cycling. This means that the cycle may start at an earlier or later-than-

normal time but still have the same length (Vitaterna et al., 2001). This allows the circadian 

clock to provide an accurate measure of the passage of time regardless of ambient 

temperature. This does not, however, mean that the clock is insensitive to temperature 

since oscillator period length does alter, but not at the same rate as would be expected by 

most biochemical reactions (Edwards et al., 2005). It represents a buffer against 

inappropriate signals and, finally, this riddle has provided a clue to the nature of the internal 

clock— that is, the fact that circadian rhythms have a genetic basis. Such a program of gene 

expression would be more resistant to temperature alteration than, for example, a simple 

biochemical reaction (Vitaterna et al., 2001). Mammals do, however, experience circadian 

rhythms in core body temperature with a fluctuation of 1–4°C that are regulated by the SCN 

(Lowrey and Takahashi, 2011). This clock property can be expressed quantitatively as the 

Q10, or temperature coefficient— the change in the rate of a biological rhythm or biochemical 

reaction as a result of increasing the ambient temperature by 10°C. The Q10 for most 

biochemical reactions is 2 to 3, yet circadian rhythms usually have a Q10 between 0.8–1.2 

(Sweeney and Hastings, 1960). 

 

 

 

Figure 2: Changes in circadian rhythm in 

response to changes in light exposure. 

Phase-dependent resetting responses 

to light. Virtually all species show similar 

resetting mechanisms, which can be 

expressed as a phase-response curve. 

Exposure to light during the early part of the 

animal’s night causes a phase delay, 

whereas exposure to light in the latter part 

of the animal’s night causes a phase 

advance. Light exposure during the 

animal’s usual daytime period produces 

little or no phase shift. (Vitaterna et al., 

2001) 
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1.1.2 Molecular architecture of the circadian clock 

At the molecular level, the circadian 

clock involves interlocked positive and 

negative transcriptional/translational 

feedback loops between clock genes and 

their protein products, together with a 

multi-level post-translational regulation of 

key clock components (Mohawk et al., 

2012). 

The simplest version of the hypothesis 

describes an auto-regulating negative 

feedback loop based on transcription and 

translation: a clock gene is transcribed, its RNA is translated into protein, the protein enters 

the nucleus, eventually inhibiting its own transcription until degradation of both RNA and 

protein relieves the inhibition and the cycle restarts (Figure 3). Over the years, this basic 

model has rapidly evolved with the discovery of other clock components in flies, as well as 

in fungi, plants, cyanobacteria and many representatives throughout the animal kingdom. 

Clock-gene families that were created by gene duplications were found in animals and 

plants. New mechanisms (for example, positive feedback loops) and additional, coupled 

feedback loops (for example, see Young and Kay, 2001) were postulated (Roenneberg and 

Merrow, 2005). 

Concisely, ribonucleic acid (RNA) molecules undergo post-transcriptional processing in the 

nucleus. The messenger RNAs (mRNA) are exported to the cytoplasm where ribosomal 

translation forms proteins. Their stability is affected by kinase-mediated protein 

phosphorylation that takes place in the cytoplasm. After a time delay, sufficient protein 

molecules accumulate in the cytoplasm and form heterodimers that are imported into the 

nucleus, where they regulate gene expression through closure of positive and negative 

feedback loops (Voinescu, 2009). More precisely, among the two interconnected feedback 

loops in clock genes expression, the positive is characterized by a heterodimeric 

transcriptional complex driving the expression of genes which negatively feedback to inhibit 

their own transcription (Figure 4). This auto-regulated feedback loop, located at the 

intracellular level, takes ~24 hours to complete a cycle (Sato et al., 2006). 

However, new insights have come from work on mammals, specifically from studying the 

daily activity profiles of clock mutant mice; from more detailed recordings of clock gene 

expression under different experimental conditions and in different tissues; and from the 

discovery and analysis of a growing number of additional clock genes. These new results 

Figure 3: General principle of the 
transcriptional auto-regulatory feedback-loop. 

This principle underlies the clock mechanism in 

organisms that have a circadian clock. (Albrecht 

and Ripperger, 2008) 
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are moving the model paradigm away from a simple negative feedback loop to a molecular 

network (Roenneberg and Merrow, 2003). 

The molecular basis of the circadian clock has firstly been clarified in D. melanogaster, 

and the discovered basic feedback regulation of the circadian clock is highly conserved 

among insects (Numata et al., 2015). The clock involves at least three interlocked 

transcriptional and translational feedback loops, the major of which consist of four core clock 

genes: Period (Per), Timless (Tim), Clock (Clk), and Cycle (cyc). In this loop, Clk and Cyc 

proteins, CLK and CYC respectively, form a heterodimer in order to activate transcription of 

Per, Tim, and clock-controlled genes. Therefore, they are referred to as positive elements. 

On the other hand, the products of Per and Tim proteins also form a heterodimer and 

function as negative elements by suppressing the activity of CLK/ CYC. 

The change in the level of expression of core clock genes and their proteins occurs with a 

period of approximately 24 hours, generating circadian rhythms id daily events (Figure 5; 

Numata et al., 2015). 

Figure 5: Molecular mechanisms of the circadian clock of insect. (Numata et al., 2015) 

Figure 4: Clock mechanism in 

mammals. The two loops (blue 

lines and orange lines) 

converging on the transcriptional 

activators Bmal1 and 

Clock/Npas2. Besides 

transcription, nuclear import of 

clock factors and 

posttranslational modification of 

these factors (such as 

phosphorylation, circled P in 

diagram) seem to play an 

important role in the regulation of 

the feedback-loop. (Albretch and 

Ripperger, 2008) 
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In mammals, as shown in Figure 6, the positive loop consists of the cytoplasmic protein 

BMAL1 (Brain and muscle Arnt-like protein-1) that heterodimerizes with the basic HLH-PAS 

proteins CLOCK (Circadian Locomotor Output Cycles Kaput) or its paralogue NPAS2 

(Neuronal PAS domain protein 2) and, the heterodimer binds the E-boxes (5’-CACGTG-3’), 

and E’-boxes (5’-CACGTT-3’) elements in the promoters of target genes, namely the core 

clock gene families Period (Per1, Per2, and Per3) and Cryptochrome (Cry1 and Cry2) 

(Lowrey and Takahashi, 2011). The members of the negative limb, in particular the PERs, 

act as the state variable in the mechanism (Edery et al. 1994). Briefly, this means that the 

levels of these proteins determine the phase of the clock (Buhr and Takahashi, 2013). The 

resulting PER and CRY proteins dimerize and translocate back to the nucleus. Here, they 

repress their own transcription by inhibiting the activity of the CLOCK:BMAL1 complexes 

(Figure 6) giving rise to the negative loop and allowing the cycle to repeat from a level of 

low transcriptional activity. 

The chromatin remodelling necessary for this cyclic transcriptional activity is realized 

through a combination of clock-specific and ubiquitous histone modifying proteins and can 

be observed in the rhythmic acetylation/deacetylation of histones (H3 and H4) at multiple 

clock target genes (Sahar and Sassone-Corsi 2013). The histone acetyl transferase (HAT) 

domain located on the CLOCK protein is necessary for the rescue of rhythms in Clock-

mutant fibroblasts (Doi et al. 2006). The CLOCK/BMAL1 complex also recruits the 

methyltransferase MLL1 to cyclically methylated histone H3 and HDAC inhibitor JARID1a 

to further facilitate transcriptional activation (DiTacchio et al. 2011). Deacetylation takes 

place, in part, due to recruitment by PER1 of the SIN3- HDAC (SIN3-histone deacetylase) 

Figure 6: Schematic of the molecular clock of mammals. 

h 
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complex to CLOCK/BMAL1-bound DNA (Duong et al. 2011). Interestingly, the rhythmic 

deacetylation of histone H3 at the promoters of circadian genes is regulated by the 

deacetylase SIRT1, which is sensitive to NAD+ levels (Nakahata et al. 2008). This is 

remarkable considering that the NAD+ to NADH ratio has been shown to regulate CLOCK/ 

BMAL1’s ability to bind DNA in vitro (Rutter et al. 2001). Thus, cellular metabolism may 

prove to play an important role in regulating the transcriptional state, and therefore the 

phase, of the clock (Marcheva et al. 2013). Degradation of the negative limb proteins PER 

and CRY is required to terminate the repression phase and restart a new cycle of 

transcription. Therefore, the stability/degradation rate of the PER and CRY proteins is a key 

element to setting the period of the clock.  

Moreover, the CLOCK/BMAL1 dimers also initiate the transcription of a second feedback 

loop which acts in coordination with the loop described above. This involves the E-box-

mediated transcription of the orphan nuclear-receptor genes Rev-Erbα/β and RORα/β (Buhr 

and Takahashi, 2013). Their gene products compete to binding ROREs elements (retinoic 

acid-related orphan receptor response elements) present within the Bmal1 promoter, in 

order to regulate Bmal1 expression (Lowrey and Takahashi, 2004). More precisely, ROR 

proteins initiate Bmal1 transcription and REV-ERB proteins inhibit it (Buhr and Takahashi, 

2013). Consequently, the circadian oscillation of Bmal1 is both positively and negatively 

regulated by RORs and REV-ERBs. Casein kinase 1 epsilon and Casein kinase 1 delta 

(CK1ε and CK1δ) are critical factors that regulate the core circadian protein turnover in 

mammals.  

Post-translational modifications of the core clock components play a crucial role in 

generating the delay necessary to establish the ~24 hours rhythms of the mammalian 

circadian clock (Lowrey et al., 2011). Among them, phosphorylation of clock proteins was 

the first process observed in the mammalian molecular clock. This modification, mediated 

by Casein kinase 1δ/ε, regulates PER subcellular localization and its ability to repress 

CLOCK/BMAL1-mediated transcription. For instance, polymorphisms in CK1ε and CK1δ 

are related to an alteration of the length of the circadian period in both mice and humans 

(Xu et al., 2005; Lee et al., 2009). Furthermore, phosphorylation promotes its ubiquitin-

degradation (Ohsaki et al., 2008), one of the major pathway for protein degradation in cell. 

The system requires the attachment of multiple ubiquitin molecules to lysine residues on 

the target protein. The resulting polyubiquinated proteins are directed to the proteasome 

(26S) to been degraded in small peptides (Nandi et al., 2006). Another extensive post-

translational modification that BMAL1 protein undergone is the sumoylation, a process that 

covalently attach small ubiquitin-like modifier (SUMO) proteins at lysine residues of target 

proteins to modify their function (Wilkinson and Henley, 2010). Sumoylation has been 
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shown to affect nuclear/cytosolic localization of proteins, progression through the cell cycle, 

protein stability, and transcriptional regulation (Gareau and Lima, 2010). Furthermore, this 

modification localizes BMAL1 to the promyelocytic leukemia nuclear body, potentiates 

CLOCK/BMAL1 transactivation of clock-controlled genes, and promotes BMAL1 ubiquitin-

dependent proteasomal degradation (Lee et al., 2008).  

The circadian clock consists also of an additional group of genes, and their proteins, not 

directly involved in the core clock mechanism, but linked with it. Among these, there are 

both clock-controlled (CCG) and clock-related (CRG) genes. An example is the mammalian 

TIM (TIMLESS) protein that, instead, are at the heart of molecular pathways important for 

chromosome integrity, efficient cell growth and/or development. It interacts with the core 

clock complex CRY:PER, but its functional link to the circadian clock is still under debate 

(Engelen et al., 2013). At the suprachiasmatic level, there are two important helix-loop-helix 

transcription factors: DEC1 and DEC2. Both of them suppress CLOCK:BMAL1-induced 

activation of Per gene (Honma et al., 2002). In addition, AANAT (arylalkylamine N-

acetyltransferase) protein acts as the penultimate enzyme in the synthesis of melatonin. 

This is an endocrine hormone, secreted by pineal gland and, in animals, synchronizes 

several biological functions to the circadian rhythms. In Humans, it is important for 

regulating the sleep-wake cycle (Ciarleglio et al., 2008) and the onset of melatonin secretion 

under dim light conditions (DLMO) is the single most accurate marker for assessing the 

circadian pacemaker (Pandi-Perumal et al., 2007). Among all the clock components, some 

are expressed rhythmically, including the negative feedback loops and some activators, 

while other are expressed constitutively, such as the kinases and other activators 

(Roenneberg and Merrow, 2005).  

 

 

1.1.3 Central and peripheral oscillators 

The study of mechanisms underlying the biological timekeeper system began roughly 50 

years ago and ranks Colin Pittendrigh and Jürgen Aschoff as firsts to investigate 

experimentally the circadian clocks in fruit fly and humans, respectively (Vitaterna et al., 

2001). In one of Aschoff early studies (Aschoff, 1960), human subjects lived in a converted 

former bomb shelter underground without time cues or direct social interactions and could 

select their own sleep-wake schedules. The subjects exhibited an approximately 25-h rest-

activity cycle as well as circadian oscillations of other physiological variables, suggesting 

the presence of an endogenous circadian clock. However, the mechanism for this 

endogenous clock remained largely unclear until so years later when a culmination of data 

from animal studies suggested a transcriptional-transitional feedback loop with a circadian 

period length (Hastings et al., 2008). 

http://en.wikipedia.org/wiki/Circadian_rhythm
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Although in the 1960s and 1970s there were debates on whether biological rhythms have 

an endogenous nature (Brown et al., 1970), currently the existence of internal clocks that 

control the circadian system on a cellular level is undisputed (Bedont and Blackshaw, 2015; 

Numata et al, 2015). 

Many experiments have been done, both with animal and with plants model organisms, in 

order to better understanding the molecular bases of the circadian clock. In particular, 

pioneering work on Drosophila melanogaster has provided a basis for understanding how 

the temporal sequence of daily events is controlled in mammals. This has been possible 

thank to the fact that the underlying principle and the hierarchical structure of the circadian 

system have been highly maintained during evolution (Figure 7). In fact, in all circadian 

systems identified to date, regardless of phylogenetic origin, three major components are 

present: 1) a light input pathway to a self-sustained master circadian pacemaker, 2) the 

circadian pacemaker itself, and 3) and output pathways by which the circadian pacemaker 

regulates overt rhythms in biochemistry, physiology, and behaviour throughout the 

organism (Lowrey et al., 2004) 

Indeed, different centres that control circadian physiology have been localised in the 

nervous system of many animals, from cockroaches to mammals. To cite some instances, 

in Lepidoptera and Diptera the central clock is localised in the mid- brain whereas in 

mammals the centre acting as the master pacemaker for the generation of circadian 

behavioural rhythms is the suprachiasmatic nucleus (SCN) of the hypothalamus (Mohawk 

et al., 2012; Numata et al., 2015). 

The SCN is a paired neuronal structure located in the anteroventral hypothalamus, on 

either side of the third ventricle, just above the optic chiasm. In the rat and humans, the 

Figure 7: Example of a conserved mechanism underlying sleep  

In both Drosophila and mammals, an arousal promoting peptide (PDF and Hypocretin, respectively) 

is secreted by cells within, or in the vicinity of, the central clock network. 

In mammals, Hypocretin-producing neurons in the lateral hypothalamus receive circadian inputs 

from the central clock in the suprachiasmatic nucleus (SCN) via the Dorsomedial Hypothalamus 

(DMH). They are inhibited by GABAergic inputs from the ventrolateral preoptic (VLPO) area. 

In Drosophila, the large ventral lateral neurons (lLNvs) are part of the clock network although they 

are not required for free-running circadian rhythms. Instead they mediate light-driven arousal, at 

least in part through the release of PDF. As in mammals, GABAergic inputs to these neurons 

promote sleep (Sehgal and Mingot, 2012) 
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suprachiasmatic nucleus contains of ~20,000 and ~200,000 neurons respectively (Bollinger 

and Schibler, 2014). These neurones are communicating with each other by synaptic and 

paracrine mechanisms or gap junctions, so as to maintain phase coherence between their 

clocks. Ca2+ and cyclic adenosine monophosphate (cAMP) signalling (O'Neill and Reddy, 

2012) as well as signalling by vasointestinal peptide (VIP) through the VPAC2 receptor 

(Harmar, 2003) are well-established paracrine mechanisms through which SCN cells couple 

their oscillators and keep them in synchrony (Bollinger and Schibler, 2014). In each 

unilateral SCN neurons are divided in two anatomic subdivisions: a ventral “core” region 

which abuts the optic chiasm and receives retinal input, and a dorsal “shell” region which 

partially envelops and receives input from the core (Welsh et al., 2010). The SCN receives 

direct photic input from the retina through a photoreceptor cell type known as intrinsically 

photoreceptive retinal ganglion cells (ipRGCs) (Do and Yau, 2010). These cells receive the 

non-visual inputs from rods and cones and express the photopigment Opn4 (Melanopsin) 

which renders them intrinsically photosensitive to short wavelength irradiation (Mohawk et 

al., 2012). In humans, this centre resides a couple of centimetres behind the bridge of the 

nose, in a pair of nuclei above the crossing of the optic nerves. Each of these 

suprachiasmatic nuclei (SCN) of the hypothalamus is only about the size of a grain of rice, 

but, through their coupling, they appear to be responsible for organising endogenous daily 

programmes throughout the body (Mohawk et al., 2012). 

To fulfil its central role in controlling circadian rhythms, the mammalian SCN uses a 

complex, interdependent hierarchy of signalling molecules to integrate information form 

assorted afferents and the multiple, robust clocks located in its subdivisions (Mohawk et al., 

2012). In addition to the core transcriptional feedback loop in the SCN, circadian oscillations 

in the expression of clock genes can be observed throughout all the cells of the body 

(virtually, 3-4 x 1013 circadian oscillators; Bollinger and Schibler, 2014) although the phase 

of the rhythms is tissue-specific (Yoo et al., 2004).Hundreds and thousands of genes are 

expressed with a circadian rhythm in various tissue that possess the same functional and 

self-sustained nature as core circadian clocks (Gaspar and Brown, 2015). 

All together, these rhythms make up the Peripheral clocks, which seems to be beneficial 

for anticipating external stimuli and thus contributes to the maintenance of organ 

homeostasis (Figure 8). The cellular circadian oscillators in all cells types share the same 

molecular mechanism (Bollinger and Schibler, 2014). The peripheral oscillators, however, 

differ from the SCN pacemaker in several ways. First, the phase of the peripheral clock 

oscillation is delayed by 3–9 hours relative to the SCN (Zylka et al., 1998). Second, ex vivo 

cultures of peripheral tissues from transgenic rats in which the mouse Per1 promoter drives 

a luciferase reporter gene reveal circadian rhythms in luminescence that damp out after 2–

7 days (Yamazaki et al., 2000).  
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Given the hierarchical architecture of the circadian system, the SCN is believed to 

synchronize peripheral timekeepers through a wide variety of mechanisms, Loss of 

synchronization between the central and peripheral clocks also augments disease 

progression (Takeda and Maemura, 2015). As a result, the circadian clock exerts broad-

ranging control over many biological processes, including many aspects of metabolism such 

as xenobiotic detoxification (Gachon et al., 2006), glucose homeostasis (Lamia et al., 2008; 

Marcheva et al., 2010; So et al., 2009; Turek et al., 2005), and lipogenesis (Gachon et al., 

2011; Le Martelot et al., 2009). 

In insects, peripheral circadian clocks reside in prothoracic glands, testes, Malpighian 

tubules, and epidermal cell (Numata et al., 2015). Experiments with mice and rats revealed 

that feeding cycles are dominant Zeitgebers (timing cues) for the oscillators operative in 

most peripheral organs, including liver, pancreas, kidney, heart, lung and skeletal muscles 

(Stokkan et al., 2001; Figure 8). Thus when feeding cycles are switched from night-time 

feeding – which is normal in nocturnal rodents – to daytime feeding, the phase of circadian 

gene expression in peripheral organs becomes gradually inverted after a week or two. Since 

feeding time has little impact on the phase of the SCN, peripheral oscillators become 

uncoupled from the SCN under these conditions. 

Even mammals’ circadian rhythms are characterized by peripheral oscillators, spread in 

almost all the body tissue and organs. They are synchronized through many ways, including 

metabolites (e.g. nicotinamide adenine dinucleotides), cytokines, neuronal signals from the 

peripheral nervous system and hormones. Among the last category, cortisol in humans and 

corticosterone in rodents can activate the glucocorticoid receptor which binds to 

Figure 8: Schematic organization of the 
Circadian System 

The master clock is located in the SCN (red 

circle) of the brain and synchronizes the other 

central clocks that are related to metabolic and 

reward integration (yellow-blue shaded oval) and 

motor coordination (purple oval) via direct and 

indirect pathways (yellow lines). The SCN and 

the pineal clock (red oval) are sensitive to light 

(orange lines). Hormonal signalling between 

organs is shown: melatonin (brown line); ghrelin 

(dark green); leptin (light green); insulin/glucagon 

(pink, hatched line = insulin only) and adrenaline 

(blue). Metabolic signalling between organs is 

shown: carbohydrates, fatty acids, and amino 

acids (black). Purple: neuronal connections 

between the brain, spinal cord and muscles 

(Albrecht, 2012) 
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glucocorticoid-responsive elements within promoter and enhancer sequences of Per1 and 

Per2 genes. In general, glucocorticoids antagonise nutrient-dependent signals when the 

phase of feeding rhythms is in conflict with the phase of the SCN (Bollinger and Schibler, 

2014). 

Another, perhaps unexpected, zeitgebers for peripheral clocks is the body temperature. 

The rhythmic expression of temperature-dependent genes and its regulation through the 

SCN was firstly discovered from Kornmann and collaborators in a study on the genome-

wide analysis of mRNAs whose cyclic expression in the mouse liver is driven by systemic 

cues rather than local hepatocyte clocks (Kornmann et al., 2007). Peripheral oscillators, 

including fibroblasts, liver, kidney, and lung, are exquisitely sensitive to temperature 

changes. They can be strongly reset by low amplitude temperature pulses that mimic the 

range of circadian variation; indeed, simulated mouse body temperature rhythms oscillating 

smoothly between 35°C and 38°C are sufficient to synchronise circadian oscillators of 

cultured cells (Buhr et al., 2010). Moreover, simulated human body temperature cycles 

fluctuating between 36°C and 37°C are able to synchronise the clocks of at least a fraction 

of cultured cells (Saini et al., 2012).  

Nevertheless, there are specie-specific differences relative to the components of this 

mechanism and the role of each one. Indeed, cryptochrome is a light receptor in plants, but 

it functions as a transcriptional regulator in mammals and serves both functions in D. 

melanogaster (Roenneberg and Merrow, 2005). 

 

 

1.1.4 Circadian phenotypes: the chronotypes 

It was at the beginning of the 20th century when the botanist Wilhelm Johannsen proposed 

two new words, “genotype” and “phenotype” (Groth and Weiss, 2006). Respectively, these 

terms refer to the genetic constitution of an individual and to his/her visible aspect, as 

descriptors of the process of inheritance (genome), and to the process of development 

(phenome) including the physical or biochemical expressions of the genotype, as previously 

hypothesized by Mendel in the 19th century. When referred to the circadian clock, the 

external expression of the genotype is defined “chronotypes”. 

The chronotypes (also referred to as circadian type, diurnal preference or diurnal variation) 

represents the tendency of each individual to be active early or late in the day (Saini et al., 

2015). Human circadian conditions are classified according to the altered phase alignment 

between the internal clock and the external day-night cycle (Zhang et al., 2011). This phase 

of entrainment, is affected by both an individual’s free-running period and the duration of 

Zeitgebers themselves. As an example, the duration of light per day, called photoperiod, 

can drastically change with seasons; but also the amount of exposure to daily light changes 
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between farmer and office workers (Roenneberg and Merrow, 2005). Chronotype is 

heritable, as estimated by twin and family studies (12-42%), but its genetic basis has not 

yet been well defined (Lane et al., 2016). 

Chronotypes have been assessed mainly by questionnaires, among them the Horne-

Östberg (Horne and Östberg, 1976) and the Munich Chronotypes (Figure 9; Roenneberg et 

al., 2003a), designed to associate individuals to tendencies that were termed “morningness” 

or “eveningness”, on the basis of a score. The value of Horne-Östberg questionnaire tests, 

for examples, range between 16-30, defined as “night type”, and 70-86, defined as “morning 

type” (Toh et al., 2001). The questions used are mostly subjective, relating sleep and activity 

times to a personal “feeling best rhythm” (Horne and Östberg, 1976) or to the habits of 

others (e.g., “I get up later than most people”) (Smith et al., 2002); in same cases the 

subjects are asked how they would behave under hypothetical situations (e.g., 

“Approximately what time would you get up if you were entirely free to plan your day?”) 

(Terman and White, 2001). Chronotypes identified by the Home-Östberg questionnaire 

correlate with body temperature rhythms (Home and Östberg, 1976) and circadian period 

(Duffy et al., 2001) in selected, but not all, populations. 

The circadian organization of the sleep/wake cycles and physiology appears during the 

first several months of life and it change during the lifetime. The childhood is characterized 

by earliness, late shifting to lateness, reaching its maximum around the age of 20. After 

that, there is a gradual return to early preferences. However, until around the age of 50, 

there are sex differences with women exhibiting generally earlier chronotypes than men 

(Saini et al., 2015). More recently, Hu and co-workers (Hu et al., 2016) results showed the 

prevalence in morning type is about one third in under 30-years-old individuals compared 

to over 60-years-old (24% and 63%, respectively). Although humans are by nature diurnal, 

there is a wide spectrum of sleep–wake time preferences in the general population, giving 

rise to three major circadian types: morning, intermediate and evening (Figure 10). All of 

them present differences in behaviour, physiology and personality (Voinescu, 2009). About 

40% of the adult population is classified in one of the two extreme groups, while 60% is 

characterized by an intermediated chronotype (Adan et al., 2009). 

The so-called “Morning type” (Figure 10 B), or “lark”, wakes up spontaneously early in the 

morning, is more active in the first part of the day and tends to go to bed early in the evening. 

From a physiological point of view, the Morning type shows a steeper rise in body 

temperature and reaches her/his peak approximately 1 to 3 hours earlier than evening types 

(Bailey and Heitkemper, 2001). Circadian type appear to be strongly associated with the 

melatonin acrophase, with morning types having a more rapid decline in melatonin levels 

after the peak than evening types (Gibertini et al., 1999).  
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Figure 9: The complete MCTQ questionnaire. (Roenneberg et al. 2003a) 
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As previously mentioned, there are also personality differences among chronotypes, with 

larks appearing conscientious, trustworthy and emotionally stable, (Mecacci and 

Rocchetti,1998). Cognitive performance might also be under the influence of chronotypes, 

and the morning types coped better with early school start times and performed better 

(Roberts and Kyllonen, 1999). Lastly, Fabbri and collaborators (2007) reported an 

involvement of the early circadian type with the “left-thinking”, mainly involved in information 

processing logically and sequentially and in dealing with verbal, analytic, temporal, and 

digital materials (Fabbri et al., 2007). A recent study (Hu et al., 2016), focused on self-

reported morning individuals, showing a significant association of this chronotype with 

gender, particularly with female (48.4%, versus 37.7% of morning males). Hu and 

collaborators’ survey also highlighted the lower probability, for morning persons, to have 

insomnia, to sleep soundly, to sleep walk and that they could require more than 8 hours of 

sleep per day (Hu et al., 2016) 

 

On the other hand, the so-called “Evening type” (Figure 10 C), or “owl”, finds it difficult to 

wake up in the morning and tends to be more active in the second part of the day. It starts 

the day at a lower body temperature than morning-type subjects, but the temperature 

increases throughout the day reaching its peak in the late afternoon. Evening chronotypes 

show a delay in their early-morning peak of salivary cortisol and higher cortisol levels in the 

first hour after awakening (Kudielka et al., 2006). Those eliciting patterns of behaviour falling 

in an intermediate area between the two extremes of this continuum are intermediate or 

Figure 10: Schematic representation 
of intermediated (A), morning (B) and 
evening (C) subjects. Each part 
consists of an actogram showing on the 
x-axis the hours of light (white) and of 
darkness (black), and reporting the 
activity along the y-axis. (A) For an 
intermediated chronotype, the highest 
activity is reached at roughly 5 pm, 
while the rest phase occurs during night 
time. In morning type (B)the rhythm of 
activity is advanced by 2-3 hours, 
resulting in an earlier occur of both the 
highest activity moment and sleep 
phase. Contrarily, in evening type (C) all 
the cycle is delayed by 2-3 hours. 

A 

B 

C 
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neither-type individuals (Horne and Ostberg 1976). Eveningness has been associated with 

younger age, being male, having longer sleep duration, but also with being more likely to 

be affected by depression and using psychiatric medications (Lane et al., 2016). From the 

personality point of view, while owls were creative, emotionally unstable and had difficult 

social and familial relations. Despite that, they are reported to be more intelligent (Voinescu, 

2009). Finally, evening chronotypes have been scored higher with the right-

thinking.Explicitly, the right hemisphere is involved in information processing holistically and 

nonlinearly and in dealing with nonverbal, concrete, spatial, analogical, emotional, and 

aesthetic materials (Torrance, 1982 // Fabbri et al., 2007).  

 

 

1.1.5 Polymorphisms associated with particular chronotypes 

All the clock, clock-controlled and clock-related genes are important components of the 

circadian rhythms and mutations at this level could lead to different effect. In this contest, 

many studies focused on identifying links between clock genes’ polymorphisms and their 

consequences for the organisms, including several diseases, mainly through phenotype-

driven mutagenesis screens in animal models, as flies and mice (Buhr and Takahashi, 

2013). The first mammal identified as a spontaneous circadian mutant was the tau-mutant 

hamster which displays a free-running period of 20 h, compared to a wild-type free-running 

period of 24 hours (Ralph and Menaker 1988). This shortened period results from a mutation 

in the enzyme casein kinase 1ε (Lowrey et al. 2000). In other two independent studies a 

chemically induced mutation has been found to be responsible for long-period phenotypes 

in mice was found in the F-box gene Fbxl3 (Godinho et al., 2007). FBXL3 polyubiquitinates 

CRY proteins, thereby targeting them for proteosomal degradation (Busino et al., 2007). 

Interestingly, CRY1 and CRY2 are targeted for ubiquitination by unique phosphorylation 

events and kinases. 

Those experiments, comparing genotypic and phenotypic information, highlighted the 

involvement of some clock genes’ mutations with particular phenotypic alterations. 

Therefore, there is reason to believe that a great number of serious and less serious 

disorders may be related with dysfunctions of the circadian clock. 

Those evidences represented the starting point for similar investigation in our specie 

(Katzenberg et al. 1998; Archer et al. 2003; Ko and Takahashi, 2006; Viola et al., 2007; 

Archer et al., 2008; Langmesse et al. 2008 ; Voinescu et al., 2009; Allebrandt et al., 2010; 

Pedrazzoli et al., 2010; Utge et al. 2010; Fisher et al. 2013). These studies tried to identify 

and clarify links between clock gene’s polymorphisms and human abnormal phenotypes, 

include morningness/eveningness preferences. Human preferences in the timing of sleep 

and wake are, at least partly, based on genetics (Ebisawa et al., 2001; Jones et al., 1999; 
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Katzenberg et al., 1998; Toh et al., 2001) and, as with other genetic traits, circadian 

properties depend on specific alleles of clock, clock-controlled and clock-related genes (for 

review, see Young and Kay, 2001). Differences in circadian rhythms have been associated 

with medically relevant traits such as sleep, obesity and depression (Zisapel, 2001; 

Roenneberg et al, 2012; Germain and Kupfer, 2008). However, in my thesis, I considered 

SNPs that, in light of the present day knowledge, seems to be involved only in circadian 

rhythms and sleep disorders, excluding polymorphisms shown to be associated with 

metabolic syndromes and mood disorders. 

Although genetic analyses have been done over many worldwide populations, considering 

both healthy and affected people, the relation between clock genes’ polymorphisms and 

human sleep diseases are still unclear. Indeed, for some polymorphisms there are no 

concordant evidences for associations genotype at clock genes and circadian phenotypes 

shared between populations around the word (Barbosa et al., 2010). 

The first clock gene polymorphism that was reported to be associated with phenotype in 

humans was a single-nucleotide polymorphism (SNP) in the 3-untranslated region of Clock 

(T3111C). The minor allele (C) was reported to be associated with an increased evening 

preference, in a mostly North American population (Katzenberg et al., 1998). This 

polymorphism was further investigated in other populations. Associations were found also 

in North-Americans (Friedman et al., 2009) and Japanese (Mishima et al., 2005). Negative 

results were reported in British (Robilliard et al. 2002), mixed European (Johansson et al., 

2003), Korean (Lee et al., 2007) and Brazilian (Pedrazzoli et al., 2007) samples. Carpen 

and collaborators (Carpen et al., 2006) reported the first evidence of association between 

a PER1 polymorphism and extreme diurnal preference. A silent polymorphism in exon 18, 

T2434C, conferred a tendency towards extreme morning preference on carriers of the C 

allele (frequency = 0.24) than in subjects with extreme evening preference (frequency = 

0.12). Investigations on a British sample of PER2 gene highlighted a polymorphism in the 

5’-untranslated region (5’-UTR) involved in particular chronotypes. More precisely, the 111G 

allele frequency was significantly higher in subjects with extreme morning preference (0.14) 

than in subjects with extreme evening preference (0.03) (Carpen et al., 2005). Similar 

results have been obtained for another Per2 SNP (A2114G), which A allele associates with 

eveningness in a Japanese population (Matsuo et al., 2007). 

One of the most interesting sequence variants is a variable-number tandem repeat 

(VNTR) polymorphism in the human Per3 gene, in relation to diurnal preference or circadian 

disorders. The SNP encodes 18 amino acids repeating either four times (Per3 - 4 allele) or 

five times (Per3 - 5 allele). In a UK-based population sample, it was found that the shorter 

allele (Per3 - 4 allele) was associated with evening preference and delayed phase sleep 

syndrome, whereas the longer one (Per3 - 5 allele) with morning preference (Archer et al., 
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2003). In contrast to this finding, a study in a Brazilian population found that the frequency 

of the longer allele was higher in patients with delayed phase sleep syndrome, resulting in 

a dependence on age and latitude (Pereira et al., 2005; Jones et al., 2007).  

 

 

1.1.6 Abnormal circadian rhythms: FASPS and DSPS 

From an evolutionary point of view, the circadian clock represents an advantage for 

organisms to anticipate and adapt to environmental changes allowing organisms optimize 

certain behaviours, such as sleep, to occur at designated times. Alteration of the circadian 

system give rise to the so-called “Circadian rhythm sleep disorders” (CRSDs), defined by 

persistent or recurrent disturbed sleep–wake cycles (Hida et al., 2014). CRSDs can be 

categorized according to their postulated underlying mechanisms: 1) the external 

environment and/or social circumstances are altered relative to the endogenous circadian 

clock as during jet lag and shift work disorder; 2) the endogenous circadian clock itself is 

altered, such as irregular sleep wake rhythm, free-running, and disorder sleep-wake state 

dissociation disorders) (Zhu and Zee, 2012). Among the latest subgroup, there are the 

extreme morningness which can result in the (familial) advanced sleep phase syndrome 

(ASPS) and the extreme eveningness resulting in the delayed sleep phase syndrome 

(DSPS) (Allebrandt and Roenneberg, 2009; Hida et al., 2014).  

Owing to the complexity of polygenic interactions, confounding environmental factors, and 

a lack of human relevant experimental models, pioneering work on understanding the 

regulation of circadian rhythm relied on model organisms, namely zebrafish, fruit flies and 

worms. With the advent of high-throughput genotyping technologies, and the identification 

of conserved circadian genes, mounting evidence now supports the role of genetics in 

regulating sleep timing (Sehgal and Mignot, 2011). The major advances include the 

identification of molecules regulating sleep and the realization that sleep disorders are 

extremely common and numerous. Nevertheless, to overcome these difficulties, familial 

approach represents a useful technique in the field of human genetics in order to find 

associations between behaviours and genes. 

In this contest, families with Mendelian sleep traits have been investigated (Chong et al., 

2012). The first recognized human Mendelian circadian rhythm phenotype is the Familial 

Advanced Sleep Phase Syndrome (FASPS), which presents a highly penetrant autosomal 

dominant mode of inheritance in three large Utah families (Jones et al., 1999; Reid et al., 

2013). 

When the Home-Östberg questionnaire, which measures "morning lark" or "night owl" 

tendency, was performed on clinically affected and unaffected family members, individuals 

thought to be phase-advanced did score significantly higher than unaffected relatives. 
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FASPS appeared to be early onset (8 years old), and in affected individuals are 

characterized by a 3-4 hours phase advance in sleep-wake, melatonin and body 

temperature cycles (Figure 11; Jones et al., 1999; Reid et al., 2001; Chong et al., 2012).  

Therefore, in patients affected by Advanced Sleep Phase Syndrome, sleep onset occurs 

at approximately 7:30 p.m., when most people are actively socializing. Sleep duration is 

normal, but is terminated by a spontaneous awakening at approximately 4:30 a.m. just when 

conventional sleepers are at their sleepiest time of the 24-hour cycle (Toh et al., 2001). In 

order to determine the genetic mechanism underlying FASPS, linkage analysis was 

performed for one large family, which mapped the allele to chromosome 2qter (Toh et al., 

2001).  

 

Underlying mutations pointed to defects in phosphorylation of PER2 as the core issue, 

with mutations identified in both PER2 and Casein Kinase 1 genes (CK1δ) (Figure 12). 

Firstly, FASPS has been linked to a mutation in Per2 gene, at a site normally 

phosphorylated by CKIε. The base change at position 2106 (A-G) of the hPER2 cDNA 

results in substitution at the amino acid 662 from serine to glycine, PER2-S662G (Jones et 

al., 1999). 

11: Clinical phase markers for familial advanced sleep phase syndrome (FASPD) 

FASPD-affected individuals (right) exhibit a marked advancement in phase markers of overt 

rhythms related to sleep physiology as compared to the general population (left). Melatonin and 

temperature rhythms are advanced by 4–6 hours, and the free running period has been measured 

as 1 hour shorter than in controls (Sehgal and Mignot, 2012). Clock faces indicate the mean time 

of occurrence for each event, with lighter clock faces indicating morning hours and darker clock 

faces indicating evening hours. Abbreviations: DLMO, dim light melatonin onset. REM, rapid eye 

movement. Temp, temperature (Chong et al., 2012). 
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The serine at position 662 in hPER2 is the first of 5 serines spaced three amino acids 

apart. This ‘SxxSxxSxxSxxS’ motif is highly conserved in mammalian PER proteins (Toh et 

al.,2001). Phosphorylation at the 662 site by kinases triggers the phosphorylation of two 

adjacent serines by CK1δ and CK1ε, which rend the Per2 protein more stable and reduce 

the period of the circadian clock. The derived allele (PER2-S662G) has been shown to 

cause a hypo-phosphorylation of PER2 by the kinase (CKIε) and increased translocation 

from the nucleus to the cytoplasm. These findings correspond well with circadian mutations 

in other organisms. Experimentally, Toh et co-workers (2001) generated transgenic mice 

using a human bacterial artificial chromosome (BAC) which carries the cis-acting genomic 

regulatory elements that can faithfully recapitulate endogenous PER2 expression (Xu et al., 

2007). Mice were carrying both wild-type hPER2 and hPER2-S662G allele. Behaviour 

analysis showed that the S662G transgenic mice exhibited ~2 hours shorter free-running 

period, while, under 12 hours’ light:12 hours dark (12L:12D) conditions, the S662G mice 

showed ~4 hours phase advance of locomotor activity rhythms, which is almost identical to 

that of human FASPS subjects that carry this mutation.  

The second missense mutation that has been shown causing FASPS occurs at a residue 

that is conserved from mammalian CKIs through Drosophila CKI. In particular, it is an A-to-

G change in amino acid 44 in the CK1δ protein (Xu et al., 2005). This leads to a threonine-

to-alanine substitution (CK1δ-T44A) which decreases the enzymatic activity of the kinase 

when tested in vitro. In order to characterize the functional consequences of this mutation, 

Figure 12: Theoretical recordings of activity rhythms corresponding to individuals affected 

by FASPS, DSPS or normal people. Although normal individuals are active from sunrise to 

sunset, individuals affected by FASPS fall asleep several hours before nightfall (indicated by lack 

of activity) and waken before sunrise, whereas individuals with DSPS are active well into the night 

and sleep for hours after sunrise. 
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BAC transgenic mice with a human containing either the hCK1δ wild-type or the hCK1δ-

T44A were created (Xu et al., 2005). Under free-running conditions, behavioural period was 

significantly shorter in the mutant transgenic mice compared to wild-type mice, consistent 

with the phase-advanced phenotype of the human patients that carry this mutation (Zhang 

et al., 2011). Interestingly, expression of hCKIdelta-T44A in Drosophila circadian neurons 

resulted in longer period compared to expression of wild-type hCKIdelta (hCKl δ -WT). This 

suggests that despite the highly conserved nature of individual components of the circadian 

clock in mammals and flies, the interactions of these components as part of the circadian 

regulatory network may be different (Xu et al., 2007). 

Collectively, the model regarding how CKI acts on PER2 to regulate circadian period starts 

with the phosphorylation of S662 by a priming kinase. The CKIε phosphorylates the serine 

residues downstream of S662 on Per2 gene increasing the level of PER2 protein, while 

CKIδ likely phosphorylates some other site(s) that result in degradation of PER2. In the 

case of Per2-S662G mutation, the S662 residue can no longer be phosphorylated by the 

priming kinase, leading to hypo-phosphorylation of the downstream residues by CKI. 

Therefore, the net effect of CKI on PER2 results in reduced PER2 levels and a shorter 

period (Zhang et al., 2011). CK1δ levels exacerbate the effects of PER2-S662G on 

circadian period, as transgenic overexpression of CSNK1D in combination with PER2-

S662G increases Per2 degradation through other putative phosphorylation sites and 

shortens circadian period even more (Chong et al. 2012). These findings correspond well 

with circadian mutations in other organisms. For example, in Drosophila and the Syrian 

hamster, mutations in the CK1ε kinase, lead to deficient phosphorylation of PER and 

changes in circadian period (Sehgal and Mignot, 2011). 

Delay Sleep Phase Syndrome (DSPD) is the most commonly diagnosed CRSD, 

predominantly affecting adolescents, young adults, and insomnia patients (Micic et al., 

2015). Indeed, its estimated prevalence is of 0.17% in the general population and 7–16% 

among adolescents (Zhu and Zee, 2012). Opposite to FASPS, people affected by DSPS 

show a delay of about 4h in their sleep-wake cycle (Kripke et al., 2008). More precisely, 

individuals sleep (03:00 – 06:00 h) and wake (10:00 – 14:00 h) later than desired (Lowrey 

et al., 2004). As a consequence, they may be unable to fall asleep early enough to rest 

adequately before it is time for school or work, or they may be quite unable to report to 

school or work on time. Consequently, DSPD can be a disabling and socially isolating 

condition, unless the patients are able to fit their habits into an accommodating social milieu 

(Kripke et al., 2008). At the molecular level, the pathogenesis of DSPS has been linked, at 

least, to two SNPs (Figure 12). 

The first polymorphism is in the human PER3 gene and induces a Valine-to-Glycine 

change in amino acid 647 (V647G) (Ebisawa et al, 2001). This residue locates in a region 
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similar to the CKIε-binding region of PER1 and PER2, close to the serine residue in PER2 

that is disrupted by the FASPS mutation. Therefore, this polymorphism might alter the CKIε-

dependent phosphorylation of human PER3. A change in the phosphorylation of Per3 may 

change its function thus altering the complex cellular machinery (Dauvilliers et al. 2005). 

The second mutation which is present in the normal population but absent in individuals 

with DSPS is in human CKIε. This variant occurs in amino acid 408, inducing a Serine-to-

Asparagine substitution (S408N), which is significantly less common in DSPS patients than 

in control individuals. The protective function is postulated to arise from an alteration in CKIε 

activity, as it eliminates a putative autophosphorylation site in the autoinhibitory domain of 

the kinase and leads to a more active kinase, at least in vitro (Takano et al., 2004). Finally, 

Archer and co-workers (Archer et al. 2003) highlighted the strong correlation between the 

shorter allele of the length polymorphisms in Per3 (Per3-4) and the DSPS subjects, 75% of 

whom were homozygous (Lowrey et al. 2004).  

 

 

1.2 Elements of population genetics 

1.2.1 The origins of Population Genetics 

Population genetics is a field of biology that studies the genetic composition of biological 

populations, namely the amount and distribution of genetic variation in populations and 

species. Furthermore, it investigates the various factors that give rise to changes in the 

genetic composition of populations, including natural selection.  

Population geneticists pursue their goals by developing abstract mathematical models of 

gene frequency dynamics, trying to extract conclusions from those models about the likely 

patterns of genetic variation in actual populations, and testing the conclusions against 

empirical data. This field came into being in the last century, thanks to the integration of the 

previously incompatible of Darwinian Theory with Mendel’s idea of particulate inheritance 

(Jobling et al., 2004). Therefore, population genetics is intimately bound up with the study 

of evolution and natural selection. 

This discipline could be seen as the main achievement of the works of three scientists 

Fisher R.A., Haldane J.B.S. and Wright S., performed between 1920s and 1930s (Okasha, 

2012). Indeed, each of them developed formal models in order to investigate how natural 

selection, and other evolutionary forces (i.e. mutation), would modify the genetic 

composition of Mendelian populations over time (Okasha, 2012). Among their studies, the 

first significant milestone was Fisher's paper (Fisher, 1918) in which he showed how the 

biometrical and Mendelian research traditions could be unified. Fisher demonstrated that if 

a given continuous trait, e.g. height, was affected by a large number of Mendelian factors, 
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each of which made a small difference to the trait, then the trait would show an 

approximately normal distribution in a population. Since the Darwinian process was widely 

believed to work best on continuously varying traits, showing that the distribution of such 

traits was compatible with Mendelism was an important step towards reconciling Darwin 

with Mendel.  

Patterns of genetic variation within and between species reveal the mechanisms and 

history of evolution. The basic processes of evolution are changes in gene frequency and 

the emergence of new types by evolutionary forces (including mutation and gene 

duplication). More precisely, evolution studies the mechanisms of heredity and of variation 

in allele frequencies, and it concerns with changes in population rather than in individuals. 

Before molecular genetics became established, evolutionary biologists had to make 

inferences based on phenotypic observations. Molecular genetics has provided the means 

of assessing the genetical biochemistry behind outward phenotypic differences. Nowadays 

researchers in this area combine molecular, computational, and mathematical approaches 

to understand how mutation, recombination, gene flow, and natural selection shape the 

evolution of genomes and ecologically important traits. 

Compressively, this discipline describes the behavior of alleles in populations by focusing 

on the forces that can cause allele frequencies to change over time. “Allele frequency 

change over time” is simply a definition of “evolution”. Therefore, population genetics is that 

branch of genetics that is concerned with the evolutionary processes of natural selection, 

genetic drift, mutation, migration, and non-random mating. Population genetic approaches 

can be used to understand the consequences of these processes individually or in 

combination. 

 

 

1.2.2 The genetic variability and HWE 

The collection of all the alleles of all of the genes found within a freely interbreeding 

population is known as the gene pool of the population. Each member of the population 

receives its alleles from other members of the gene pool (its parents) and passes them on 

to other members of the gene pool (its offspring).  

The beginning of the analysis on both allele, so genotypes, frequencies and of the effects 

of the Mendelian scheme on populations of interbreeding individuals date back to the very 

beginning of 20thcentury. In 1902 Yule (1902) pointed out that, if the members of an F2 

population, segregating for a single pair of genes (A and a), interbreed at random, the three 

genotypes (AA, Aa and aa) will be present in the same proportions in the following 

generations. Further independent studies made by G.H. Hardy (an English mathematician; 

Hardy, 1908) and W. Weinberg (a German physician; Weinberg, 1908) led to postulate, in 



Introduction 

25 

 

1908, the simplest and most important principles in population genetics. The Hardy-

Weinberg principle is about the relationship between the allelic and genotypic frequencies 

and, more precisely, it predicts the expected genotype frequencies using the allele 

frequencies in a diploid Mendelian population. 

Given diploid organisms, the two alleles, A and a, at the same locus, respectively with 

frequency p and q, can be combined in order to make three genotypes. These will be 

present in the succeeding generation, accordingly with the following proportions: AA = p2, 

Aa = 2pq, and aa = q2. When the genotype proportions in the succeeding generation is 

maintained, no evolution (defined as change in allele frequencies) is occurring; therefore, 

the population is at Hardy-Weinberg equilibrium. However, in order to preserve the 

proportion through time, the firsts strict valid conditions to be fulfilled are that population 

size is effectively infinite and characterized by random mating. That is, the absence of a 

genotypic correlation between mating partners, i.e. the probability that a given organism 

mates with an AA partner, for example, does not depend on the organism's own genotype, 

and similarly for the probability of mating with a partner of one of the other two types 

(Okasha, 2012). Furthermore, that random mating will lead the genotypes to be in the above 

proportions (so-called Hardy-Weinberg proportions) is a consequence of Mendel's law of 

segregation. To see this, note that random mating is in effect equivalent to offspring being 

formed by randomly picking pairs of gametes from a large gamete pool, which contains all 

the successful gametes of the parent organisms. By the law of segregation, a heterozygote 

(Aa) produces gametes bearing the A and a alleles in equal proportion. Therefore, the 

relative frequencies of the A and B alleles in the gamete pool will be the same as in the 

parental population, namely p and q respectively. Given that the gamete pool is very large, 

when we pick pairs of gametes from the pool at random, we will get the ordered genotypic 

pairs {AA}, {Aa}, {aA}, {aa} in the proportions p2:pq:qp:q2. Disregarding the order, we can 

consider the {Aa} and {aA} pairs as equivalent, giving the Hardy-Weinberg proportions for 

the unordered offspring genotypes (Okasha, 2012). Importantly, whatever the initial 

genotypic proportions are, random mating will automatically produce the offspring in Hardy-

Weinberg equilibrium in just one generation. 

However, for the idealized population to be at HWE, other conditions are required, 

including the absence of four factors that might change allele frequencies: migration into or 

out of the population, random genetic drift, mutation and selection. These are rather 

stringent requirements, and it may be doubted if they are ever fully met; nevertheless, they 

are often approximated closely enough to make the formula useful in analysis of population. 
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1.2.3 Genetic diversity, admixture and population structure 

Human genus originated and evolved in Africa for millions of years. Most evidences 

support the idea of a recent (<150 KYA) origin, in the same region, of modern humans. The 

dispersal of groups of individuals “out of Africa” and, more recently, events of migrations 

(for example due to invasions) brought back into contact previously isolated ancestral 

populations, allowing the exchange of individuals. The common genetic consequence of the 

meeting of populations is known as admixture and has led to the generation of hybrid 

populations (Jobling et al., 2004).  

From a genotypic point of view, when individuals from 

different groups admix, their offspring's DNA becomes a 

mixture of the DNA from each ancestral group. Pieces of 

this DNA are passed along through subsequent 

generations. Consequently, the genomes of admixed 

individuals contain segments of DNA inherited from each of 

the original source groups (Figure 13). Therefore, when we 

analyse the genomes of modern day individuals (who 

descend from this admixed population) we detect not only 

the proportion of admixture established during populations 

first meeting, but the summation of cumulative gene flow 

from when they first met to the present day (Jobling, et al., 

2004).  

Admixed populations are characterized by allele frequencies that are linear combinations 

of the allele frequencies in their parental populations, and since admixture affects all loci 

equally, the same set of admixture proportions are expected to apply to all alleles at all loci 

(Long, 1991).  

Of course, other evolutionary forces, including genetic drift, selection and mutations, have 

also modified the imprint of past admixture in modern populations. In unison, these 

processes shape all the genetic diversity. Biologically, the impact of admixture is reflected 

by a variety of phenotypic effects. In particular, quantitative traits that are genetically 

encoded and well differentiated between populations will be altered in admixed populations. 

Among them, some example are skin colour, hair colour and stature. 

When populations undergo inbreeding, selection or important migration, there is a 

deviation form Hardy-Weinberg proportions, or deviations from panmixia. In these 

conditions, populations can be said to be structured in some way, giving rise to a, more or 

less articulated, population structure. More precisely, it means that, instead of a single, 

simple population, populations are somehow subdivided. The overall "population of 

Figure 13: Scheme describing 

the admixture process 
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populations" is often called a meta-population, while the individual component populations 

are often called subpopulations. 

Several studies (Barbujani et al. 1997; Jorde et al. 2000) postulated that roughly 85 – 90 % 

of neutral genetic variation in the human species is due to differences between individuals 

within populations. The remaining 10%–15% is distributed between groups, and, though 

modest, this variation influences the average differences in physical characteristics, disease 

susceptibility, and treatment outcome among populations (Bamshad et al., 2003).  

To assess the impact of this variation, particularly in comparison with environmental 

factors, inferences are often made about the genetic structure of a sample (e.g., the number 

of subpopulations) and about which individuals are assigned to each subpopulation. This is 

important because it may be better to consider each subpopulation separately in some 

situations (e.g., testing whether there is any difference between groups in the effects of 

natural selection or genetic drift). Thus, a major goal of population genetics is to understand 

the nature and extent of human population structure. 

Inference on genetic ancestry differences among individuals from different populations, 

that is, the population structure, has been motivated by a variety of applications, ranging 

from genetic association studies to personalized medicine, forensics and evolutionary 

study. In the latter contest, indeed, researchers try to learn about the relationship between 

the ancient people and modern populations in order to infer the evolutionary history of 

human beings (Liu and Zhao, 2006). In order to identify past admixture excluding selection 

process as explanation for modern patterns genetic diversity, a focus on noncoding or 

neutral genetic markers is required. Therefore, modern genetic data combined with 

appropriate statistical methods have the potential to contribute substantially to 

understanding our past (Hellenthal et al, 2014). 

This has been possible also thank to the great advancements in array-based genotyping 

technologies, which have largely facilitated the investigation of genetic diversity at 

remarkably high levels of detail. Indeed, in the last decades, technologies such as high-

density genotyping arrays and next generation resequencing have facilitated the production 

of an enormous quantity of data with which to investigate genetic relationships in humans 

and in other organisms (Lawson et al., 2012). Consequently, a variety of methods has been 

proposed for the identification of genetic ancestry differences among individuals in a sample 

using high-density genome-screen data. For this purpose, in my thesis I applied two of the 

most popular approaches to investigate population structure through genetic data: the 

Principal Components Analysis and the estimation of admixture memberships. It is common 

to apply both approaches to the same dataset, in order to provide a useful summary of the 

basic features of the data (Lawson et al., 2012). 
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1.2.4 Mutation generates genetic diversity 

Mutation is the ultimate source of genetic diversity, and it is defined as the change in DNA 

sequence. It includes a large broad of events, with different rates and different molecular 

mechanisms. Among them, there are insertions and deletions of few bases, duplications 

and inversions of mega base segments of DNA, and translocation of chromosomal 

segments. The simplest difference between two homologous DNA sequences is the base 

substitution, in which one base is exchanged with another. It gives rise to the so-called 

single nucleotide polymorphisms (SNP). These represent the molecular marker 

investigated in my thesis. 

 

 

1.2.5 Natural selection 

As humans and other organisms moved to inhabit every part of the world, they were 

exposed to many new and different environments, diets, and pathogens. All these external 

conditions, forced different species to adapt, leading to the great diversity we observe today. 

In population genetics, the ability of an individual to survive and reproduce relative to the 

rest of the population is referred as fitness, and is partly dependent on the environment.  

In 1858, Darwin and Wallace laid the foundation for the species evolution, postulating the 

principle of natural selection, based on the observation that fitness-enhancing traits tend to 

become more frequent in populations over time (Vitti et al., 2013). Accordingly, natural 

selection represents the differential reproduction of genotypes in succeeding generations. 

It can occur at any stage from fertilization to generation of progeny and takes place when 

some genotypic variant in a population enjoy a survival or reproduction advantage over 

other (Okasha, 2012). Consequently, the selective pressure produces individuals with 

different fitness in different environments (Vitti et al., 2013). 

Searching for evidence of adaptation and for specific changes that underling it, Haldane 

(1949) uncovered the first adaptive trait in human. He observed that many diseases of red 

blood cells seemed to be distributed in regions where malaria was endemic. Inferring 

adaptation is no trivial task (Li et al. 2012). However, through evolutionary genetics analysis, 

many adaptive traits have been elucidated. Among them, the armored plates in stickleback 

fish (Jones et al., 2012) and the coat colour in field mice (Mullen et al., 2009).  

Only for a handful of human loci there are convincing evidences, from both genomic 

analyses and in vitro or in vivo studies of functional differences between genotypes, that 

some well-identified environmental factors shaped patterns of variation. Examples include 

skin pigmentation (Parra, 2007), the ability to digest lactose (Bersaglieri et al. 2004), and 

the malaria-related polymorphisms at the Duffy blood group (Hamblin and Di Rienzo 2000) 
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and G6PD (Tishkoff et al. 2001) loci. For many other loci, evidence suggestive of positive 

selection pressures does exist, but the patterns in the data are also consistent with neutral 

evolutionary mechanisms related with demographic history (Harris and Meyer 2006), i.e. 

the processes leading to the anatomically modern humans’ dispersal over the whole planet 

and successive local events. 

In the genomic era, selection refers to any non-random, differential propagation of an allele 

as a consequence of its phenotypic effect. In the past decades, many models have been 

proposed in order to describe how selection could occur. Generally, mutation which 

increase fitness are referred as undergo positive selection. The involved alleles are 

favoured and, therefore, propagated. On the other hand, mutations that reduce the fitness 

of the carrier are subject to negative (or purifying) selection, and acts on disfavoured allele 

(Vitti et al., 2013). In either cases, selection causes a form of “bottleneck” that is limited to 

the selected site and is characterized by a local loss of genetic variation. 

Random mutations are more likely to be deleterious than beneficial, so many novel alleles 

are immediately subject to negative selection and become removed from the gene pool 

before they can achieve detectable frequency within the population. This ongoing removal 

of deleterious mutations is a form of negative selection referred to as background selection. 

In genetic regions under strong background selection, mutations are quickly removed from 

the gene pool, resulting in highly conserved stretches of the genome. 

More subtle configurations of positive and negative selection give rise to other common 

evolutionary trends, particularly (although not exclusively) in diploid and polyploid 

organisms, where the phenotype depends on the interaction of multiple alleles at the same 

locus. Among them, there is balancing selection, in which multiple alleles are maintained at 

an appreciable frequency within the gene pool. If the alleles being maintained conduce to 

opposing phenotypic effects — for example, if large and small body sizes are maintained 

within the population to the exclusion of intermediate sizes — then the trend is often further 

described as diversifying or disruptive selection. By contrast, when intermediate phenotypic 

values are favoured, whether by balancing selection of codominant alleles or by positive 

selection of alleles that underlie intermediate phenotypes, the trend is called stabilizing 

selection (Vitti et al., 2013).  

Importantly, positive selection is considered be the main mechanism of adaptation, namely 

the genesis of phenotypes that are proper for a specific environment. For this reason, in my 

thesis, I focused the attention on the investigation of positive selective pressure within our 

species. Indeed, positive selected variants are thought to be indicative of local adaptation 

that characterized human evolution and history. 
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Local adaptation to divergent environments can lead to deep differences in average 

phenotype between populations of the same species. Such variation offers particularly 

convincing evidence of natural selection when it is correlated with variation in ecological 

factors over multiple independent geographic regions and/or species. Correlations between 

phenotype and natural environment may be reflected at the individual level, where at some 

loci, allele frequencies strongly differentiate populations that live in different ecological 

niche. Such correlations can arise when selection pressures exerted by the environmental 

variable are sufficiently divergent between geographic locations, such that differences in 

allele frequency can be maintained in the face of gene flow.  

The advent of genome-wide data sets, characterized by individuals from many populations 

across a wide geographic range, (e.g. Nordborg et al., 2005; Jakobsson et al., 2008; Li et 

al., 2008; Auton et al., 2009) allows researchers both to obtain a systematic view of the 

processes shaping local adaptation and to gain valuable insights into the genetic and 

ecological basis of adaptation and speciation (Coop et al., 2010). 

In order to investigate evidences of natural selection acting in our species, I applied 

different approaches based on summary statistics which compare empirical data with 

expectations under the null hypothesis of selective neutrality. Neutrality tests are, indeed, 

based on Kimura’s neutral theory (1985), which postulates that the vast majority of genetic 

change is attributable to genetic drift, namely a random fluctuation of allele frequencies in 

a population due to chance in the contribution of each individual to the next generation, 

rather than Darwinian selection.
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2. AIMOF THE THESIS 

As previously described, the main function of biological clocks is to provide temporal 

information to the organism, in order to coordinate physiological and/or behavioral 

responses during the daily cycle so that they can maximize their adaptation. Environmental 

parameters vary dramatically as a function of latitude and locale, creating specific selective 

pressure (Hut et al., 2013). Therefore, biological clocks within wide-ranging species may be 

genetically “tuned” by natural selection to optimize adaptiveness along latitudinal clines or 

other location dependent factors. In wide-ranging species other than humans, natural 

selection has genetically optimized adaptiveness along latitudinal clines (Ciarleglio et al., 

2008). A well-studied example is represented by Drosophila melanogaster, which exhibits 

genetic polymorphisms in circadian clock genes along latitudinal clines (Sawyer et al. 2006; 

Tauber et al. 2007). Homo sapiens is a species that is distributed to practically every 

terrestrial niche on Earth. Therefore, it is likely that peculiar geographic diversity patterns in 

circadian genes might represent an adaptive response to different light/dark cycles or 

environmental changes to which different human populations are exposed (Ciarleglio et al., 

2008). However, results from previous studies of classical markers in clock genes (for 

example, CLOCK-T3111C and PER3-VNTR) are not completely consistent for different 

populations around the world (Archer et al., 2003; Barclay et al., 2011; Chang et al. 2011; 

Katzenberg et al., 1998; Lazar et al. 2012; Osland et al. 2011; Pereira et al., 2005; Robilliard 

et al., 2002). Investigations on novel candidate SNPs in clock genes, in order to achieve a 

deeper understanding of the genetic basis of circadian phenotypes in humans, are 

fundamentals. 

In this contest, the main purposes of my thesis were (1) to assess the nature of the 

evolutionary mechanisms that could have played a role in shaping the patterns of variation 

in circadian clock genes observed in present-day human populations, and (2) to identify 

environmental parameters of relevance to biological clocks.  

To do so, we firstly assembled a large database of DNA polymorphisms located in human 

clock, clock-controlled and clock-related genes, and used populations genetic analysis in 

order to compare observed data with expectations generated under the null hypothesis of 

selective neutrality. In such a way, we could identify loci in which populations sharply differ 

from each other. More precisely, through a candidate gene approach, we investigated SNPs 

in order to highlight loci showing evidences of positive selection, namely local adaptations 

and/or clinal adaptation. 

Secondly, to investigate the hypothesis that genetic variation in components of the human 

circadian clock has been shaped by environmental variables, such as photoperiod and/or 

temperature profiles, we performed correlation analyses testing the relationship between 
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allele frequencies of SNPs known to be associated with sleep disturbances and diseases 

(at least in one human population) and some important ecological factors. 
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3. MATERIALS AND METHODS 

3.1 Genomic data: the 1000Genome Project 

Recent improvements in sequencing technology, as an example the “next gen” 

sequencing platform, have sharply reduced the cost of sequencing and rapidly increased 

the amount of genetic data available.  

The 1000 Genomes Project, began in 2007, has been the first project to sequence the 

genomes of a large number of people, with the goal of developing a comprehensive 

description of common human genetic variation by applying whole-genome sequencing to 

a diverse set of individuals from multiple populations (1000 Genomes Project Consortium 

et al. 2015). The final phase 1000 Genomes Project publications represent not only the 

completion of this project, but also the culmination of a series of international collaborations 

stemming from the HGP, including the International HapMap Project, all focused on 

establishing open reference catalogues of common and rare variation, providing insights 

into the processes that shape genetic diversity, and advanced understanding of disease 

biology as a resource to the community. 

From the 1000Genome browser (http://www.1000genomes.org/; 1000 Genomes Project 

Consortium et al. 2015), I collected genetic data for SNPs genotyped in 2,504 individuals, 

belonging to 26 worldwide populations. Among the populations considered, 7 are from 

Africa, 5 from Europe, 5 from South Asia, 3 from East Asia and 4 are defined as Admixed 

American (Figure 14, Table 1).  

Figure 14: Worldwide distribution of 26 populations, belonging to 5 different groups: African (red), 

European (green), South Asian (violet), East Asian (yellow) and Admixed American (light blue). 

Black triangles represent the five waypoints used to estimate geographic distances between pairs 

of populations (Ramachandran et al. 2005). 
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Table 1: List of 26 populations included in the study. For each population, are reported the sample size, latitude and longitude. AFR, African; EUR, European; 

SAS, South Asian; EAS, East Asian; AMR, Admixed American 
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I assembled three genetic datasets: two consisting of clock genes’ polymorphisms and 

one with presumably neutral SNPs. The first includes all SNPs in 25 autosomal genes, 

namely clock, clock-controlled and clock-related genes (Table 2). 

Table 2: List of 25 candidate autosomal genes included in the analyses. For each gene is reported 

the chromosome and the position (in bp), Clock genes are classified as “positive” and “negative” 

elements depending on their role in the loops. Clock-controlled and clock-related genes are elements 

associated to the circadian clock mechanism 

In order to include the 5’ and 3’ flanking regions, I included also 50 bp at the beginning 

and at the end of the gene. Out of the set of 135,162 SNPs, I retained a subset of 

polymorphisms showing a level of pairwise Linkage Disequilibrium lower than r2=0.3 (as 

estimated in the entire dataset) by the PLINK v1.07 tool (Purcell et al. 2007). I applied to 

the whole dataset the following command line: “plink --file data --indep-pairwise 50 5 0.3”, 

which prunes polymorphisms within a sliding window based on pairwise genotypic 

correlation. We chose a sliding window size of 50 SNPs, a shift step of 5 SNPs and a r2 

threshold of 0.3. This pruned subset contains 116,440 SNPs and it is referred as the 

Candidate dataset. 

Gene Chromosome Position 

Positive elements of the Molecular Clock 

BMAL1 11 13248199 - 13458813 

CLK 4 56244070 - 56463305 

NPAS2 2 101386614 - 101663291 

RORα 15 60730483 - 61571518 

RORß 9 77062281 - 77352117 

RORγ 1 151728547 - 151854348 

Negative elements of the Molecular Clock 

DEC1 9 117854097 - 118214923 

DEC2 12 26222959 - 26328060 

CRY1 12 107335142 - 107537607 

CRY2 11 45818669 - 45954798 

PER1 17 7993790 - 8109824 

PER2 2 239102679 - 239248743 

PER3 1 7794380 - 7955237 

REV - ERBα [NR1D1] 17 38199040 - 38306978 

TIM 12 56760903 - 56893187 

Clock-Controlled and Clock-related Genes 

AANAT 17 74399433 - 74516199 

AVPR1A 12 63489014 - 63594722 

AVPR1B 1 206173976 - 206281639 

CKIδ 17 80146899 - 80281607 

CKIε 22 38636697 - 38844527 

CKII 20 409116 - 574482 

DBP 19 49083287 - 49190695 

MTNR1A 4 187404809 - 187526721 

MTNR1B 11 92652886 - 92768232 

OPN4 10 88364314 - 88476605 
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Among these SNPs, I identified in the literature 15 polymorphisms belonging to 11 clock 

genes (Table 3), for which was reported an association with human sleep disorders, such 

as the Advanced Sleep Phase Syndrome (ASPS) and the Delayed Sleep Phase Syndrome 

(DSPS), or with changes in circadian phenotypes, at least in one world population. The 

dataset including phenotypic information, referred to as “Phenotype-associated” dataset, is 

not independent form the Candidate dataset, but no analysis were run in parallel on both. 

 

Table 3: List of SNPs included in the “Phenotype-associate” dataset. The 15 polymorphisms, with 

known link in the literature to human sleep disturbances or changes in circadian phenotypes and in 

linkage equilibrium, belong to 11 clock genes. For each locus we report the reference to previous 

studies. 

Finally, I created a Reference dataset using the NRE software 

(http://nre.cb.bscb.cornell.edu/nre/, Arbiza et al. 2012) applying Patin et al. (2009) criteria. 

It consists of 200,000 autosomal neutral sites, sampled at random in non-coding regions 

and at least 200 kb away from any known or predicted gene. 

 

 

3.2 Environmental data  

There is a close relationship between genotype and phenotype. Most complex traits, such 

as hair or skin colour, height, weight or behaviour, are influenced by many genes. Most traits 

are also influenced by environment. This means that the same genotype can result in different 

Gene SNP Reference 

Positive Clock Genes 

CLK 
rs11932595 Allebrandt et al. 2010; 

rs6850524 Allebrandt et al. 2010; 

NPAS2 rs7598826 Allebrandt et al. 2010; 

Negative Clock Genes 

PER1 rs2735611 Carpen et al. 2005; von Shantz et al. 2008; 

PER2 
rs2304670 von Shantz et al. 2008; 

rs934945 Lee et al. 2011; 

PER3 

rs35426314 Ciarleglio et al. 2008; von Shantz et al. 2008; 

rs2797687 Archer et al. 2010; 

rs228730 Archer et al. 2010; 

rs2640909 Ojeda et al. 2013; 

TIM rs2291738 Allebrandt et al. 2010; 

Clock-Controlled and Clock-related Genes 

AANAT rs28936679 Hohjoh et al. 2002; Barbosa et al. 2010; 

CKIδ rs7209167 Allebrandt et al. 2010; 

CKIε rs77945315 Takano et al. 2004; Barbosa et al. 2010; 

OPN4 rs2675703 Roeckelin et al. 2012 

REVERB rs12941497 Kang et al. 2015  

http://www.ncbi.nlm.nih.gov/pubmed/?term=Kang%20JI%5BAuthor%5D&cauthor=true&cauthor_uid=25798852
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phenotypes, depending on the environment. For example, between two people with a genetic 

risk for lung cancer, for the one that smokes is much more likely to develop the disease. 

Environmental effects also imply that the same phenotype can result from more than one 

genotype; smoking again provides an example, because most smokers who are not 

genetically at risk can also develop lung cancer (Voinescu, 2009). 

Among the environmental parameters of relevance for biological clocks, the main factors 

seems to be (i) daily fluctuations in both light intensity and temperature, and (ii) seasonal 

changes in photoperiod (daylength) and temperature; these parameters vary dramatically as 

a function of latitude and locale (Ciarleglio et al., 2008). 

In my thesis, I included in the analyses 7 environmental factors, i.e. photoperiod, humidity, 

radiation fluxes, precipitation, temperature and two proxy variables summarizing climatic 

diversity: latitude and longitude. I also considered the geographic distance from an arbitrary 

point in East Africa (Addis Ababa) roughly representing the origin of the expansion processes 

of anatomically modern humans, thus taking into account one crucial demographic event 

affecting the allele frequency distribution. 

Geographic distances form Addis Ababa were calculated as great circle distances. In 

agreement with previous studies (Ramachandran et al., 2005), to better reflect in those 

distances the likely routes of human dispersal between continents, distances between 

populations of different continents were calculated through five obligatory waypoints (across 

the Suez Canal, between Anatolia and Europe, in Northeastern Russia, Cambodia and 

Northwestern Canada).  

To test for any effects of the seasonal variation of the photoperiod, we calculated for each 

population the difference in photoperiod between the Summer and the Winter solstices 

(http://aa.usno.navy.mil/data/docs/RS_OneYear.php.).  

The NCEP/NCAR Reanalysis Project at the NOAA/ESRL Physical Sciences Division 

(http://www.esrl.noaa.gov/psd/data/reanalysis/reanalysis.shtml) contains raw data of 

humidity and solar radiation fluxes starting from January 1st 1948 until January 1st 2015. For 

each population, the mean relative humidity was calculated as the ratio between the actual 

vapour density and the saturation vapour density. Regarding the solar radiation fluxes, we 

took into consideration the net shortwave (nswrs) and longwave (nlwrs) radiation fluxes. The 

former represents a measure of the difference between the incoming solar shortwave 

radiation and the outgoing shortwave radiation from the earth surface, whereas the latter is 

a measure of the difference between the outgoing longwave radiation from the earth surface 

and the incident atmospheric longwave counter-radiation. For each sample, in reference to 

the period January 1st 1948 – January 1st 2015, we calculated the ratio between the average 

of nlwrs and of nswrs. 

Information for both the temperature and the precipitation rate have been obtained from the 
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Climatic Research Unit (CRU) database (http://www.cru.uea.ac.uk/). Monthly average 

temperatures were measured starting from 1850, in stations at different elevations, often 

using different methods. In order to avoid biases that could result from these problems, 

temperatures in the database were reduced to anomalies from the period with best coverage, 

1961 – 1990. I calculated, for each population, the mean annual temperature, considering 

the number of years for which data are available. Conversely, data about precipitations 1900 

– 1998 are available for all 26 populations investigated in this study. For each of them, I 

estimated the mean precipitation rate, expressed as mm*10. 

Further, we included in our analysis the longitude and latitude of each population. The latter 

is a common proxy for other, unspecified environmental variables, which may have an effect 

of climate and/or photoperiod (Gunther and Coop, 2013).  

 

 

3.3 Analysis of population structure 

3.3.1 Principal Component Analysis 

Multivariate data consist of observation on several different variables for a number of 

individuals or object. These data type is arising in all branches of science, ranging from 

psychology to biology. As a consequence, at the present day, a huge number of multivariate 

techniques are available (Chatfield and Collins, 1980). The underlying theme of much of 

these analyses is simplification. In other words, multivariate data analysis refers to any 

statistical technique used to analyse data that arises from more than one variable and allow 

researchers to reduce the multidimensional space, while reducing the inevitable loss of 

information. Principal Component Analysis (PCA) is a commonly used example of these 

approaches.  

PCA is a one-sample technique applied to data with no groupings among the observations 

and no partitioning of the variables into subvectors y and x. Principal components are 

concerned only with the core structure of a single sample of observations on p variables 

(Rencher, 2002). Its goal is to extract the important information from the data, to represent it 

as a set of new orthogonal variables called principal components, and to display the pattern 

of similarity of the observations and of the variables as points in maps, namely a scatter plot 

(Abdi and Williams, 2010). Principal components are orthogonal because they are formed 

with eigenvectors of the covariance (or correlation) matrix, which is symmetric. Generally, in 

principal component analysis, we seek to maximize the variance of a linear combination of 

the variables. The first principal component is the linear combination with maximal variance. 

The second principal component is the linear combination with maximal variance in a 

direction orthogonal to the first principal component, and so on. The first principal component 
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also represents the line that minimizes the total sum of squared perpendicular distances from 

the points to the line. Here, I used it as a dimension reduction device to evaluate the first two 

principal components for each observation vector and construct a scatter plot to check for 

multivariate normality, outliers, and so on. 

In this contest, as a preliminary step of my thesis, I performed a Principal Component 

Analysis using the snpgdsPCA function of the SNPRelate Rpackage (Zheng, 2013).  

 

 

3.3.2 Admixture analysis 

To investigate genetic structure in the Candidate and Reference datasets, I used the model-

based clustering algorithm implemented in the ADMIXTURE software 

(http://www.genetics.ucla.edu/software/admixture/, Alexander et al., 2009). It performs a 

maximum likelihood estimation of individual ancestries in the samples. Each analysis 

requires a hypothesized number of ancestral population (K) and assign individuals the 

ancestry proportion for each of them. The choice of the K value can prove difficult when the 

underlying population genetics of a species is poorly understood, as in our species. In order 

to identify the most supported number (K) of ancestral populations, I used the cross-validation 

procedure implemented in the tool. It is a model evaluation method that is better than simply 

looking at the residuals, although it represents the universally standard measure for model fit 

in linear models. Indeed, regression evaluation does not indicate how well a model can make 

new predictions on cases it has not already seen. One way to overcome this problem is to 

not use the entire data set; therefore, cross validation techniques tend to focus on not using 

the entire data set when building a model. In particular, in the K-fold cross validation 

procedure, which I applied in my thesis, partitions the non-missing genotypes into K roughly 

equally sized subsets (folds). For each fold it estimates a model on all the subsets except 

one, using the left out subset to test the model, by calculating a CV metric of choice. Finally, 

user receive the CV error as the average between the CV metric across subsets. As a result, 

the validation error gives an unbiased estimate of the predictive power of a model. For the 

A) 
 
 

 
B) 
 
 
 
 

C) 

Figure 15: Graphical scheme of the K-

folds cross-validation procedure. (A) 

Split the data into 5 samples; (B) Fit a 

model to the training samples and use the 

test sample to calculate a CV metric; (C) 

Repeat the process for the next sample, 

until all samples have been used to either 

train or test the model. 
(http://www.link.ch/wp-

content/uploads/2013/10/CrossValidationFinal.pdf) 
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here presented analysis, I used the number of folds defined by default in ADMIXTURE 

software, that is equal to 5 (Figure 15)  

 

I calculated the cross-validation error (CV) considering a number of K from 1 to 20. In both 

Reference and Candidate datasets 5 ancestral populations seem to best explain the genetic 

variation contained in the data. Then, I clustered individual genotypes exploring a range of K 

values between 2 and 12, and repeating the analysis 50 times for each K value. 

The results were finally summarized and plotted using, respectively, the CLUMPP 

(http://www.stanford.edu/group/rosenberglab/clumpp.html; Jakobsson and Rosenberg, 

2007) and Distruct software packages (Rosenberg et al., 2002; 

http://www.stanford.edu/group/rosenberglab/distruct.html). 

 

 

3.4 Testing for the effects of natural selection 

Positive selection leaves a signature in the genome that we tried to detect in three ways. 

In order to test for local adaptation at clock genes, I followed two parallel candidate-gene 

approaches. Firstly, I used BayeScan (http://cmpg.unibe.ch/software/BayeScan/; Foll and 

Gaggiotti 2008), a differentiation-based method assuming a Bayesian framework in which 

FST is a model parameter. For each locus, and taking advantage of a reversible jump Markov 

Chain Monte Carlo algorithm, BayeScan estimates the scale of evidence in favour of a model 

including selection versus a model without selection. In particular, BayeScan scans for local 

adaptation in allele frequency data modelling separately a coefficient (ß) assuming an island 

model of demography and thus regarded as population-specific, and a locus-specific 

coefficient (α) that reflects the strength of selection acting on a particular locus. For each 

SNP, BayeScan estimates the posterior distribution under neutrality (α = 0) and allowing for 

selection (α ≠ 0), thus computing the posterior odds ratio (PO) as an estimate of the support 

for the model of local adaptation compared to neutral demography. This way, if α is positive, 

the locus considered has potentially undergone positive selection, whereas, if α is negative, 

the locus is considered subjected to balancing selection. Outliers’ detection levels depend on 

the estimation of the PO, which can be evaluated through the Jeffrey’s scale of evidences 

(Jeffreys 1961). To control against false positive results, I calculated the expected value of 

log10PO yielding a 1% of false discovery rate. BayeScan analyses have been performed on 

both the Candidate and the Reference datasets under identical run conditions. Specifically, 

these consisted of a prior odds of 1,000, meaning that I considered the selection model 

1/1000 as likely as the neutral model for any given SNP, 20 pilot runs, 50,000 burn-in 

iterations, followed by 50,000 output iterations with a tinning interval of 10, resulting in 5,000 

iterations for posterior estimation. We ran this analysis separately on the reference SNPs and 
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candidate SNPs under identical conditions. As suggested in the BayeScan manual, we 

removed from the analysis loci with very low minor allele frequencies (< 0.005), so that 14,707 

SNPs of the Candidate dataset and 27,626 SNPs of the Reference dataset were in fact 

analysed. 

We defined two significance threshold. The first one was a Model-based significance 

threshold, namely the expected value of the log10 of the posterior odd ratio (the support for 

the model of local adaptation relative to neutral demography) which would yield a 1% false-

discovery rate based on the reference SNPs. The second threshold was empirical, hence 

called Reference-based significance threshold. This threshold is calculated on the Reference 

dataset and corresponds to upper confidence limit of the FST distribution in the Reference 

dataset; all SNPs in the Candidate dataset showing FST values beyond this limit were 

considered significant. 

If the population structure does not correspond to Wright’s island model, BayeScan may 

give biased results (Excoffier et al. 2009). To circumvent this problem, I turned to the second 

method, based on a hierarchical island model (Excoffier et al. 2009) and implemented in the 

Arlequin software (v3.5.1.2; Excoffier and Lisher 2010), which specifically takes into account 

co-ancestry among related subpopulations. Accordingly, I generated the expected neutral 

FST distribution conditioned on heterozygosity using a subsample of 1,000 reference SNPs. 

To model the hierarchical genetic structure, in agreement with Excoffier and co-workers 

(2009), I defined 10 groups, each consisting of 100 demes. The expected distribution of FST 

values for the reference SNPs was then generated simulating the effects of this structure for 

50,000 replicates, by the Arlequin software. The same approach was then used to calculate 

FST on the Reference dataset. Again, in agreement with the previous (BayeScan) analysis of 

local adaptation, I defined a Reference-based threshold, corresponding for the candidate 

SNPs to an FST value greater than the 99% upper limit of the reference FST distribution, and 

a Model-based threshold related to the simulated FST distribution based on the 50,000 

simulations. 

In the third approach, I looked for local selection reflecting an environmental gradient. 

Indeed, loci involved in local adaptation can potentially be identified by an unusual correlation 

between allele frequencies and important ecological variables, or by extreme allele frequency 

differences between geographic regions. However, such comparisons are complicated by 

differences in sample sizes and the neutral correlation of allele frequencies across 

populations due to shared history and gene flow. Through a Bayesian approach, Coop and 

collaborators. (2010) developed BAYENV2 software (http://gcbias.org/bayenv/) which can 

overcome these difficulties. It can estimate the empirical pattern of covariance in allele 

frequencies between populations from a set of markers, and then uses this as a null model 
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for a test at individual SNPs (Coop et al., 2010). Compared to other tests based on pairwise 

or global FST, BAYENV can be used to identify SNPs with unusually large allele frequency 

differentiation, representing a powerful alternative. 

Applying a Monte Carlo Markov Chain, I firstly computed the neutral covariance matrix 

based on 10,000 reference SNPs, thus summarizing the pattern of allelic frequency variance 

among the 26 populations, according to a simple drift model. This matrix of population 

differences (Ω) was then used to control for population history when testing for covariance 

between environmental variables and the population-specific allele frequencies at a given 

SNP. At each SNP, we then provide a measure of the support, a Bayes factor (BF), for a 

model where an environmental variable has a linear effect on the transformed allele 

frequencies compared to a model given by the covariance matrix alone. In other words, for 

each locus BAYENV2 computes the ratio of the posterior probability (PO) of the model of 

adaptation vs random drift, where the PO and the associated Bayes Factor (BF) represent 

the support for the model of local adaptation respect to a model of random drift. BAYENV2 

allows also the estimation of the non-parametric Spearman’s ρ statistic, which is less affected 

by extreme values. I analysed each SNP individually and determined the distribution of PO, 

BF and ρ separately for reference and candidate loci. 

This parametric method assumes a linear effect of the environmental variable, and this can 

lead to spurious correlations in the presence of strong outliers. In order to identify candidate 

polymorphisms really showing a strong departure from null expectations, I defined two 

significance thresholds. Hereafter, I shall refer to the Single threshold when, for a given SNP, 

the Bayes Factor of the model of adaptation vs the null model is higher than 10; the Combined 

threshold means instead that a SNP has both BF>10 and a ρ-value higher than 0.25, as in 

Jaramillo-Correa et al (2015).  

 

 

3.5 Effect of natural selection in the phenotype-associated dataset 

As a final step, I focused on the polymorphisms showing an association with altered or 

abnormal chronotypes and/or sleep disorders, at least in one populations. Due to divergent 

environments, local adaptation can lead differences in average phenotype between 

populations of the same species. Therefore, I verified if SNPs in the “Phenotype-associated” 

dataset are cases in which the covariance of their allele frequencies and ecological variants 

exceeds the expected covariance inferred from the neutral loci of the reference SNPs. 

Particularly, I wanted to evaluate the contribution or the effect of an environmental or 

‘continental’ variable on the frequency of an allele at a SNP, while controlling for the 

correlation of allele frequencies across populations. 

To reach this purpose, I researched the 15 SNPs of the “Phenotype-associated” dataset 
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among the results of the previously performed BAYENV2 analysis on the Candidate dataset. 

For each SNP I obtained a value of Bayes Factor and the non-parametric correlation 

coefficient. 
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4. RESULTS 

4.1 Analysis of population structure 

4.1.1 Principal Component Analysis 

We started from exploratory analyses of two genomic datasets, respectively the Candidate 

and the Reference datasets.  

Figure 16: Plots of Principal Components analysis (PCA) inferred from the Reference (A) and 

Candidate (B) datasets. 

The PCA plots of the Reference and Candidate SNPs show remarkable similarities (Figure 

16A-B). In both cases, the African populations are spread along the first PC axis (accounting 
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in both cases for <1.5% of the total variance); admixed American populations occupy 

intermediate positions between Africa and, to the left, the Eurasian populations, which are 

distributed along the second PC axis (accounting in both cases for <0.5% of the total 

variance); Europeans are at the bottom and Asians at the top. At this level of resolution, it is 

impossible to judge whether the small differences observed between datasets are suggestive 

of specific selective processes affecting loci of the Candidate dataset; we can only say that 

these differences, if any, are not obvious.  

 

 

4.1.2 Admixture analysis 

Through ADMIXTURE software, I looked for the best clustering of genotypes of the 

Reference and Candidate datasets, in a number of clusters from K=2 to K=12. In agreement 

with previous studies (Rosenberg et al., 2002), at K=3, clusters correspond to the main 

continents (orange for Africa, blue for Europe, yellow for Asia), with the American populations 

showing, once again, evidence of admixture on a recognizable genomic background. The 

most likely number of clusters (minimum cross-validation error) was K=5 (Figure 17A-B). 

 

Here, two components were observed mainly in African and African-American individuals; 

because these components are present in all native African populations, it seems logical to 

consider them as an original African feature, rather than due to some kind of admixture. 

Europe, Southern Asia and Eastern Asia are well separated and internally homogeneous, 

whereas the American populations appear as very admixed, containing variable proportions 

of variants of African, European and Asian origin (Figure 18B). A remarkably similar pattern 

was observed for the Reference dataset (Figure 18A), which also showed the minimum 

cross-validation error at K=5. In short, these explorative analyses did not suggest that the 

A                      B 

Figure 17: Cross-validation error plot performed on Reference (A) and Candidate (B) datasets. 

Red dots highlight the best value of K. 
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distribution of SNPs involved in the human circadian machinery is different from the 

distribution of random autosomal SNPs. 
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Figure 18: ADMIXTURE membership coefficients for K values from 2 to 6, performed on both the 

Reference (A) and the Candidate (B) datasets. For each value of K, 50 replications have been 

performed and, for some valued, I identified different clustering solutions. Here, I plotted different 

models supported at least by two replications. For each model, on the left there is indicated the K value 

and the number of runs. In every plot, different colour represents a cluster, and a single vertical line 

divided in K different colour, represents an individual. The black vertical lines divide individuals from 

different populations. 

 

 

4.2 Testing for local adaptation 

BayeScan estimates of average population divergence were slightly higher for candidate 

SNPs than for the reference SNPs (0.125 vs 0.117). Therefore, the number of SNPs 

exceeded the 1% Model-based significance threshold is higher than the number of SNPs 

showing evidence of local adaptation using the Reference-based 1% threshold (Table1). 

Support for selection on candidate SNPs was very strong, with the 74% of SNPs having 

log10PO ratios > 3. This value, according to the Jeffrey’s scale of evidence, is considered a 
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Decisive support for the selection model (Jeffreys, 1961). Consistent with this interpretation, 

the estimated locus-specific effect (α), was higher in the Candidate than in the Reference 

Dataset (0.32 vs 0.30, on average), reaching a mean value of 1.4 in the 1,250 positive 

selected polymorphisms of the Candidate Dataset.  

Population divergence estimated through the Hierarchical Model identified 91 SNPs in 22 

genes having extreme FST values (higher than 0.3). As shown in Figure 19, this is a 

conservative choice, since 0.3 greatly exceeded the 99% confidence interval of the values 

simulated under a neutral model, represented by the dotted line (Figure 19). I found 1,073 

SNPs in 25 genes with an FST valued exceeding the 1% Reference-based threshold (Table 

1), and38 of these SNPs having FST values much greater than the highest FST (0.37) of the 

Reference dataset. Taken together, the two approaches identified more polymorphisms with 

evidence of local adaptation considering the Reference-based threshold than the Model-

based one (data are summarized in Table 1). 

Table 1: Number of SNPs showing evidence of local adaptation, using both the Reference-based  

threshold (left) and the Model-based threshold (right). The number of SNPs giving significant results 

under both approaches are reported at the bottom. 

Significant 

threshold 
Reference-based Model-based 

Approach BayeScan Arlequin BayeScan Arlequin 

N° of SNPs 273 1 073 1 250 91 

N° of genes 24 25 25 22 

Shared SNPs 230 SNPs in 23 genes 84 SNPs in 19 genes 

Figure 19: Plot of the results of the 

Hierarchical Model analysis. Black 

points are the reference SNPs, grey 

ones are polymorphisms from the 

candidate dataset. A dotted grey line 

represents the 99% confidence 

interval based on the Reference 

dataset SNPs 
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Among these loci, the highest percentages of SNPs with signatures of local adaptation are 

located in the RORA gene (18% and 25% for the Reference-based and Model-based 

thresholds, respectively; Table 2), a key circadian transcriptional activator required for normal 

Bmal1 expression (Sato et al., 2004).  

Table 2: Genes showing at least 10% of SNPs with evidence of local adaptation. 

To explore the possibility that the distributions of allelic variants at clock genes might 

simply reflect one or a few environmental factors, we then looked for significant associations 

between allele frequencies and eight environmental variables (geographic distance, 

photoperiod, humidity, ratio between longwave and shortwave radiation fluxes, 

precipitation, temperature, latitude and longitude) by means of the software BAYENV2 

(Gunther and Coop 2013). This way, we identified 190 SNPs in 23 genes under the Single 

threshold, and 69 SNPs in 20 genes under the Combined threshold; all these SNP 

frequencies correlate with, at least, one of the environmental variables (Table 3).  

Significant threshold Single Combined 

N° of SNPs 190 69 

N° of genes 23 20 

Table 3: Number of SNPs showing evidence of correlation with environmental variables, using both 

the "Single" and "Combined" thresholds in the BayEnv analysis. 

Among the environmental factors studied here, temperature and precipitation show the 

highest percentage of correlations with allele frequencies, respectively 21% and 12% of all 

significant correlations when considering the Single threshold, and 25% and 17% considering 

the Combined threshold.  

Considered all together, the overlap among the results of the three analyses was limited; 

we found only 2 SNPs exhibiting both elevated population differentiation and covariance with 

one or more environmental variables (Table 4). This is not unexpected, since the tests based 

on correlations would identify only clinal spatial patterns, whereas an excess variance does 

not necessarily reflect any spatial variables. 

Reference-based Model-based 

Gene % of SNPs Gene % of SNPs 

RORA 18 RORA 25 

NPAS2 11 CKIδ 19 

BMAL1 10 AVPR1B 12 

  TIM 11 
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Table 4: Two SNPs showing both evidence of local adaptation and significant correlation with, at 

least, one environmental factor. For each SNP the significance threshold and the correlated 

environmental variable is reported. 

 

 

4.3 Effect of natural selection in the phenotype-associated dataset 

Finally, we wanted to understand whether SNPs in the “Phenotype-associated” dataset 

have been possible targets of adaptation phenomena. None of our Phenotype-Associated 

SNPs showed significant departures from null expectations in the previous analyses based 

on extreme FST values (i.e. BayeScan and Hierarchical Model). However, when considering 

candidate SNPs with BF higher than 99% of the reference values in the BAYENV2 analysis, 

we could identify five polymorphisms showing significant correlation with at least one of the 

environmental factors here analysed. These polymorphisms, falling in five crucial clock 

genes, along with the correlated environmental variables, are detailed in Table 5. 

Table 5: Five SNPs in the phenotype-associated dataset showing significant correlation with at least 

one environmental variable. For each polymorphism, we reported the abnormal chronotypes or the 

sleep disorder to which the polymorphism has been previously associated.

Significant 

threshold 
Gene SNP Correlated environmental variables 

Reference-

based 
NPAS2 rs72976842 

Latitude 

Ratio L/S wave radiation fluxes 

Model-based AANAT rs4647868 Ratio L/S wave radiation fluxes 

Gene SNP 
Correlated 
environmental 
variable(s) 

Chronotypes 
associated 

References 

NPAS2 rs7598826 

Distance from Addis 
Abeba 

Alteration of sleep 
duration 

Allebrandt et 
al., 2010 

Ratio L/S wave 
radiation fluxes 

Mean longwave 
radiation flux 

PER2 rs934945 Mean Humidity Rate 
Diurnal 
preferences 

Lee et al., 2011 

PER3 rs228730 
Mean Precipitation 
Rate 

DSPS 
Archer et al., 
2010 

CKId rs7209167 Photoperiod 
Alteration of sleep 
duration 

Allebrandt et 
al., 2010 

OPN4 rs2675703 

Distance from Addis 
Abeba 

Variation in sleep 
onset and 
chronotypes 

Roeckelin et al., 
2012 

Longitude 
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5. DISCUSSION 

Taken together, the results of my analyses do show support for the view whereby various 

components of the human circadian clock evolved under the effects of positive selection, 

but also that selective pressures were rather weak upon the individual loci. 

Previous studies in human populations investigated the association of the circadian clock 

genes with pathological conditions, such as metabolic and affective disorders. For example, 

Forni et al. (2014) analyzed whole genome polymorphisms data in populations of the CEPH 

panel to investigate how the seasonal photoperiod variation might have exerted a selective 

pressure during the expansion of modern humans out of Africa. They suggested that this 

expansion influenced adaptive evolution at circadian regulatory loci and at risk variants for 

psychiatric and neurologic diseases. Lane et al. (2016) performed a genome-wide 

association study of self-reported chronotypes of more than 100 000 UK individuals, 

identifying 12 variants in genes involved in the circadian clock mechanism and in the light-

sensing pathways (possibly related to schizophrenia, educational attainment and BMI) . A 

similar study has been conducted by Hu et al (2016), who searched for correlations between 

whole genome variants and a self-reported morningness in the 23andMe participant cohort, 

finding significant signals in circadian and phototransduction pathways. 

My thesis survey represents a broader effort to explore specifically human clock genes’ 

variation at the worldwide level and using polymorphisms data coming from complete 

genomes; this way, we could draw inferences on their evolution and on the effect of 

potentially relevant factors in the environment. The Candidate and the Phenotype-

associated datasets here analysed include SNPs associated either generally with the 

circadian clock, or specifically to chronotypes alterations. I did not focus on risk alleles 

associated with other diseases such as schizophrenia, bipolar disorder, and restless leg 

syndrome, where potential signatures of natural selection were recently detected (Forni et 

al. 2014). 

Inferring natural selection by means of PCA or Cluster analysis is difficult or impossible, 

and in fact it was not among the purposes of these preliminary analyses Rather, I tried to 

identify whether there have been processes acting on the whole pathway that can have 

modified the genetic structure of clock and clock-related genes respect to that present in 

neutral loci. The worldwide genomic structure of genes related to circadian rhythms was so 

far unknown, so the analysis here performed represents its first description. The initial 

analyses of population structure show that the distribution of the SNPs of the Candidate 

dataset, including clock, clock-controlled and clock-related genes, does not depart from that 

observed in the analysis of neutral genome diversity (see also Rosenberg et al. 2002; Li et 
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al. 2008). Although such a result does not mean that selection was irrelevant, certainly it 

does not point to simple selective mechanisms affecting single genes as major determinants 

of population differences. 

Inferring positive selection from genomic data is complicated by the fact that patterns in 

the data may indeed reflect selection, but also the effects of population history, or a 

combination of both. For some sixty years now, the presence of outliers in the distribution 

of genetic variances, i.e. of loci showing either very low or very high levels of variation, has 

been taken as suggestive of phenomena affecting single loci (such as selection), as 

opposed to the whole genome (such as genetic drift and gene flow) (Cavalli-Sforza, 1966). 

The availability of large amounts of information about non-genic regions has increased the 

power of tests exploiting this basic idea (Novembre and Di Rienzo, 2009). 

Because the Admixture and PCA analyses did not point to obvious differences between 

clock genes and presumably neutral genome regions, we chose to combine Because the 

selection signal was not apparent in our datasets data when jointly analyzed, there seemed 

to be no alternatives to combining different approaches to detect the signature of selection 

at individual loci. (see e.g. Keller et al. 2012; Seeb et al. 2014). Whether or not the island 

model assumed by BayeScan can faithfully represent migration relationships at this scale 

is open to discussion. In principle, a hierarchical island model seems to be more realistic 

and more conservative than a standard island model, but in practice there is no way to tell. 

Thus I decided to combine the two approaches, in order to identify a (smaller) subset of 

SNPs identified by both methods, and hence to have a higher chance to tell natural selection 

from the background of demographic history.  

The results of these analyses point to several SNPs departing from null expectations in 

their distribution, some of them very significantly. Overall, I identified 230 and 84 SNPs of 

clock genes with evidence of local adaptation, considering the Reference-based and the 

Model-base thresholds, respectively. Most such polymorphisms were in the BMAL1, 

NAPS2, TIM, RORA, and CKIδ genes, suggesting selection action might have affected all 

circadian clocks components (positive, negative and clock-related genes).  

In addition, and contrary to what was observed in one (Cruciani et al. 2008) but not all 

(Forni et al. 2014) previous studies on human clock genes, I also found some evidence of 

correlation between circadian clock SNPs and environmental factors.  

Two SNPs emerge from the joint analyses of local and clinal adaptation, namely 

rs72976842 in NPAS2, and rs4647868 in AANAT. NPAS2 (Neuronal PAS domain protein 

2) is a transcription factor paralog of CLOCK expressed mainly in the mammalian forebrain. 

It has been shown in mice that both clock proteins can independently heterodimerize with 

BMAL1 in the SCN to maintain molecular and behavioural rhythmicity (Reick et al., 2001). 

An overlapping role of CLOCK and NPAS2 has been also showed in the circadian 
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expression of liver FVII, a key liver protease (Bertolucci et al., 2008). In humans, 

epidemiologic evidence linked NPAS2 with a variety of disorders, including winter 

depression (Partonen et al., 2008). Furthermore, a NPAS2 missense mutation (rs2305160) 

is associated with risk of cancer (Zhu et al., 2008), but that SNP is not in linkage 

disequilibrium with the one I found to be positively selected, namely rs72976842 (r2=0.014). 

The second locus is located on AANAT (Arylalkylamine N-acetyltransferase), a gene 

which codes for a key enzyme involved in daily melatonin synthesis and its transcription is 

regulated by the circadian clock via the E-box promoter elements. In AANAT, rs28936679 

(Table 3) defines an amino acid substitution (Ala129Thr), associated (albeit in a sample of 

only 50 Japanese individuals) with delayed sleep phase syndrome (DSPS), a disorder 

characterized by a significantly delayed sleep onset and wake-up times (Hohjoh et al., 

2003). At this locus I did not find any evidence of correlation with environmental factors. In 

both cases, it remains to be investigated why selection may have favoured the spread of 

allelic variants with such negative effects. 

Evidence of correlation between ecological factors and 5 SNPs from the Phenotype-

associated dataset suggest that the genetic variation associated to some crucial 

components of the circadian clock is variously influenced by environmental factors (Table 

5). Three such polymorphisms are in clock genes (rs7598826 in NPAS2, rs934945 in Per2 

and, rs228730 in Per3) and 2 in clock-related genes CKIδ (rs7209167) and OPN4 

(rs2675703). 

The polymorphism rs7598826, located on NPAS2, resulted to be the one with the highest 

number of correlated environmental factor: the geographic distances, and two factors 

including the radiation fluxes. From a previous study, it is known to correlate with sleep 

duration (Allebrandt et al. 2010). 

The two SNPs in PERs correlate with humidity and precipitation mean rates and have 

been associated, respectively, with diurnal preferences (Per2, rs934945: Lee at al., 2011; 

Per3, rs228697: Hida et al. 2014) and DSPS (Per3, rs228730: Archer et al., 2010). Both 

Per2 and Per3 participate in timekeeping mechanism in the central (SCN) and peripheral 

(pituitary gland and lung) oscillators, respectively (Pendergast, et al. 2010). A recent study 

demonstrated that the phosphorylation of the PER2 protein is the mechanism underpinning 

the “temperature compensation”, a key feature of the circadian clock that allows to the 

organisms to maintain a 24-hours period regardless of the environmental temperature 

(Zhou et al, 2015). A human Per2 mutation (S662G, rs121908635) was well investigated 

because it is responsible of the Familial Advanced Sleep Phase Syndrome (FASPS), a rare 

phenotype characterized by early sleep times and early-morning awakening (Toh et al., 

2001). Consistently with the hypothesis that circadian clock system is a complex network of 

genes, evidences of associations between loci and chronotypes have been found also not 
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only in the clock genes, but also in near regions and genes. In fact, recently, a polymorphism 

(rs55694368) located 120 kb upstream of PER2 have been shown to be strongly associated 

with self-reported morningness individuals. This SNP is located in a DNAse hypersensitive 

site (HDS) for five cell types, including pancreas adenocarcinoma, B-lymphocite, 

medulloblastoma and CD4+ cells. Interestingly, the SNP has been shown to be associated 

with the human familial ASPS (Hu et al., 2016). In addition, Lane and collaborators (2016) 

reported rs35333999 in PER2 be suggestive that common variants contribute to variation 

in chronotypes 

Also Per3 has been deeply studied in detail because its involvement with both delayed 

sleep phase syndrome and extreme diurnal preferences (Archer et al., 2003). In addition, 

the interest for this gene is due to the fact that some 10% of the human population is 

homozygous for the 5-repeat allele of a VNTR polymorphism within it, and these people 

show morning preferences (Archer et al., 2003). By contrast, the homozygous genotype for 

the 4-repeat allele has been associated with evening preferences (Archer et al., 2003). In 

addition, a suggestive signal of correlation of a locus (rs7545893) located ~30kb upstream 

of the untyped VNTR region with chronotypes has recently been found in a large UK sample 

(Lane et al., 2016). We did not investigate this VNTR polymorphism, but another SNP in 

Per3 (rs228697), previously associated with diurnal sleep preference and free-running type 

(Hida et al. 2014), was eliminated from our analysis because it is in strong linkage 

disequilibrium (r2=0.935) with rs228730. Work is in progress to investigate the interaction 

between the Per3 VNTR and SNP variants. At 8 kb downstream the PER3 gene, the 

polymorphism rs11121022 shows strongly evidences of association with morningness (Hu 

et al., 2016). It is involved in the regulation of three regulatory motifs and it cat affect the 

sensitivity of the circadian system to light; therefore, it is involved in the sleep/wake activity 

(Hu et al., 2016). 

As for the CKIδ gene, it controls nuclear transport and degradation of core elements of the 

circadian clock such as PER1 and PER2 and determines the circadian period length 

through the regulation of the speed and rhythmicity of their phosphorylation (Partch et al. 

2014). It is intriguing to note that rs7209167 in CKIδ shows a significant correlation with 

photoperiod and has been associated with the alteration of sleep duration (Allebrandt et al., 

2010). CKIδ is currently the target of pharmacological studies aimed at shifting or resetting 

the phase of circadian rhythm for the treatment of circadian rhythm disorder, such as the 

FASPS determined by a missense mutation (T44A, rs104894561) (Xu et al., 2005). 

rs104894561 was not included in our analysis because population data are not available in 

1000Genome browser. 

Finally, OPN4, also called Melanopsin, is a circadian photopigment expressed within the 

ganglion and amacrine cell layers of the mammalian retina (Lucas, 2013), mediating non-
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image-forming responses to light, such as the sleep induction, the pupillary light response, 

and others. The mouse Melanopsin gene is present in two fully functional isoforms: the short 

(OPN4S) and the long (OPN4L) isoform. Recent papers showed that these different 

isoforms of OPN4 mediate different behavioural responses to light (Jagannath et al., 2015). 

Both isoforms are also present in the human genome, but the functional results require 

confirmation. rs2675703 in OPN4, the SNP that we found correlated with two geographical 

parameters, has been previously associated with variation in sleep onset and chronotypes 

(Roeckelin at al., 2012). Recently, activator or inhibitor of Melanopsin have been proposed 

as treatments to mimic light and darkness to manage sleep disturbances and mood disorder 

in normal and blind patients (Hatori and Panda, 2010). 

Although all these findings make biological sense, and may have implications for the 

development of drugs against sleep disturbances and disorders, very few SNPs of this study 

correlate with some of the main environmental variables. I interpret these findings as 

suggestive that mechanisms underpinning the evolution of human circadian clock, much 

like those related with other complex traits, are the result of more complex interactions, ones 

which can hardly be discovered focusing only on SNPs frequencies. 

Investigations on how circadian systems are adapted to different latitudes in humans are 

at an early stage. Evidence of genetic differences likely due to selection caused by 

environmental conditions along latitudinal clines are mainly available for insects and fishes 

(Kyriacou et al., 2008; O'Malley and Banks, 2008). Analysis conducted on Drosophila 

melanogaster (Kyriacou et al., 2008) showed that latitude and photoperiod could indeed 

affect the evolution of circadian clock genes.  

The selection mechanisms we could investigate at the genomic level are clearly unlikely 

to affect all clock genes, and even less so to act with the same intensity on most of them. 

The emerging picture seems one in which local selective pressures had an effect on one 

or a few components of the human biological clock. However, these effects are likely 

minor, as shown by the absence of significant differences in the global patterns of 

variation for clock and clock-related genes on the one hand, and the set of presumably 

neutral markers I analysed on the other. 
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6. FUTURE PERSPECTIVES 

Candidate gene association studies have reported variation associated with morningness 

or evening preferences in the clock genes. However, these studies have often had limited 

reproducibility, mainly due to the small sample sizes, the heterogeneity in chronotypes 

assessment and inadequate correction for population structure. This highlights the 

necessity of replication in larger samples before firm conclusions can be drawn. Thanks to 

the technological developments in high-throughput sequencing, today there is an increasing 

number of available whole genome sequences from worldwide human populations. 

Therefore, in order to validate the results so far obtained, in near future more populations 

could be included in the study. Particularly, it could be interesting the involvement of more 

samples living in the southern hemisphere. Indeed, a larger sample will certainly help telling 

apart the effects of positive selection from those of shared demographic history. It will be 

crucial to standardize the criteria for assessing phenotypes. The questionnaires currently 

used have the advantage to be easy to fill, but leave ample space to subjective 

considerations. Future analyses defining phenotypes on the basis of biochemical or clinical 

tests may pave the ground for a higher reproducibility of the results, and hence for a deeper 

understanding of the effects clock-gene diversity. 

In parallel, and due to the thigh interaction between gene and environment, analyses could 

be replicated including more ecological variables. Indeed, the worldwide distribution of our 

specie lead to different environmental triggering factors that could have affect our evolution. 

Among that, it could be interesting evaluate investigate the role of alimentary habits 

characterizing different populations.  

In the last years, many advances have been made also in the field of ancient genomes. 

Thus, thanks to the massive sequence throughput of next generation sequencing platforms, 

an increasing number of archaic genome sequences are available. The direct investigation 

of the diversity of ancient populations could help shedding light on the evolutionary 

processes, such as ones that played a role in the evolution of genes involved in human 

circadian rhythms. Therefore, we would compare the modern genetic variability at clock 

genes with the archaic one, including Neandertal, Denisovan, Ust’-Ishim ones and genomes 

from upper Palaeolithic and late Pleistocene (Sarkissian et al., 2015).  

However, an even more crucial leap forward will be represented by the development of 

new methods allowing one to jointly consider several genes and their interactions, and 

compare them with a large set of variables in the environment. 
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While population genetic studies, as the one here presented, and biochemical approaches 

largely contributed to uncover the molecular bases of circadian rhythmicity, the biochemistry 

is investigating how the circadian clock is modulated. Strategies such as targeting the 

circadian oscillator by small chemical compounds are increasingly developing. The 

importance of a robust circadian timing for health is increasingly recognized and many 

studies are focusing on the identification of small molecules capable of modulating circadian 

clocks (Wallach and Kramer, 2015). Therefore, the results of genetic approaches, as the 

ones implemented in my thesis, could be important for the further characterize the molecular 

basis of circadian rhythm generation. Moreover, they will also allow us to develop novel 

treatment strategies for alteration and/or diseases that are associated with altered or 

disrupted clocks. 
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