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PREFACE

New mobile communication technologies have given a boost to inno-
vations in electronic for telecommunications and microwave electronics.
It’s clear that the increasing request for mobile data availability, as proved
by the growth of 69% of mobiledata trafficin 2014, poses great challenges
toindustries and researchers in this field.

From this point of view a rapid diffusion of wireless mobile broadband
network data standards, like LTE/4G, should be seen, which requests a
state-of-the-arttransceiver (i.e., transmitter/receiver) electronics. It will be
mandatory tousehigher frequencies, with wider bandwidth and excellent
efficiency, to improve battery duration of mobile phones and reduce the
energy consumption of the network infrastructures (i.e. base stations).

Moreover, the microwave electronics is ubiquitousin satellite systems.
As an example the GPS-GLONASS systems, developed respectively by
United-States and Russian Federation for geo-spatial positioning, now are
commonly used as navigation support for planes, ships, trains, automo-
biles, and even people.

Other interesting applicationsare the earth-observation satellites, like
the Italian system COSMO-SkyMed: a constellation of four satellites de-
veloped for the observation of theentire planet. These systems are able to
producea detailed image of the earth surface exploitinga microwave syn-
theticapertureradar, with the possibility to observean area even by night
or withbad weather conditions. Clearly these features are impossible for
traditional optical systems.

Even if a lot of electronic applications are focused on the system archi-
tecture, in microwave electronics the single transistor still plays a key role.
Indeed, the number of transistors in high-frequency circuits is low and
wideareas are occupied by numerous passive elements, required to opti-
mizethe system performance. Thereis a lot of interest in finding the opti-
mum transistor operating condition for the application of interest, because
thehigh-frequency electron-device technologies are relatively young and
often stillin development, so the transistor performanceis generally poor.

As a matter of fact, transistor characterization plays a very important
role: various measurement systems, developed for this purpose, have been
proposed in literature, with different approaches and application fields.

Moreover, a meticulous characterization of the transistor is thebasis for
the identification of accurate models. These models, allowing to predict
thetransistor response under very different operating conditions, repre-
sent a fundamental tool for microwave circuit designers.

This thesis will resume threeyears of research in microwave electron-
ics, whereI have collaborated in research activities on transistor character-
ization and modelling oriented to microwave amplifier design. As various
kinds of amplifiers (i.e., low-noise amplifier, power amplifier) have been
developed, various characterization techniques have been exploited.
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In the first chapter, after a presentation of the most common large-
signal characterization systems, a low-frequency large-signal characteriza-
tion setup, oriented to transistor low-frequency dispersion analysis and
power amplifier design, will be described as well as the development of
the control algorithm of the measurement system and its application to the
design of a Gallium-Nitride class-F power-amplifier, operating at 2.4 GHz
with 5.5 W of output power and 81 % efficiency. Another application of the
proposed setup for fast-trap characterization in III-V devices is then re-
ported. Successively, an extension of the setup to very low frequencies will
be presented.

In thesecond chapter, small-signal characterization techniques will be
dealt with, focusing on noise measurement systemsand their applications.
After a briefintroduction on the most relevantsmall-signal measurement
system (i.e., the vector networkanalyzer), an innovative formulation will
be introduced which is useful to analyze thesmall-signal response of Gal-
lium-Arsenide and Gallium-Nitride transistors at very low frequencies.
Successively, the application of neural network to model the low-
frequency small signal response of a Gallium-Arsenide HEMT will be in-
vestigated.

The third and last chapter will deal with the EM-based characterization
of Gallium-Nitride transistor parasitic structures and its usage, combined
with small-signal and noise measurements, for developing a transistor
model oriented tolow -noise amplifiers design.In particular, the design of
a three stages low-noise amplifier with more than 20 dB of gain and less
than 1.8 dB of noise figure operating in Ku-band will be described.



PREFAZIONE

I nuovi sistemi di comunicazione mobile hanno dato una forte spinta
allinnovazione dell’elettronicadelle telecomunicazione e delle microonde.
Infattie chiarochela crescenterichiesta di accessibilita allarete da disposi-
tivi mobili, come provato dall’aumento del 69% del traffico dati da reti
mobili nel 2014, impone grandi sfide alle industrie ed ai ricercatori che
operano in questo settore.

Da questa prospettiva dovrebbe essere vista la rapida diffusione dei
nuovi standard di comunicazione mobile wireless a larga banda, come
LTE/4G, che richiedono una circuiteria di trasmissione/ricezione allo stato
dell’arte. In particolare sara sempre richiesto l'utilizzo di frequenze piu
elevate, con associate larghezze di banda maggiori, e livelli di efficienza
moltoalti, in modo da prolungare la durata delle batterie nei telefoni cel-
lularieridurreiconsumienergetici delleinfrastrutture di rete (i.e,, stazio-
ni radio base).

In aggiunta 'elettronica delle microonde & onnipresente in ambito sa-
tellitare. Un esempio sono i sistemi GPS-GLONASS, sviluppati rispetti-
vamente da Stati Uniti e dalla Federazione Russa come sistemi di posizio-
namento globale, oggi largamente utilizzati come supporto alla naviga-
zione di aerei, navi, treni, automobili e anche persone.

Altreinteressanti applicazioni sono i satelliti per 'osservazione terre-
stre, come il sistema italiano COSMO-SkyMed: una costellazione di quat-
trosatelliti sviluppata per I'osservazione di tuttoil pianeta. Questi sistemi
sono in grado di riprodurreuna immagine dettagliata della superficie ter-
restregrazieall'utilizzo diradar ad apertura sintetica, con la possibilita di
osservareun’area anche di notte o con condizioni meteo sfavorevoli, cosa
impossibile con i sistemi ottici tradizionali.

Anche se in molte branche dell’elettronica l'attenzione si & spostata
versol’architettura del sistema, nell’elettronica delle microonde il transi-
storegioca ancora un ruolo chiave. A conferma di cio il numero di transi-
storinei circuiti operantiad alta frequenza e generalmenteridotto e ampie
areedel circuitosonooccupate da elementi passivi, richiesti per ottimizza-
re le performance del sistema.Il grandeinteressenel trovare le condizioni
di lavoro ottimali di un transistor operante ad alta frequenza ¢ legato al
fatto che tali dispositivi sono realizzati con tecnologie nuove e spesso an-
corainsviluppo, per cuie necessariosfruttareal megliole lororidotte pre-
stazioni.

Per questimotivie fondamentale caratterizzare in maniera accurata il
transistor esonostati propostiin letteratura vari sistemi di misura svilup-
pati per questo scopo, con differenti approcci e campi di applicazione.

E chiaroinoltre chela caratterizzazione accurata di un transistor, nelle
sue diverse condizioni di funzionamento, ¢ alla base dell’estrazione di
modelli che consentano di predirnein modo accuratolarisposta. Tali mo-
delli rappresentano uno strumento essenziale per la progettazione a mi-
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croonde, permettendo al progettistadi avere un perfetto accordo tra le si-
mulazioni CAD ed il circuito, o il sistema, da realizzare.

Questa tesiriassume tre anni di ricerca nell’elettronica delle microon-
de, dove ho collaborato ad attivita di ricerca sul modeling e sulla caratte-
rizzazione di dispositivi elettronici orientati al progetto di amplificatori a
microonde. Poiché sono stati realizzati vari tipi di amplificatori (i.e, am-
plificatoria bassorumore, amplificatori di potenza),si e fattouso di diver-
sisistemidicaratterizzazione, che sonostati oggetto del presentelavorodi
tesi.

Nel primo capitolo, dopo una breve introduzione sulle tecniche di ca-
ratterizzazionea grande segnale, sara descritto un sistemadi caratterizza-
zione abassa frequenza e grande segnale, orientato all’analisi della disper-
sione a bassa frequenza di transistori e al progetto di amplificatori di po-
tenza. A seguire é riportato lo sviluppo dell’algoritmo di controllo del si-
stema di misura e la sua applicazione al progetto di un amplificatore di
potenza in classe F in Nitruro di Gallio, operante a 2.4 GHz con 5.5 W di
potenza d’uscita e 81% di efficienza. In seguito e riportata un’altra appli-
cazionedel setup:la caratterizzazione dei fenomeni di intrappolamento in
dispositiviIll-V.Il capitolo terminadescrivendol’estensione del sistema di
misura a frequenze pitt basse.

Il secondo capitolo trattera delle tecniche di caratterizzazione a piccolo
segnalee siconcentrerasullemisure di rumore e sulla misura degli effetti
dispersiviin bassafrequenza. Dopo unabreveintroduzionesul principale
sistema di misura a piccolo segnale (i.e., 'analizzatore di reti vettoriale),
saraintrodotta una formulazioneinnovativa utilead analizzarela risposta
a piccolosegnale di transistori in Nitruro di Gallio e Arseniuro di Gallio a
bassissima frequenza. Successivamente verra esaminata la possibilita di
utilizzare dellereti neurali per modellare la risposta a bassa frequenza di
un HEMT in Arseniuro di Gallio.

Il terzoe ultimo capitolo trattera della caratterizzazione elettromagne-
tica delle strutture diaccesso diun transistore in Nitruro di Gallio e il suo
utilizzo, combinato con misure di rumore, per sviluppare un modello di
transistori orientato alla progettazione di amplificatori a basso rumore. In
particolaresaradescrittoil progetto di un amplificatore a basso rumore a
trestadicon pit1 di 20 dB di guadagno e meno di 1.8 dB di figura di rumo-
re operante in banda Ku.



1 ALOW-FREQUENCY HARMONIC LOAD-PULL
SYSTEM

Linear systems are defined as those which satisfy the principles of su-
perposition and scaling. Specifically, given the two inputs x,(t) and
x,(t) as well as the respective outputs:

»n® =Flx, @) 1.1)

y,(®) = F(x,(®) )
the response to the excitation:

ax,(t) + Bx, () , (1.3)
must be:

ay, ) + By, (1) (1.4)

with @ and f scalar constants.

In electronics, whenever possible, systems and circuits are considered
as linear, because a non-linear circuit is in a large way more complicated
to analyzethan alinear one, and the design of non-linear systems is even
more ambitious.

One of the first circuits which violates the linear assumption is the
power amplifier [1]. The push of telecommunications toward more power-
efficient design has moved the power-amplifier design from linear class A
power amplifiers, tomoreefficient class A-B and class B power amplifiers.
This introduces, as a drawback, a lot of non-linear phenomena, as, for ex-
ample, harmonic generation and power saturation.

Moreover non-linearities are ubiquitous. Even passive elements, like
resistors, capacitors and inductors, are non-linear when large voltages or
currents areapplied. Thus, linearity in electronic circuit is just an approx-
imation, and a full understanding of electronic circuits requires non-
linearity comprehension.

Various high-frequency large-signal measurement systems have been
developed to analyzenon-linear systems, in particular the transistor, be-
causeit is thesourceof almost all thenon-linearities in microwave circuits.

In thefirst part of this chapter a brief presentation will be proposed of
the twomost common non-linear characterization setups: the Non-Linear
Vector Network Analyzer (NVNA)and the load- and source-pull charac-
terization system.

These systems surely are able to characterize a device in high-
frequency non-linear operation but alow -frequency large-signal setup can
give a more clear view of the available performance of a transistor, ana-
lyze the dispersive phenomena or rigorously investigate the transistor op-
erating condition. This assumption will be discussed in the second part of
this chapter, when a low-frequency large-signal setup will be presented
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Acquisition System

rif inc inc  rif
X X
Generator Generator
M 2)
DUT
ru
Reference Clock
Fig. 1.1 General NVNA setup. DUT input and output ports are excited

by two generators. Incident and reflected waves at both ports
are acquired by an acquisition system.

with some possible applications, like high-frequency power-amplifier de-
sign [2], and fast dispersive effects characterization [3].

In thelast part of the chapter, a possibleextension to very low frequen-
cies will bereported, useful to analyze the low-frequency dispersive phe-
nomena in their bandwidth of occurrence [4].

1.1 NONLINEAR VECTORNETWORK ANALYZER

A bigissuein non-linear system characterization is the harmonic gen-
eration. While thelinear system response to an input signal is at the same
frequency of the input, generally in non-linear systems a lot of frequency
components are generated. This phenomenon is well evident after a brief
mathematical analysis.

By considering a sinusoidal input to a non-linear system:

x(@) = cos(wyt) (1.5)
with the simple non-linear input/output relationship:
y@® = f(x®) = x@®) + x®)? (1.6)
the output can be written as:
y(©) = cos(wyt) + cos?(w, t)
= Cos(wo t) + E

1 (1.7)
+ > cos(Qwyt)

The output signal has three frequency components, one at the same
frequency of the input (i.e., w,), one at DC and one at the double of the in-
put frequency (i.e., 2w,). So the acquisition of all the frequency spectrum
is fundamental to carefully characterize the system non-linearities.

In Fig. 1.1 it is reported a simplified block diagram of a NVNA. The
Device Under Test (DUT) input and output ports are excited by two gen-
erators, and incident and reflected waves at both the DUT input and out-
put areacquired by an acquisition system. Generators and acquisition sy s-
tem are synchronized by a reference clock, to avoid spectral leakage.
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To exhaustively characterize a non-linear device operating at micro-
wave frequencies these requirements are necessary:

A HIGH-FREQUENCY WAVEFORM G ENERATOR: generated signals could
be sinusoids but also modulated waveforms, in order to evaluate
the performance of a device (e.g.,, an amplifier) in operative-like
conditions.

A LARGE BANDWIDTH ACQUISITION SYSTEM, toacquireboth theexcita-
tion frequency and the harmonics. A 4-channel system is necessary
to acquire all the information required to reconstruct the voltages
and currents at the DUT ports.

A SYNCHRONIZATION SYSTEM, necessary to the acquisition system and
to synchronize the two generators.

A CALIBRATION TECNIQUE, able to de-embed the influence of the acqui-
sition system. Non-linear system calibration is not trivial; for exam-
ple phase calibration, necessary to correctly reconstruct the relative
phases of harmonic components, is very complex. The calibration
procedure requires specific instruments, as comb-generators [5].

Clearly the NVNA is a complicated system, and its complete descrip-
tion is not the purpose of this thesis. However, we will report some im-
plementations ofthe NVNA, in particular the most important part: the ac-
quisition system.

1.1.1  Oscilloscope-based setup

The first developed solution uses a high-speed 4-channel oscilloscope.
In this way all thesignals areacquired simultaneously in time domain, so
harmonic phases in the spectral domain are aligned without extra effort.
Oscilloscopes able to acquire high-frequency waveforms can be of two

types:

REAL-TIME OSCILLOSCOPES [6], where thesamples areacquired directly
by thescope at the maximum sampling rate. So the Analog-Digital
Converter (ADC) sampling rate must be at least the double of the
maximum frequency of the signal, to fulfill Shannon criteria. High-
speed ADCs arevery expensive and this solution could not be prac-
tical or no commercial instrument could be available if the operat-
ing frequency is very high. As an example, at the time when this
thesis is written, the fastest oscilloscope is the LabMaster 10 Zi by
Lecroy, with a maximum sampling rate of 160 Gs/s, and a band-
width of 65 GHz, for approximatively 200°000 $ [7].
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Fig. 1.2 Sinusoidalsignalacquired with an equivalent time oscilloscope,
samples are marked with red circles.

EQUIV ALENT-TIME OSCILLOSCOPES [8], wherethesamples are acquired
each one in a separate period of the signal, as reported in Fig. 1.2.
Using this technique the sample-rate could be hundreds of time
lower than thesignal frequency, still maintaining an accurate acqui-
sition of waveform shape. It’s clear that the reduction of the ADC
speed decreases the complexity and cost of the system but a very
accurate control of the trigger point (i.e., the time instant when the
sample is acquired) is fundamental. Indeed a small uncertainty of
thetrigger point,i.e, the timingjitter, can introduce great variations
on theacquired sample value, in particular when the signal deriva-
tive is higher, thus limiting the system bandwidth.

The calibration of an oscilloscope-based setup is a bit tricky. In addition
to theuncertainty associated to thebandwidth limitation of the acquisition
path, thetime grid of theacquired samplesis affected by non-linear distor-
tion thus a complex timebase correction is needed [9].
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trigger trigger trigger trigger
point point point point

i

(a) (b)

Fig. 1.3 Idealtrigger-point time definition (a) and its uncertainty in case

of noisy signals (b).

Generator

M

r
Reference Clock

Fig. 1.4 NVNA with a sampler-based receiver system. Incident and re-
flected waves are sampled with sampling instants based on a re f-
erence signal, then are acquired by ADCs and sent to a computer.

1.1.2  Sampler-based setup.

The sampler-based NVNA follows the approach of the equivalent-time
oscilloscopes, trying to solve the main problems of it: the trigger timing
jitter.

The trigger-point time definition relies on the comparison between two
signals, the trigger voltage value and a reference signal, so high uncertain-
ty can be found if noise afflicts these signals. In Fig. 1.3, where the ideal
case (Fig.1.3a)is compared to a real case (Fig. 1.3b), it is evident the trig-
ger-point time uncertainty. Moreover, this problem cannot be prevented
becauseitis not possibletoaverage thenoise present in the trigger circuit.

A solution can be a fractional N synthesizer: a device that exploiting
the Phase Locked Loop (PLL) techniqueis able to generate a signal whose
frequency is a fraction of the reference signal frequency. Moreover, unlike
standard PLLs, the output signal frequency can be selected with very fine
granularity.
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Fig. 1.5 Spectral components at the input (right) and at the output (left) of

the sampler. The multitone excitation signal frequency compo-
nents are folded down to the Nyquist frequency band and, if the
sampler reference frequency is selected accurately, the high-
frequency signal can be reconstructed.

The system is the one reported in Fig. 1.4, four samplers (S/H in the
figure) synchronized by the output signal of the fractional N synthesizer
(1/N in the figure) take samples of the incident and reflected waveforms,
then thesamples are converted by the ADCs and acquired (by a PCin the
figure).

The spectral components of the output signals of the sampler are the
same of the high-frequency signals but folded down in the Nyquist band
(i.e., the band between 0 Hz and fsu/2) as reported in Fig. 1.5, so the ADC
could workat the low frequency fsu, decreasing cost and increasing accu-
racy.

The high-frequency signals can be reconstructed only if the various
spectral lines do not overlap when they are folded down to the Nyquist
band. Moreover the reconstruction of the high-frequency signals can be
very tricky for wideband modulated excitation signals, because the de-
termination of the origin of all thespectral lines in the sampled signal can
be challenging [10].

1.1.3  Mixer-Based setup

In all the twoapproaches presented the acquisition is in time domain.
The main advantageis that all the signal spectral componentsare acquired
at thesametime. In a mixer based setup instead the acquisition is done in
frequency domain, one frequency components at time [11], [12]. This in-
troduces a phase uncertainty: it is not possible to know the phase differ-
ence between the harmonic components, as they arenot acquired at the
same time.

To overcome this problem a synchronizer is needed. This device cre-
ates a train of pulse of its excitation signal. This train of pulse is than ac-
quired and used as a reference signal.

The Fourier transformation of a pulse train is:
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Fig. 1.6 NVNA with a mixer-based receiversystem. Incident and reflect-
edwaves are mixed with a signal coming from a ramp generator
toselect one single frequency component. Thenitis acquired one
frequencyattime. Also the signal coming from a sync generator
is acquired to re construct the phase of the incident and reflected
waves, as reported on the top of the figure. With REF it is marked
the sync signal, with S the acquired signalbefore (ACQ) and after
phase compensation.

n= oo F n=co .
Z 8t —nT) — Z e2m/nt , (1.8)
n=0

n=0

so all the harmonic components generated by the synchronizer have the
same phase and can be exploited as phase-reference to determine the ab-
solute phase of the acquired waveforms.

The setup of the mixer based NVNA is the ones reported in Fig. 1.6,
wherealso thereconstruction of the absolute phase of the spectral compo-
nents is highlighted.

1.2 LOAD-AND SOURCE-PULL

Source- and load-pull characterization systems are addressed to:

e Setting the source and load terminations of the DUT.
e Measuring the performance of the DUT.

The aim of these systems is to find the input and output terminations
(Ts and I}) of the DUT that fulfill the performance required. This could be
a difficult task becausein non-linear devices, unlikein linear ones, it is dif-
ficult topredict the optimal operating point on the basis of device models.
A solution could beto experimentally find the optimal condition by using
load- and source-pull characterization setups.

11
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DUT
I S o Meter

Lo

Source

Fig. 1.7 Basic diagram of a load- and source-pull characterization setup.
Source andload terminations are controlled while monitoring the
performance of the DUT in non-linear operation.

The firsts source- and load-pull systems were developed in the ‘70 [13],
[14], and themodern evolutions of these systems areuseful to characterize
microwave devices in large-signal operation.

In particular a source- and load-pull can be exploited to:

DEVICE EVALUATION: the performance of the device is measured for few
input and output conditions, to evaluate the quality of the produc-
tion

MATCHING NETWORK DESIGN: various sourceand load terminationsare
presented toa device (typically a transistor for the design of an am-
plifier or an oscillator) operatingin non-linear condition to find the
source and load impedances that maximize the performance of in-
terest. The input and output matching networks have to be de-
signed in such a way tosynthetize the optimal source and load im-
pedances measured.

LARGE-SIGNAL DEVICE MODELLING: load- and source-pull measure-
ments canbeused to extract a devicemodel, directly or using addi-
tional types of measurements.

DEVICE RELIABILITY: the failure process can be studied as a function of
thevariation of the Voltage Standing Wave Ratio (VSWR), toidenti-
fy the failure conditions.

TECHNOLOGY PROCESS DEVELOPMENT: the effects of a variation of a
process parameter (e.g., doping level) or device geometry (e.g.,
field-platewidth) can beinvestigated by usingsource and load-pull
measurements.

The simplest implementation of a source- and load-pull system is re-
portedin Fig. 1.7, wherean active deviceis driven by a microwave source
and its performance is monitored while its input (source-pull) or its out-
put (load-pull) impedances at the excitation frequency are changed. The
data of interest are typically:

e Input and output power (Fy and Pyy7);



1.2 LOAD- AND SOURCE-PULL

Probe Probe Probe
Open Stub
® | I " Il
Main Main
line line
(a) (b)
Fig. 1.8 Passive tuner: a conductive probe position is controlled in two

dire ctions within a slab line (a). In (b) an open-stub resonator is
inserted for harmonic control.

e DC Power (Py¢);

e Power Gain (G = Pyy;/P,y) and its compression (i.e., the differ-
ence between thesmall-signal gain and the gain at the given input
power);

e Power Added Efficiency (PAE = (Pour = Prw )/ PDC) or drain effi-
ciency (n = Pyyr/Ppoc).

The main difference between the various load- and source-pull setups
is the way theinput and output DUT termination is controlled. There are
three kinds of solution:

PASSIVE TUNERS: where thereflection coefficient is modified using a pas-
sive mechanically tunable device.

ACTIVE TECHNIQUES thatsynthesize theload electronically with a suita-
ble signal injected into the device output port.

HYBRID TECQNIQUES: combinations of the two techniques above.

Moreover, the load- and source-pull systems can control the termina-
tions not only at the fundamental frequency of the excitation signal, but
also at the higher-order harmonics. In this case the system is called har-
monic load- or source-pull.

In the following, we will discuss in more detail the different implemen-
tations of theload-pull techniques; the discussion can be extended also to
source-pull systems because the control of the source reflection coefficient
is similar to the control of the load reflection one.

1.2.1 Passive Tuners

A passive-tuner basic implementation is reported in Fig. 1.8a. It is
based on two ground planes with a main line at the center. A conductive
probeisinserted at a controllable distance from themain lineand at a con-
trollablelongitudinal pointof the main line. The conductive probe creates

13
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Fig. 1.9 Active load pull setup.In (a) anopen-loop setup is presented, in

(b) is reported an active-loop load-pull setup.

a discontinuity in theline typical impedance and by controlling the mag-
nitude of this discontinuity (the distance between the main line and the
probe)and where this discontinuity is inserted (the longitudinal position
of the probe) it is possible to manipulate the reflection coefficient of the
tuner.

The position of the probeis often controlled automatically by step mo-
tors, allowing a fine tune of the position and a great repeatability [15].

The main problem of a passive tuner isrelated to its losses; even if ide-
ally this solution is able to reproduce every refection coefficient, the pres-
ence of intrinsic losses reduces the maximum magnitude of the reflection
coefficient synthesizable. This is a stronglimitation becausein this way the
impedances near to the edge of the Smith chart are not synthesizable.

1.2.2  Active techniques

To reach a higher module of the reflection coefficient, active load-pull
systems wereintroduced. Thesesystemsinjecta signal at the output of the
DUT, and, by controlling accurately its phase and amplitude, a load ter-
mination can be synthesize. There are two approaches:

OPEN LOOP TECHNIQUES, where part of the excitation signal is taken
from the input, amplified and, with a controlled phase, injected at
the output of the DUT as theoutput incident wave [16]. A block di-
agram of the system is reported in Fig. 1.9a. This kind of solution
has some drawback, the load reflection coefficient depends on the
ratiobetween reflected and incident waves, and even if the incident
waveis controlled, thereflected waveis a non-predictable function
of theexcitation signal and theincident wave itself; thus a complex
computer controlis mandatory toimpose the output termination at
a desired value. Moreover, it is possible a failure which can damage
the DUT, becausealsonegativereflection coefficients can besynthe-
sized.

ACTIVE-LOOP TECNIQUES: as seen in Fig. 1.9b a portion of the reflected
wave at the output of the DUT is taken by a coupler, controlled in
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amplitude and phase, and sent back to the DUT as an incident
wave. If all the components are matched to the same reference im-
pedance, thereflection ratio can be controlled by varying theampli-
fication and the phase-shift of the loop. The advantage of these
techniques is that the control is simpler than in the open-loop case,
becausetheratiobetween incidentand reflected waves is controlled
directly, avoiding errors and potential failures. So this control is
morestraightforward and safer, but has some drawback yet, as the
potential instability of the loop.

1.2.3  Hybrid Techniques

It is possible to merge the active and passive load-pull techniques, as
reported in [17], [18] and [19].

The idea is to help the active load-pull system by inserting a passive
tuner, and by using the additional signal only to compensate the losses
and increase the maximum reflection coefficient achievableby thesystem.

1.2.4 Harmonic Load-Pull

It could beof interest to characterize the DUT not only by varying the
output impedance at the excitation frequency, but also at its harmonics.
This could be necessary for two reasons:

e Itisof interest tofind an optimal load condition also at the second
and the third harmonic. This is the case of a class-F amplifier de-
sign, wherethe output terminations at the second and third har-
monics are ideally a short and an open circuit [2].

e For device working under high gain compression or with high
VSWR, the output signal could be distorted and have a lot of fre-
quency components. It is necessary to control the terminations at
these frequency components, because they strongly affect the per-
formance of the device [20]

Several solutions have been proposed: as an example it is possible to
insert more passive tuners, each working at a different frequency, in series
or in parallel usinga triplexer [17]. Themain draw-back of this solution is
the high-losses, due to the series of the tuners or the insertion loss of the
triplexer, reducing the maximum reflection coefficient synthesizable.
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Fig. 1.10 Active harmonic load-pullsystems. In (a) it is reported a closed-

loop load-pull with the capability to control the load terminations
up to the third harmonic.In (b) insteadit is presented an active-
loop load-pull with a loop for the fundamentalload controland a
loop for the second harmonic load control.

o

s'l

Capacitive Core

Linear Extrinsic Parasitic Network

Fig. 1.11 Field Effect Transistor (FET) generic model topology. The linear
extrinsic parasitic network, re presenting the access structures,
connects the Extrinsic Plane (EP) of the device with the Intrinsic
Plane (IP). The Capacitive Core, representing non-linear dynamic
phenomena and the Resistive Core, taking into account the de-
vice DC and low-frequency I/V characteristic, are connected in
parallel. The most common amplifier-design techniques are de-
fined at the Current Generator Plane (CGP).

Commercial solutions exploit tuners with more than one probe, where
all the possible probe positions have to be characterized, or tuners with
open-stub quarter-wavelength resonators at the second or third harmonics
(Fig. 1.8b). This techniqueis simpler than the previous onebut it allows to
set only high-reflective loads.

In open-loop active-systems the harmonic-termination control can be
achieved by injecting signals with components also at harmonics, like the
setup in Fig. 1.10a [21], or in active loop it is possible to add loops for
higher frequency components, Fig. 1.10b.
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Fig. 1.12 Output I/V characteristic with dispersive phenomena. DC output
characteristic (blacklines), greatly differs from output character-
istics measured dynamically (colored lines) from the marked bias
point (e.g., exploiting a pulsed I/V measurement setup). It is evi-
denthow the dynamicI/V characteristic is a function of the of the
bias-point. Mostimportant dispersion effects are marked in the
figure.

1.3 A LOW-FREQUENCY LARGE-SIGNAL CHARACTERIZATION
SETUP

Surely the characterization setups previously presented allow to know
the device response under actual operating condition at the design fre-
quency, as a function of source and load impedances, but the most dif-
fused design techniques for power amplifiers (e.g., [22], [23], and [24]) are
not referred to the device Extrinsic Plane (EP), where the measurements
are carried out, but to the Current Generator Plane (CGP).

In Fig. 1.11it is reported a general non-linear model of an electron de-
vice. It is clear that it is not trivial to achieve the current generator re-
sponse from the measurements taken at the EP, becauseeven if linear par-
asitic structures can be de-embedded with minor efforts, the non-linear
capacitive-core contribution is very hard to eliminate. This approach has
been successfully followed in [25], [26] but it is useful only to perform a
“reverse engineering” of the device operating regime, that is to check
which condition at the transistor CGP is set by the terminations at the EP.

A power-amplifier designer needs to do the opposite, to set the opera-
tive condition at the CGP of the transistor and found which termination at
the EP of the device allows this operative condition. The design could be
carried out by using CAD models, but only if they allow the access to the
CGP currents and voltages. However, a number of drawbacks must be
considered, model inaccuracies first of all. Anyway, models must be ex-
tracted, and the transistor current generator has to be characterized.

Unfortunatelyitis not possible to exploit the DC characteristics of the
transistor ofinterest, indeed themeasured DC current generator response

® DC Bias Pgint 2
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is different than the one at RF. This is essentially due to the presence of
dispersive phenomena.

These phenomena, known as low -frequency dispersion, strongly affect
theelectron device current generator response, as seen in Fig. 1.12. These
effects are mainly due to defects in the device (e.g., impurities, vacancies)
and self-heatingeffects [27], so innovative technologies are more afflicted
by this, because the construction process of the transistor are not fully op-
timized and a lot of defects could be present in the device structures. This
is the case of Gallium-Arsenide (GaAs)and Gallium-Nitride (GaN)hetero-
junction electron devices. These field effect transistors can manage higher
power densities at higher frequencies than silicon electron devices [28],
because the device structure is designed to create the channel in a non-
doped region, where electron mobility is very high [29], so they are of
common use in microwave electronics.

The solution is to perform the characterization at a frequency where
the reactive effects of the device access structures are still negligible, but
higher than the cut-off frequency of the low-frequency dispersion effects.
As demonstrated in literature, a measurement frequency of few megahertz
generally fulfils these requirements [30].

Settled the working frequency, the design of the characterization sys-
tem can be discussed:

BASIC STRUCTURE: an NVNA-like structure has been used, because it
grants great flexibility and theaccess at all the variables of interest.

ACQUISITION SYSTEM: as the working frequency is low there is no need
of down-conversion. A commercial medium-performance ADC is
ableto accuratedigitize thesignal directly at the excitation frequen-
¢y, so a 4 channel real-time oscilloscope is exploited to acquire the
reflected and incident waves at the input and output port of the
DUT.

LOAD TERMINATION CONTROL: the load can be controlled both with
passive and active techniques. Conventional tuners are not usable
at these frequencies, because thelength of the internal transmission
line would be tens of meters, so a simple resistor, or a controlled
switched resistor matrix, could be connected to the output of the
DUT. This solution is very simple and also allows to characterize
high-power transistors (above tens of watt) with a low-cost setup
[31] butitisnot possible to have a fine control of the load termina-
tion. Moreover, the resulting system has not the capability toim-
pose the harmonic terminations.

To overcome these problems an active load-control technique can
be applied. To reduce the components needed, an open loop tech-
nique has been applied, with some differences: the triplexer is un-
necessary, becauseat low -frequency an arbitrary function generator
is not expensive and can impose at its output a signal with all the
harmonic components needed; also thecirculator is not present be-
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Fig. 1.13 Large-Signallow-Fre quency harmonic load-pull setup. The basic
structure is similar to an oscilloscope-based NVNA with a 2-
channels function generatorasa source. All the instruments are
controlled by a software running on a PC.

causeit is not practical at low frequency (for the same reason of the
tuner). So theamplifier must havethe capability to work with very
high VSWR (i.e,, its output termination is always negative).

CALIBRATION: it has been found that at such a low frequency a simple
characterization procedure can take the place of a rigorous calibra-
tion, moreover the oscilloscope acquisition channels can be treated
asideal [30]. Thisis a great advantage: complex non-linear calibra-
tions are not needed, thus the measurements can be carried out
with good accuracy with only the compensation of the passive
structures, whose effects are simply measurable (e.g., by a Vector
Network Analyzer (VNA)).

The system previously described is represented in Fig. 1.13.In particu-
lar, a dual-channels arbitrary-function source can independently provide
arbitrary waveforms in the frequency range [1 mHz-120 MHz]. A 30-W
power amplifier (PA) is cascaded to the device output port excitation; this
PA can operate with strongly mismatched loads and was selected in order
to allow the characterization of device up to some watt of output power
(even if the maximum output power is 30 W the mismatch reduces the ef-
fective power transfer). Twowideband (10 kHz-400 MHz) dual direction-
al couplers monitor the DUT incident and reflected waves, which areac-
quired by means of a four-channel digital oscilloscope (4 GSa/s). A high-
resolution (4 uV; 20 fA) and accurate (V: 0.05%, I: 0.2%) DC source pro-
vides the bias for the device-under-test (DUT). To ensure DC and RF path
isolation, two wideband (200 kHz-12 GHz) bias-tees are used in the se-
lected frequency range. In Fig. 1.13 the two 4-port passive networks that
must becharacterized in order to get the all the needed information at the
device plane are marked with the labels S£%" and SiY,.

In the following part of this section the control algorithm of the setup is
presented. Successively, an application of this setup for power amplifier
design is proposed, then the setup is exploited for fast-trap characteriza-
tion on transistor of various technologies.

19
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Fig. 1.14 Incident and reflected waves at the DUT output.
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Fig. 1.15 Model of the output section of the setup (a) and its approxima-
tion (b) used for the algorithm formulation.

1.3.1  Multi-harmonic load-termination control algorithm.

As said before theload-termination controlis carried out with an open-
loop technique. This approach requires fewer components (i.e., no variable
attenuator, phase-shifter, loop coupler) than the active loop solution, but
the control algorithm is more critical. This is because, as represented in
Fig.1.14, thesystem has theability to control only theincident wave at the
output of the DUT and not thereflected wave. Due to this problem it’s not
possibletoknow “a priori” whichis theincident wavetoapply at the out-
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Fig. 1.16 Algorithm that exploiting one of the formulation described syn-
thesizesan outputloadata desired frequency. “Values” stand for
the amplitude and phase to apply at the signal-generator outputs.

put in order to synthesize the desired impedance. As a consequence, the
solution must be found with an iterative algorithm.

Several solutions have been explored and two algorithms have been
implemented.

A model of the output section of a transistor connected to the charac-
terization setupis reported in Fig. 1.15a.In a first-order approximation the
impedance Z; is negligible, because in most of the operative conditions it
is largely bigger than the synthesized impedance. Also Zg, representing
the cable series-impedance can be neglected, as widely lower than the
generator input impedance (i.e., the reference impedance 50 Q). These as-
sumptions simplify the output section of the device, as seen in Fig. 1.15b,
and lead to the first algorithm which is based on the following formula-
tion:

vp(wy)  vepy (@)
L) i@ 0 .9
- UGEN(CUO) = (ZDUT((")O) —50Q)-ip(wy)

Zpyr (wy) =

Thus, known the output current of the device i, (w, ), it is possible to find
the desired impedance Z,;;(w,) at the desired frequency w, by setting
the generator voltage vggy (w,).

Naturally this approximation is too strong to be used to find directly
the desired impedance, but it can be exploited in an algorithm, that itera-
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Fig. 1.17 Simplified model of the output section of the measurement
setup with the power amplifier.

tively employs theabove formula. As reported in the flux-diagram in Fig.
1.16 thealgorithm starts by applying a default excitation signal, then cal-
culates the generator excitation voltage from the current measured in the
previous iteration. It has been empirically found that this algorithm has
good convergence properties in the practical cases of interest.

If a power-amplifier is needed at the drain section of the DUT, its effect
must be taken into account. To this end, the amplifier is modeled as
shown in Fig. 1.17, where the output impedance Z§}/¥ is supposed con-
stant and known, whereas the amplification A*"”, complex number, is
measured at every iteration as the ratio between the incident wave im-
posed at the generator and theincident wave at the output of the amplifi-
er. So it is still possible to exploit the formulation (1.9) even in this case,
with small differences:

vy (w,)

Zour (o) = ip(wy)

~ Alwy) - vggy (@)
ip(w,)
= Vg (@o) = (Zpyr (o)
- ZglnldTP(wo) ) - ip(we)/A(wy)

+Z47 (W)= . (1.10)

If a high-impedance (i.e.,an open) has to besynthesized theimpedance
Zp in Fig. 1.15a isnot negligible and the formulations in (1.9) and (1.10) are
no morevalid. In this case another algorithm can be applied: if the device
output termination module is an open circuit/high impedance
no/negligible current flows, so it can be concluded that:

vp (o) = vy (o) = vegy (W)

= vp(wp) ’ (1D

because the voltage drop on the 50 Q resistance or the Z§}f is negligible.

Like in the previous case this formulation is used in aniterative algorithm
whereat each step equation (1.11)is imposed until the desired impedance
has been found.

In both of the presented algorithms, to improve the convergence, a
step-limitation is used. So the maximum distance between two steps (i.e.,
[een () — vopy (k — D) is limited.
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These algorithms can be exploited to control simultaneously up to
threeharmonic terminations by simply running three instances of the al-
gorithm together, each one working on a specific frequency.

A characterization-setup control program has been developed. This
program controls theinstrumentation in Fig. 1.13 and implements the al-
gorithms previously described, giving the possibility to control the output
terminations at the fundamental frequency and at the second and third
harmonics (i.e., 2 MHz, 4 MHz, 6 MHz).

In the followingsection the described setup will be exploited to design
a high-efficiency microwave power amplifier.
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TABLEI
0.25-um GAN HEMT TECHNOLOGY SPECIFICATIONS
Quantity Value
Breakdown Voltage 70V
Pinch-off Voltage 4V
IDss 1 A/mm
Saturated Output Power 5 W/mm

o
o
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Fig. 1.18 Grid of impedances measured at the fundamental frequency of
2 MHz (circles) for a 1.25-mm periphery 0.25-um GaN HEMT
biasedatVp, =32V, Iy =10 mA. Impedances corresponding to
anoutput powerlevel of atleast 5 W (filled circles) and corre-
sponding efficiency values.

Current Generator Impedance

13.2 Class-F PA design

The class-F PA design here presented is based on a discrete 1.25-mm
periphery 0.25-um GaN on SiC HEMT, whose main foundry specifications
are summarized in Table I.

The GaN HEMT was biased under «class-AB condition
(Vgo =-39V, V=32V, Ip; =10 mA ) and a LF load-pull characterization
of the device intrinsic resistive core was carried out. To this end, by ex-
ploiting the harmonic active load-pull setup in Fig. 1.13, the 2-MHz im-
pedances shown in Fig. 1.18 were synthesized. For each of the thirty im-
pedances synthesized at the fundamental frequency, the second harmonic
impedancewas settled tobea short circuit and the third one to be a high-
impedance termination. All the experimentally synthesized impedances
perfectly match with class-F theoretical formulation [23], [24] and [32].

Once the LF characterization phase was concluded, all information in
terms of output power, drain efficiency, maximum gate-drain voltage, etc,
was available and LF load-pull contours were drawn to evaluate the de-
vice performance. The design target was to obtain as maximum power as
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Fig. 1.19 Constant output power (left) and efficiency (right) contours at
constant minimum gate-drain voltage V;;p =-69 V. Measurements
carried out at 2 MHz for a 1.25-mm periphery 0.25-um GaN
HEMT biased at Vp, =32V, Iy =10 mA.
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Fig. 1.20 LF measurements (solid line) for the load impedance Z; =103 -

j*0.4 Q as a function of increasing input power under class-F op-
eration performed on a 1.25-mm periphery 0.25-um GaN biased
atVpg =32V, Ipg =10 mA. The load-lines are superimposed to DC
characteristics (Vg swept from -5V to 0 V step 0.5 V).

possible for the selected device (1.25-mm periphery) with the maximum
efficiency achievable: 5 W (~37 dBm) has been considered a reasonable
target for the output power. Efficiency values for the selected output pow-
er level are shown in Fig. 1.18.

It should be pointed out that only nine impedances get the target. The
reason is essentially related toreliability constraints since, for the remain-
ing impedances, the compliances related to the maximum gate-source or
gate-drain voltage are reached. In order to clarify this important aspect,
Fig. 1.19 shows the output power and efficiency contours for the fixed,
maximum Vg, value of 69 V (value close to the breakdown voltage in Ta-
ble I). In the left of Fig. 1.19 it can be noticed that the maximum 5.5 W
output power, corresponding to a 68.4 % drain efficiency, is achieved at
Z}:°? =~ 75 O, whereas from the right of Fig. 1.19 the optimal efficiency
condition (81.6 %) is found at ZIZ:JCGP =~ 103 Q which corresponds to 5.4 W
output power. Since the target is to maximize the efficiency obtaining as
much power as possible, Z1“" has been chosen for the design phase.

The optimum impedances are 103-j0.4 Q for the fundamental, 0.3+j0.1
Q for thesecond harmonicand 344+j515 Q for the third harmonic. As can
be seen, short and open circuits are synthesized at the second and third
harmonic, respectively.
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Fig. 1.21 LF time-domain voltage (solid line) and current (symbols) wave-

forms at the device CGP for the highest value of input power,
corresponding to the synthesized class-F operating mode (load-
ing condition of Table II) performed on a 1.25-mm periphery
0.25-um GaN HEMT biased at Vp, =32V, I, =10 mA.

Fig. 1.20 shows the trajectories of the load-line synthesized at the ED
intrinsicresistive core as a function of the input power sweep. The meas-
ured load-line for the highest value of input power was compared with
the one obtained by exploiting the foundry model which predicts 6.9 W
output power with a drain efficiency of 90 % (dotted line in Fig. 1.20). It is
well evident the poor predictive capability of the foundry model which is,
usually, tailored for class-A or AB design. As previously said, thermal and
trapping phenomena make the identification of a global and accurate
model for the current generator [33], [34] very difficult. Fig. 1.21 shows the
measured LF time-domain voltage and current waveforms referred to the
CGP: itis well evident that such electrical variables satisfy the minimal-
overlapping condition imposed by class-F operation.

The obtained LF electrical variables corresponding to each termination
wereelaborated in order toobtain the termination at the EP at the design
frequency of 2.4 GHz for the selected class-F operating mode.

Referringto Fig. 1.11, the previous characterization has gathered (ne-
glecting the parasitic network resistive elements, anyway easily de-
embeddable) the vectors of the resistive-core currents [i(k ;)]

Litk w27 = [igCkawpp)™ ipkawy)T] , (1.12)

(where k represents the harmonic index) and the associated vector
[v(@,)]" of the resistive-core voltages:

[v(k o, )] = [veskwy )T vps (ko )T] . (1.13)

It is worth noticing that the resistive-core contribution is actually fre-
quency independent. As a consequence:

[w(kay)]1" = vk arp)17li ko )17 =
[i(kap)]"

As resistiveand capacitive core are connected in parallel, the resistive
core voltage vector and the capacitive-core voltage vector are equal to the in-
trinsic voltage vector:

(1.14)
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Extrinsic Load Termination
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Fig. 1.22 Grid of impedances at the fundamental frequency of 2.4 GHz obtained
from the measurement grid in Fig. 1.18 fora 1.25-mm periphery 0.25-um
GaN HEMT. For each impedance synthesized at the fundamental fre-
quency fi (square), the second harmonic f2 (circles) and the third one (f3)
(dots) are shown.

[v(k wpp )] = [V )] = [v(kage )] . (1.15)

Exploiting the foundry model (EE_FET3 [35], the vector [v(kags)]* of
theintrinsic voltages can be applied to the capacitive-part description in
order to achieve the device capacitive-core currents [i(k gy )]°.

The vector [i(k agr )] of the total intrinsic currents (resistive-core currents
plus capacitive-core currents) can now be simply calculated by:

[i(k )]t = [i (kg )]™ + [i(k cogpe) 1€ , (1.16)

and, since all the electrical variables at the intrinsic device are known, the
extrinsicelectrical variables [v(kagy)]¢ and [i(k wgy)]%can be obtained by
exploiting the 4-port parasitic network description H(w), also derived
from the foundry model:

{[v(kaF)]"’ [v(kaF)]i}

i ) = HCkwne) X {[i(k o 447

Once the extrinsic electrical variables are known, the load impedance
(similar considerations can be done for the source impedance) at the fun-
damental and harmonic frequencies can be obtained:

Vss (kwgr)
1 Ss (kwgr)

Fig. 1.22 shows the grid of impedances at the fundamental frequency
of 2.4 GHz, resulting from the computation of the LF grid reported in Fig.

Z,(kwpp) = — (1.18)

1.18. It is evident how much different second and third harmonic values
are with respect to short and open circuit synthesized at the CGP.

At this point all the information in terms of output power, efficiency,
PAE, gain etc. is available at the design frequency of 2.4 GHz and can be
conveniently exploited to find the optimal impedance.
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Constant power contours (left) and constant efficiency contours
(right) for the minimum gate-drain voltage V;,=-69 V, both ob-
tained at 2.4 GHz for a 1.25-mm periphery 0.25-um GaN HEMT
biased at Vpg =32V, Ipy =10 mA.

TABLE I
COMPARISON BETWEEN SELECTED CURRENT GENERATOR LOAD
IMPEDANCE AND EXTRINSIC ONE AS A FUNCTION OF FREQUENCY

CGP load impedance Extrinsic load
0] Frequency [GHz] impedance [Q]
103-j0.4 2.4 57 +j45.4
0.3+j0.1 4.8 14-j11
344 +j 515 7.2 2.3+j29.7

As shown for the CGP measurements (f1 = 2 MHz), Fig. 1.23 reports
output power and drain efficiency contours for the fixed V;,, value of 69 V
at the design frequency of 2.4 GHz. In the left of Fig. 1.23, a maximum
output power of 55 W and a corresponding 68 % drain efficiency are
achieved at Z5*” = 50.6+j*29.9 OO, whereas from theright of Fig. 1.23 the op-
timal efficiency condition is found at Z:* =57 + j*45.4 Q which corre-
sponds to81 % drain efficiency and 5.4 W output power. It is evident that
the impedance providing the best efficiency for this application is repre-
sented by the value Z5*” which will be synthesized with the PA output
matching network (OMN). It should be pointed out that the optimal im-
pedance Z}*" found at the design frequency is the Z;“°" after elaboration
from “intrinsic” to “extrinsic” (section II). The procedure is applied to the
whole impedance grid in order to draw contours at 2.4 GHz.

Table II shows the optimum extrinsic load terminations at the fre-
quency of 2.4 GHz compared tothe CGP terminations. It must be outlined
that information on the CGP impedance values is not directly deducible
from the extrinsic data. As an example, the obtained third harmonic high
impedance condition at the intrinsic device, typical of class-F operating
mode, is not easily evincible from its extrinsic value. This is the reason
why large-signal measurements carried out at the design frequency cannot
give useful information at the CGP, unless a rigorous nonlinear de-
embedding procedure is adopted [25], [26].
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Fig. 1.24 Extrinsic time-domain voltage (continuous line) and current (cir-

cles) waveforms at the device drain extrinsic terminal for the
highest value of input power, at the design frequency of 2.4 GHz
(loading condition of Table III) obtained for a 1.25-mm periphery
0.25-pym GaN HEMT HEMT biased at Vg =32V, Ip, =10 mA.
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Fig. 1.25 Source (left) and load (right) impedances evaluated in the fre-

quency range 2.3 —2.5 GHz: fundamental (stars), second (trian-
gles) and third (circles) harmonic termination trajectories for a
1.25-mm periphery 0.25-um GaN HEMT biased at Vj,q =32V, Ip,
=10 mA.

Moreover, as clearly shownin Fig. 1.24, by observing extrinsic voltage
and current time-domain waveforms at the design frequency of 2.4 GHz, it
is very difficult to assert that the GaN HEMT is working in class-F opera-
tion, whereas this is well evident by looking at the same electrical varia-
bles referred to the CGP (Fig. 1.21).

Successively the electrical variables corresponding to the optimum
loading condition at the CGP have been computed in the frequency range
2.3-2.5 GHz. Fig. 1.25 shows the trajectories of the fundamental, second
and third harmonicinput(a)and output (b) impedances in this frequency
range. Fig. 1.25 also shows the terminations to be synthesized at the ex-
tremes of the considered bandwidth corresponding to fundamental fre-
quencies of 2.3 GHz and 2.5 GHz. In particular, the source impedance has
been chosen equal to the conjugate of the large-signal ED input imped-
ance, over the whole bandwidth.

The designed GaN class-F PA was manufactured on a HF laminate.
Fundamental and harmonic target impedances have been synthesized in
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Fig. 1.26 Realized GaN class-F hybrid power amplifier.

the frequency range 2.3 — 2.5 GHz by means of simple topologies for both
the input IMN) and output matching network (OMN). It must be ob-
served that, once the trajectories over the frequency of fundamental and
harmonic impedances have been computed by exploiting the proposed
approach, an arbitrarily large bandwidth could be obtained in theory by
increasing the topological complexity of theIMN and OMN. Nevertheless,
since the aim of this work is to demonstrate the effectiveness of the pro-
posed technique, we privileged the use of simple topologies for the IMN
and OMN.

A photograph of the realized class-F PA is shown in Fig. 1.26. The PA
delivers an output power greater than 36 dBm (~ 4 W) with a drain effi-
ciency greater than 55% over the frequency range of 2.3 — 2.5 GHz, with a
maximum of 36.9 dBm and 74% at 2.45 GHz. Moreover, if the PA band-
width is considered in the frequency range 2.375 — 2.475 GHz, the meas-
ured efficiency is always greater than70%, while the output power is nev-
er lower than 36.9 dBm.

With the aim of comparing the experimental performance of the PA
with the predicted ones, which are referred to the ED ports, both meas-
ured output power and drain efficiency were de-embedded from the loss-
es of the OMN. Fig. 1.27 shows the comparison between the performance
of the PA with and without considering the matching networks.

As a matter of fact, an output power greater than 36.4 dBm with a drain
efficiency greater than 61% wereregistered over the frequency range 2.3 —
2.5 GHz. The peak valueof the output power and drain efficiency were, in
this case, 37.4 dBm and 84% respectively. Besides, in a smaller range of
frequencies (2.375 -2.475 GHz), efficiency is always greater than 80% and
output power is never smaller than 37.3 dBm (5.4 W). Experimental per-
formance at the ED reference plane are in very good agreement with the
predicted ones (37.3 dBm and 81 %), based on the LF load-line characteri-
zation.
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Fig. 1.27 Measured output power and drain efficiency of the realized PA

across the bandwidth 2.3 — 2-5 GHz at the PA plane (bold and
dottedlines respectively) and ED plane (circles and triangles re-
spectively).
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Fig. 1.28 Measured output power and drain efficiency of the realized class-
F PA atthe ED plane (dots and circles respectively) compared to
the one predicted by the proposed technique (solid line and
dashed line respectively).

Finally, Fig. 1.28 shows the comparison between measured and predict-
ed output power and drain efficiency sweeps at 2.45 GHz, frequency
where the impedance values reported in Fig. 1.25 have been more accu-
rately synthesized since the best performance is reached. The excellent
agreement between data definitely confirms the validity of the proposed
load-pull technique.
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Fig. 1.29 Qualitative example of a load line with the indication of trapping

and de-trapping phenomena.

1.3.3  Characterization of Charge-Trapping Effects in GaN FETs

In GaN devices asymmetries existingbetween capture and release time
constants have been largely discussed. In particular, the capture process
seems very fast (e.g., nanoseconds [36], [34]), whereas electrons are re-
leased with time constants even in the order of several seconds, well b e-
yond the period of the typical signals which excite the device [34], [37].

Pulsed measurements [38], are the typical approach to characterize
fast-trapping phenomena whose main consequenceis the reduction of the
maximum drain current achievable under RF operation and a variation of
theslope of thedynamicl/V characteristics in the saturation region with
respect to the DC ones.

The minimum and maximum values of the intrinsic gate and drain
voltage waveforms (i.e., vgs and vss, that are dynamically reached under ac-
tual operating conditions), determine the intensity of the fast-trapping
phenomena [36], [34]. Therefore, to characterize theactual deviceI/V char-
acteristics through pulsed measurements, they mustbe performed not on-
ly by fixing the selected bias condition, but also accounting for the vg and
vas peak values the device will experience under its optimum operation. In
other words, this approach requires the knowledge of the operating condi-
tion the device will operate under, which is clearly not known a prioi.
Moreover, under pulsed-bias operation the device thermal state is differ-
ent from theone corresponding to devicerealisticoperationin typical mi-
crowavecircuits (e.g., power amplifiers). Nevertheless, pulsed setups rep-
resent a valid approach for low -frequency dispersion characterization [39].
As an alternative, the effects of fast-trapping phenomena can be accurately
characterized by exploiting the setup reported in Fig. 1.13.

In Fig.1.29,a qualitativeexampleofa load linemeasurable with the LF
setup is shown. As the load line reaches the pinch-off region, gate and
drain voltages approach their minimum and maximum value respectively,
inducing the fast-trapping process. The de-trapping process should occur
as the DUT dynamic operation turns from this condition.
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Fig. 1.30 Loadlines (upper) and DC drain current (lower) as a function of
the maximum magnitude of the gate-drain voltage measured on
the Triquint 0.35 x 600 um? GaN HEMT for a load impedance of
50 Q (red), 100 Q (blue) and 150 Q (green). It's well evident the
current drop for low-input power due to trapping effects. The bi-
as pointis V=25V, Ip, =100 mA.

However, due to the long-time constants of this phenomenon if com-
pared with the period of the exciting signals (i.e., 500 ns), electrons cannot
break free before the device reaches the pinch-off region once again in the
following period. In this way, the effects of both slow - and fast-trapping
phenomena [36] are gathered by the LF measurements in the same operat-
ing condition occurring at RF.

The upper part of Fig. 1.30 reports some terminations synthesized at
the output of a Triquint 0.35x600 um2 GaN HEMT at the frequency of 2
MHz for a load impedance of 50 Q, 100 Q and 150 € at various input-
power values. The average drain current, (i.e, Ip,) as a function of the
magnitude of the minimum intrinsic gate-drain voltage dynamically

reached for each load line (i.e., |v¥}

N|to take into account both the mini-
mum value of v;s and the maximum one of vy ) is depicted in the lower
part of Fig. 1.30.

It is evident its initial drop for lower input power levels, where the
load lines havenot yet reached either thelinear region or the pinch-off re-
gion of the I/V characteristics. This is considered one of the most im-
portant evidences of fast-trapping phenomena [34] and, as here shown, it
can be easily captured by the LF measurement system. It is remarkable

that, despite each measurement refers toa very different operating condi-
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Fig. 1.31 Loadlines (upper) and DC drain current (lower) as a function of
maximum magnitude of the gate-drain voltage measured on the
Selex ES 0.5 x 1000 um? GaN HEMT for a load impedance of 50 Q
(red), 100 Q (blue) and 150 Q) (green). It's wellevident the current
drop for low-input power due to trapping effects. The bias point
is Vpo =25V, Ipg =160 mA.

tion, theinitial current-drop shape of each curveis perfectly superimposed
to the others. In this part of the plot, the influence of the variation of the
device thermal stateis still very limited, since the measured efficiency re-
mains below 10%.

The trend of the curves reported in Fig. 1.30 is consistent with the con-
ventional interpretation of the fast-trapping phenomena, according to
which charge trapping produces a back-gating effect [40], [41] that be-
comes evident in thereduction of I ), even under a small-signal regime. In
fact, we caninterpret thereduction of the current as if thebias-point of the
device (i.e., V; ) were dynamically changed during the power sweep, in
accordance with the minimum value of the gate-drain voltage. From Fig.
1.30, it is also evident, especially for higher impedances, a saturation
mechanism. For instance, for the 150-Qload, I, decreases up to |[via" | =
37V and remains approximately constant between this value and |[vZ3" | =
42 V. It has tobe noticed that in this voltage range the load lines have not
yet reached the pinch-offregion, which determines the typical conversion
of Ipy in a power sweep measurement.
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Fig. 1.32 DC drain current (lower) as a function of maximum magnitude
of the gate-drain voltage measured on the 0.25 x 600 um? GaN
HEMT by UMS for various load terminations (upper). It's well
evident the current drop for low-input power due to trapping
effects. The bias pointis Vpq=25V, Ip, =150 mA.

To havea rough evaluation of the manufacturing process it could be of
interest to perform these measurements on transistors from different
manufacturers. As these effects are due to defects in the transistor struc-
ture, a technology with a reduced number of defects should present a re-
duced drop of I .

Fig.1.31reports the same measurements in Fig. 1.30 but carried on a

0.5x1000 pm2 GaN HEMT by Selex ES.
For |v{3N| = 40 V the device by Triquint presents a current drop of
20 mA, the 20% of the initial DC current, on the other hand for the same
|[vesN | the deviceby Selex ES has a current drop of 30 mA, moreor less the
19% of initial DC current. So even if the current drop seems more evident
for the Selex ES transistor, in percentage the magnitude of the phenome-
non is comparable.

A similar analysis was performed on a 0.25x600 um? GaN HEMT by
UMS; this technology is the most recent one of those considered in this
study. Nine load terminations were synthesized, reported in the upper
partinFig. 1.32. The DC drain currentis reportedin thelower part in Fig.

1.32. Thetrend is similar to the one measured for the two previous devic-
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es, but thecurrent dropis lower at [vf3"| =40 V, about 20 mA, that is the
13% of the initial small-signal current, thus the 0.25 technology by UMS
has fewer defects in the transistor structures than the other two technolo-
gies considered.

In conclusion, with the setup described in this chapter, fast trapping
phenomena in III-V transistors can be also analyzed. These phenomena,
besides affecting transistor performance, can be used to evaluate the tech-
nology process. It is worth noticing that the technology in which a fewer
number of defects was found is also the latest.
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Fig. 1.33 Classicbiastee (a) and proposed “active” bias tee (b) block dia-
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Fig. 1.34 Generic circuit diagram of an active inductor (a) and feedback
network block diagram (b).

1.4 EXTENSIONOF THELFSETUP TO VERY LOW FREQUENCIES

In the previous section a fast-trapping effects characterization using the
proposed setup has been presented. Nevertheless, also very low-
frequency dispersive phenomena characterization is of interest. As an ex-
ample, in radar and telecommunication applications long-term memory
effects afflict PA performance, resulting for example in asymmetry in in-
termodulation sidebands, or collapse of the DC drain current in pulsed bi-
asradar operation [42]. Part of these effects can berelated to the transistor
thermal and trappingstates. As a consequence, there is a great interest by
the microwave community on the characterization of this kind of phe-
nomena, in order tobuild models for the accurate prediction of device be-
havior [27]. Unfortunately, assembling a suitable measurement setup for
theidentification of these models is very complicated, in fact great efforts
havebeen spent by themicrowave researcher community for developing
setups ableto characterize transistors at very low frequencies. The major
problem is coupling and decoupling signals and bias. Commercial bias-
teesbandshavealower frequency of tens of kilohertz; instead, to correctly
measurelow-frequency dispersive phenomena a bias-tee capable to oper-
ateat tens of hertzisneeded. Various solutionshavebeen proposed based
on a resistive approach [42] or active inductor [43].
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Fig. 1.35 Active inductor impedance magnitude versus frequency for dif-

ferent bias conditions of the transistor in Fig. 1.34a.

A novel bias tee design willbe presented here whichisbased on an ac-
tiveinductor.In particular, the circuit operation is described and the per-
formanceis verified by extensive empirical characterization. Different ex-
perimental examples under small- and large-signal operation are also re-
portedin order to demonstrate the suitability of the proposed bias-tee in
actual application contexts.

14.1 Active Bias Tee

The schematic ofa classicbias teeis shownin Fig. 1.33a.In order to de-
crease its cutoff frequency one must use very large and high-quality in-
ductors. At very low frequencies the inductance value must be so high
that it is unpractical and, moreover, there are no commercially available
components with adequate quality. To avoid this problem we propose an
active bias tee (ABT), represented in Fig. 1.33b, which uses an active in-
ductor.

An active inductor can be obtained by using an FET device with a
high-pass-feedbacknetworkbetween gate and sourceas shown in the cir-
cuit diagram in Fig. 1.34a. By means of a simple small-signal analysis the
activeinductor impedance canbe derived, which shows an equivalent in-
ductance given by:

Lgy = _ReCa . (1.19)
Im ~ Ybs

To increase the active inductor performance, two approaches can be
followed. The first one is to increase the order of the high-pass-feedback
network (a pi-shape feedback circuit is used). The second one is to select a
suitable transistor to have low trans-conductance and low output con-
ductance, in order to increase the equivalent inductance, as shown in
equation (1.19).
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TABLE III
ACTIVE BIAS TEE SPECIFICATIONS
Name Value
Impedance 50 Q
Lower Frequency 5Hz
Upper Frequency 400 kHz
Insertion Loss <0.10dB
Return Loss >20dB
Max DC output Voltage 40V
Max DC output Current 1A
Max transistor DC Power 10W
Supply Voltage 7-60V

DC Blocking Capacitance 3 mF
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Fig. 1.36 Return (a) and insertion losses (b), continuous line for S11, circles

for S22, of the proposed active bias tee for an output current of 138
mA and an output voltage of 20 V (Supply voltage 35 V).

Unfortunately, these two conditions cannot be simultaneously
achieved by usinga single transistor: thus a suitable transistor cascade is
required. Both of these approaches are exploited.

The FET gatevoltageisused to control the output voltage of the active
inductor;in particularit is necessary tosettle theaverage value of the out-
put voltage. This can be obtained by using a feedback circuit with a low -
pass filter as represented in Fig. 1.34b.

A dedicated measurement setup was realized for testing the perfor-
mance of the active inductor. In particular, a Vector Network Analyzer
(VNA) port was connected totheactiveinductor through a capacitor bank
whilea power resistor acts as load. The calibration plane was placed just
after the capacitor bank. Additionally, a system to protectthe VNA during
the capacitor chargeand discharge was properly designed. The power re-
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Fig. 1.37 Measurement setup for small signal analysis.

sistor was characterized and subsequently de-embedded toobtain the im-
pedance of the active inductor in various operating conditions.

The impedance magnitude of theactiveinductor is shown in Fig. 1.35.
As expected, theinductor, dueto its active nature, shows impedance val-
ues depending on the bias condition of the transistor in Fig. 1.34a. As
shown in Fig. 1.35 the inductor impedance is greater than 1 k() (our de-
sign specification) between 5 Hz and 400 kHz, even in the worst case.
Please note that 5 Hz is the lowest measurable frequency of the VNA.

Accordingto Fig. 1.33b werealized theactiveinductor and a capacitive
bankusing different capacitors in order to increase the bandwidth of the
system. Theinsertion and return losses of the designed ABT are shown in
Fig. 1.36 while Table IIl reports a summary of its characteristics.

Abigissueis related tosystem calibration. As shown in Fig. 1.35, the
impedance of the active inductor is a function of its operating condition.
We adopted an error correction procedure based on the knowledge of the
activeinductor behavior.In particular, the activeinductor is preliminarily
characterized in terms of S-parameters and considering the selected opera-
tion, so that its contribution can be properly de-embedded.

With the aim of validating the performance of the designed ABT, sev-
eral transistorswere characterized. More precisely, output characteristics
weremeasured by placing the ABT at the output of the device under test.

Small- and large-signal drain side measurements were carried out on a
12x80x0.25-um?2 GaAs pHEMT and the pulsed bias response was evaluat-
ed on a 8x75x0.25-um? GaN HEMT.

The small-signal measurement setup for performing low -frequency
characterization mustbe designed tohave a good behavior even at higher
frequencies. In fact, a poor high frequency termination may result in pos-
sibly harmful oscillations of the DUT. To this end, a four-port passive cir-
cuit (4PPC) has been designed and placed on the gate side to guarantee
transistor stability. In particular, it is composed of a bias-tee, for properly
coupling bias (DC) and low -frequency (LF) signals, and a high-pass filter
terminated with a wideband 50 Q (HF-port) providing a dissipative ter-
mination up to gigahertz frequencies. The measurement setup is shownin
Fig. 1.37.
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Fig. 1.38 Measuredreal (upper) and imaginary (lower) parts of Yy of the

GaAs device versus frequency (logarithmic) for V;go=-02V,
Vpso=2.5V, Ipg =210 mA with the extremely low-frequency ABT
(continuous) and the commercial me dium fre quency (dotte d) bias
tee, respectively. The ‘X’ point has been derived from DC I/V
characteristics.

The measurements were carried out in two frequency ranges: namely
extremely low-frequency with the proposed ABT and medium frequency
with a commercial bias tee.

The measured output admittance Yj¢ of the GaAs transistor is reported
in Fig.1.38. Thereal and imaginary parts show important changes in the
selected frequency range. These phenomena are essentially caused by dis-
persive effects of the transistor, in particular deep-level traps.

The Y, measurement shows a good agreement between the analysis
carried out with the ABT and the one with the commercial bias tee in the
overlapping frequency range. Also the Y,s DC value, calculated as the
slope of DC curves around the bias point considered, is in excellent agree-
ment. This result confirms the good performance of the realized ABT in
small-signal operation.

The large-signal characterization was performed in the samebias point
where the small-signal experimentwas carried out. In particular, constant
Vs dynamicdrain current versus drain voltage curves were traced at dif-
ferent frequencies (5 Hz — 400 kHz). Output voltage and current were ac-
quired with oscilloscope probes directly at the output port of the DUT. At
low-frequency the curves should coincide with the DC output characteris-
tic, while deviating at higher frequencies. This measurement was per-
formed alsoat megahertz frequencies with thelarge-signal low -frequency
setup in [44].
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Fig. 1.40 Response to a typical radar pulse (Frequency =5 kHz, Ty =

60 us) of the GaN device. Model predictions using DC data only
(thin line) are compared with measurements (thick line).

The measured characteristics are reported in Fig. 1.39. The lower fre-
quency curves almost coincide with the DC characteristic, whereas at
higher frequencies we see a clear variation of theslope, in agreement with
Fig. 1.38.

Power amplifiers in radar systems often use pulsed bias technique to
reduce power consumption and heating. A typical radar bias pulsed
waveform has harmonic components which lie in the band of low -
frequency dispersion. As a consequence, the response of the active device
cannot be deduced by its DC characteristics.
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o I\ POWER SUPPLY

Fig. 1.41 Measurement setup for pulsed bias response.

The proposed ABT, having a very low cutoff frequency, allows to
measureaccurately theresponse of the device. In Fig. 1.40, the response of
a 8x75x0.25-um?2 GaN HEMT to a pulse excitation (T,y = 60 us, duty cycle
30 %) is reported. In the same figure simulated data arealsoshown, which
areobtained by exploitinga model based on the DC device characteristics.
It iswell evident that the DC characteristics are not able to accurately de-
scribe the device slow dynamics under actual operation. The measure-
ment setup is reported in Fig. 1.41.

In conclusion a 5 Hz - 400 kHz ABT has been designed and realized,
and its specifications and performance have been discussed in detail. In
order to assess the suitability of the proposed approach under operating
conditions of interest for the microwave community, the ABT was exploit-
ed to carry out accurate small- and large-signal measurements on GaAs
and GaN devices. It is well evident that the proposed bias tee allows to
reach a clear-cut insightin low-frequency dispersive phenomena affecting
microwave transistors.
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1.5 CONCLUSION

In thefirst part of this chapter the two most common non-linear char-
acterization techniques have been presented: the Non Linear Vector Net-
work Analyzer NVNA)and Load- and source-pull characterization sys-
tems. These systems are very useful in a lot of application but, as dis-
cussed in the chapter, arenot ableto characterize properly an electron de-
vice at the CGP, where the most common design techniques are referred.
To overcome this problem, a low-frequency large-signal setup with har-
monic load-termination control ability has been presented. This setup is
useful not only for power amplifier design, as confirmed by the reported
Class-FPA design example, but also for dispersive phenomena characteri-
zation. In the last part of the chapter a possible extension of the setup to
lower frequencies has been discussed. In conclusion the proposed charac-
terization setup is a valid instrument for power amplifier design and for
electron device dispersive phenomena characterization.
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2 LINEAR CHARACTERIZATION SETUP

A linear network, described as a black-box with unknowninternal con-
tent, can be fully characterized by means of quantities measured at the
network ports (i.e., the network terminals). Once these parameters have
been determined, thesteady-statebehavior of thenetwork can be predict-
ed with any exciting conditions within the characterization frequency
range and provided that suitable interpolation techniques are adopted.

In low-frequency applications, Z- and Y-parametersare typically used.
As a matter of fact, these parametersare themost intuitivebecause direct-
ly relate voltages and currents at the network ports:

V1] Z11 le] [11]

Vv=Z-1— = . , 2.1

- =" |4 Zy Zyp I, @1
I Y. Y %

1=yy — ][ o] 7] , 22

- =" I, Yor Yo v, 2)

where the subscripts “1” and “2” stand for port 1 and port 2.
These parameterscan bemeasured by applying suitable conditions at
the network ports, as an example:

A
Z,, = T , (2.3)
2'=0
Yy =
1 =75, (2.4)
£ V2=0

Thus the parameter Z,, canbemeasured as the ratio between the voltage
atport1and thecurrent at port 2 when thereis no current at port 1, soan
open is connected to port 1. Similar considerations can be made also for
Y,, where a short is connected to port 1.

At higher frequencies these parameters are no more practical because
its direct measure is often not possible: a high-reflective termination (as
open or short circuit)at theinput or output ofan activemicrowave device
leads very often to instability, triggering oscillations that invalidate the
measurements and could be also harmful for the device under test (DUT).
Moreover thebroadband shortand open terminations are often not practi-
cal, because at high-frequencies the parasitic effects seriously afflict high-
reflective loads.

To overcomethese problems the Scattering Parameters (S-Parameters)
havebeen introduces by Kurokawa [1]. These parameters are not the rati-
os between voltages and currentsbut the ones between thenormalized in-
cident waves and reflected waves:

Vi +1iZ,

a; = a|R(Z,) ———— , (2.5)
27,
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Fig. 2.1 Block diagram of a 2-port VNA, the signalsource excites the DUT
whereas its incident and reflected waveforms are acquired.

Vi +1iZ,

b; = a\JR(Z,) 7 , (2.6)
0

i
1

whereV; and I; arethe voltageand the current at the port “i”, a is an arbi-
trary constant and Z, a complex reference impedance (usually 50 Q).

The linear equations now describing the two-port network are:

_ b;] _[S11 Si2] %
2 - g Q E— |:sz| - [521 522 : [az] 7 (27)
so the S-parameter of order “i”,“j” is defined as:
b,
Sij =— (2.8)
taj=0

To measurethe S-parameters it is necessary to connect to the port j of
the DUT a load with impedance Z,, to eliminate the components a;. If the
reference impedance is selected as a dissipative load, like 50 , the insta-
bility is avoided in almost all cases and accurate measurements can becar-
ried out.

It is worth of notice that one time the S-parameters are measured, the
other parameters (Z-parameters, Y-parameters, ABCD-parameters ...) can
be obtained using the formulations reported in [2].

In the first part of this chapter it will be described the instrument ex-
ploited to measure the S-parameters: the Vector Network Analyzer
(VNA). Successively, how trapping effects afflict the small-signal parame-
ters will bediscussed. In particular, the characterization of the transistor
output conductance, which is of particular importancein amplifier design,
will be detailed. In the last part of the chapter the possibility of using a
neural-network model to predict small-signal low-frequency parameters
will be discussed.
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Fig. 2.2 SignalSources.In (a)is reported a sweeper based sources, in (b)

is presented a fre quency synthesizer exploiting PLL technique. At
lastin (c) is drawn a block diagram of a DDS.

2.1 VECTORNETWORK ANALYZER

The VNA is the instrument used to measure the S-parameters of a net-
work.

The first VNA was introduces during the ‘50 [3], and was composed by
racks full of instruments and with narrow frequency range. Successively,
itevolved in the modern VNAs, compact and broadband. Nowadays, an
exampleof a stateofthe art VNA is the N5251A by Keysight technologies;
itis able to perform measurements up to110 GHz and 1.1 THz with exter-
nal millimeter probe extensions [4].

A basic diagram of a VNA is reported in Fig. 2.1. The main compo-
nents are:

SIGNAL SOURCES, one or more, the signal frequency has to be controlla-
ble, and thesignal purity must beadequate for the measurement; if
a singlesourceis shared between more ports, one or more switches
must be used.

DIRECTIONAL COUPLERS, one for each port, they pick up a portion of the
incident and reflected waves at the DUT ports.

RECEIVERS, they acquire the incident and reflected waves feed by the
coupler; usually the acquisition is performed al low frequency, so
they often incorporate a down-conversion system.

A CALIBRATION TECNIQUE: measuring a phase shift of 1° on a DUT S,
connected to the VNA by a 1 m Teflon cable is like to weigh 300 gr
of ham with a one-ton plate scale [5]. It is clear that some form of
correction is necessary tohavean acceptable measurement quality.
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The main components of the VNA will be here discussed in more de-
tail.

2.1.1 Signal Sources

The sources integrated in a VNA must have two main capabilities:

e toaccurately control the output frequency
e tocontrol the output power.

For the first requirement three solutions can be found:

SWEEPER-BASED SOURCES, a block diagram, of a simple sweeper is re-
portedin Fig. 2.2a.It’s a very simple circuit, with quite fast settling
time (i.e,, the time needed to pass from one frequency to another)
and reduced spectral impurities. However, the synchronization of
thesource with the acquisition circuitry is difficult thus leading to
potential frequency errors. Due to this reason they are not used an-
ymore in modern VNAs.

SYNTHESIZER-BASED SOURCE, likereported in Fig. 2.2b. A Phase Locked
Loop (PLL) technique is used to achieve high spectral purity using
an high-quality, low-frequency, crystal reference oscillator. This os-
cillator can be shared with the acquisition part, to synchronize all
the VNA subsystems. PLL design is very complex [6], and far be-
yond this thesis subject, but some general considerations can be
made. Historically Yttrium Iron Garnet (YIG) oscillators have been
commonly used in high frequency synthesizer. This type of oscilla-
tor has a low phasenoise but it is a bit slow.In broadband VNAs
the settling time is very important, so the varactor-based Voltage
Controlled Oscillators (VCOs) are exploited. These oscillators are
morerapidin frequency changes, but the phasenoise is worse than
theone in YIG oscillators. A fine frequency tuning capability can be
achieved with Fractional-N structures, allowing a below-Hz resolu-
tion.

DDS-BASED SOURCE, at the currenttime, Direct Digital Synthesis (DDS, in
Fig. 2.2¢) is not common in VNA sources, because the maximum
frequency reachableby thesesystems(i.e., few GHz) arevery lower
than the previous solutions. Nevertheless this gap has been shrink-
ing as DDS technology grows, allowing very simple signal genera-
tion, with very fine frequency tuningat the cost of a bit more spuri-
ous components.
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Fig. 2.3 Variable power controlin a signal source

Output power control is necessary in a VNA, because different DUTs
need different input powers, and in many measurements(e.g., Intermodu-
lation Distortion, Gain Compression) a power sweep is needed.

The power level controlis made, according to Fig. 2.3, by detecting the
source output power, exploiting a coupler and a detector, comparing the
source output power with a reference level, then using the comparator
output tofeed a variableattenuator, thus closing a negative feedback loop.

If a single source feeds more than one port, a switch is needed. Two
switch technology solutions have been found:

PIN DIODES [7]. These diodes have a very thick intrinsic layer between
heavily doped p and n regions. This solution leads to a very small
reverse-bias capacitance, thus increases the isolation when the di-
ode isin theinterdiction region. One drawbackis that the carrier re-
combination is quite high, so when a low -frequency signal is ap-
plied some distortion can be found.

COLD FET [8].Itis a FET wherethebias condition guarantees low thermal
dissipation and the signal passes from drain to source. Considering
for example a depletion mode transistor, if the gate voltage is low
enough no electron is available in the channel, providing isolation
between drain and source. However if the gate voltage is near the
ground potential only a low parasiticresistance is present between
drain and gate.

A commercial switch can use one or one combination of the two tech-
nologies described above, and several diodes (and/or transistors) in shunt
(shorting thesignal to ground) or series (interrupting the signal path) con-
figuration.

2.1.2  Directional Couplers
A directional coupler is a device that collects a portion of the energy of

theincident and thereflected waves that are flowing through it, influenc-
ing the system whereis connected the less possible. It is a 4-port network
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Fig. 2.4 Bidirectional coupler, main (1-2) and coupled (3-4) lines are re-

ported.

and its diagram is reported in Fig. 2.4. The S-parameter matrix of a cou-
pler, assuming that the network is passive and reciprocal, is:

S
[511 = Pmain S12 = lmain S31 = Cr S1a = if ]
= | S21 = lmain S22 = Pmain S23 = r S24 = °r | (2.9)
| 531 = Cf 532 = if 533 = pcoupl 534 = lcoupl
l Sy = if S3p = Cr Sy = lcoupl S = Peoupt
where:

THE MAIN- AND COUPLED- LINE RETURN LOSS, Pgin and peoyp; are to
be minimized (i.e., ideally they have to be zero) to not influence the
signal path and to provide an adequate termination to the DUT and
to the receivers.

THE MAIN- AND COUPLED- LINE INSERTION LOSS, L4 and [, must
also be minimized (i.e., ideally they have to be zero) to reduce the
losses and to make the coupler transparent to the DUT.

THE ISOLATION FACTOR, if hastobesmall, in order to make the coupler
work properly. If the isolation factor is zero, then the reflected
waves at the coupled port (i.e., b; and b,) are proportional to thein-
cident waves at the main port (i.e.,, a; and a,) respectively through
the coupling coefficient c;.

THE COUPLING FACTOR, ¢, relates theincidentswaves at the main ports
to the reflected waves at the coupled ports. Ideally (i.e., iy ~ 0 and
very small losses) we have:

by=c-a; =¢ by , (2.10)

by=c-a, =c¢s- by , (2.11)

A well designed directional coupler is transparent to thesignal path
(a, = b, ,a, = b,) and collects a portion of the wave flowing
through it. Coupling factors usually are in the order of -10 dB~-20
dB.
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Fig. 2.5 Acquisition systems. In (a) is reporter a mixer based approach,
while in (b) a sampler is presented

DIRECTIVITY, if/cf (some formulations take into account also the losses),
quantifies how the coupler is able to separateincident and reflected
waves.

Another important directional coupler parameter is the bandwidth: to
maintain a good directivity across a very largebandwidth (e.g., 10 MHz to
110 GHz) is not trivial, and very complex coupler architectures are often
required.

2.1.3 Receivers

Signal acquisition is often performed at low -frequency, to increase ac-
curacy and decrease costs. So the first part of the receiving system is a
down converter. Two approaches can be followed:

MIXER BASED, wherethesignal tobeacquired and a reference signal gen-
erated by a Local Oscillator (LO) are fed to a mixer, according to
Fig.2.5a. The mixer combines the two signals, generating new fre-
quency components:

four =n-fptm-f, nmeN . (2.12)

Then one of these frequency components, called Intermediate Fre-
quency (IF), is selected by a filter, usually the one at f;; = f,, — fi,-

SAMPLER BASED, where thesignal tobeacquired is sampled according to
the LO frequency. The LO output is sharpened, in order to form a
train of pulses, and exploited to synchronize a sampler (e.g.,, sam-
pling diodes) that captures a time sample of the signal to be ac-
quired. A diagram of thesystem is reported in Fig. 2.5b. The result-
ing signal (s,,;) is a multiplication of the signal to be acquired (s;,)
by a pulse train:

5o (O = 5,0 - Zk 5t — kT)
_ Z o (= kT . @13)
k
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Fig. 2.6 One-port VNA block diagram (a) and the error box approach
representation(b).

where k is a natural number and T the period of the LO signal. In
the frequency domain the output signal (s,,,) is the input signal
(Sin) repeated and folded down in the Nyquist band (i.e., 1/2T)' So
thelower frequency component (at IF) is selected and acquired by a
filter.

Another design choice is the possibility to use one LO to feed all the
four acquisition channels (one for each incident and reflected wave at the
two ports) or use one LO for each acquisition channel. The first solution
can introduce some leakage between the channels, thus decreasing the
channel-to-channel isolation, but the latter is very expensive.

The signal at the IF can be acquired by using an Analog-Digital Con-
verter (ADC); the speed of the ADC depends on the IF selected, an higher
IF leads to less self-conversion noise problems [9] but requires a more
complex ADC.

Also itisnecessary tofilter thesignal, reducing noise, and to eliminate
aliases and other know interferers; this can be done with analog filters or
digitally after the ADC.

2.1.4  Calibration Technique

Compensating VNA measurements is crucial. Considering the one-
port VNA in Fig. 2.6a, it is necessary to reconstruct the DUT-quantities
starting from the acquired ones.

The aim is torelate themeasured incident and reflected waves (a,, and
b,,) with theincident and reflected wave (a, and b,) at the DUT section. If
all the acquisition system is considered linear, a simpleerror model can be
developed:

al=ly il bnl-o bzl .
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Fig. 2.7 Open, Short, and Load models commonly implemented in VNAs

firmware.
The error matrix D can be expressed as the S-parameter matrix of a ficti-

tious network connected between an ideal VNA and the DUT (the error
box in Fig. 2.6b):

bml] _ €11 312] . [alr)nll] _ g [al,)nll] ' 2.15)

a, €1 €22

So a measured reflection coefficient ([}, ) is related to the DUT reflection
coefficient (I') by [5]:

=

. enn — (eyyep — epe)T _ e —AD
™ an 1—e,,T 1—e,I '

(2.16)

r=—=-—1o_"1 . .17)

Thus, to achieve the DUT reflection coefficient (I') three correction terms
are needed: e, 4, e,, and A. It is possible to obtain these terms by measur-
ing three different known reflection coefficients (I{). In particular, three
different calibration standards, previously characterized in a very accurate
way, are exploited.

Rewriting equation (2.17) as:

€1 +ey,IT, —AT =T, , (2.18)

the value of the correction terms can beachieved by exploiting a system of
three linear equations:

1 LMY —TMje,y  [T2
1 T[22 -T2 [ezz] = |12 , (2.19)
1 I’rp -r?]-A r3

Different standards can be exploited. The older, and most used, one-
port calibration technique uses a Short, an Open and a Load [10] and is
called SOL.
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Fig. 2.8 Error Box Approach diagram for a two-port VNA.

Clearly it is impossible to create an ideal standard, in particular the
frequency behavior of these devices is not ideal, so it isnecessary to devel-
op an electrical model todescribe theresponse of the standards as a func-
tion of the frequency. The most common models, already implemented in
VNA firmware, are reported in Fig. 2.7. Non-ideal frequency dependen-
cies areexpressed with simple polynomial expressions and extracted with
fitting.

With two-ports VNAs (Fig. 2.1) the approach is similar: instead of one
error box therearetwoerror boxes (Fig.2.8), one for each port. It is worth
noticing thatin addition to thelinearity assumption, the two VNA meas-
urement ports are considered uncoupled: no internal leakage between
port 1 and 2 is taken into account. The error boxes are:

b et ed] ra a
i (R F R @20)

ez1

bmz] [en efz] _ [amZ _E, - amz]

b, ) 2.21)

B
ez1 €22

or in a more convenient cascade matrix representation:

o] - [t“ tﬁ] o =22 L]

. =T, -
[ i eal o) =T g, , 2.22)
Gmz t21 tfz :B az ' ’

Referring to Fig. 2.8 the relationship between the measured and DUT
quantities is:

[bml] _ 7:4 TDUT TB_l' [Zmz]

m2
=T [y]

The matrix T, is achieved with two sets of different measurements,

(2.24)

where the source is switched between the two ports:
[a757111 afrzu] -7
=T,
bh b T2

s1 S2
[am 2 A2

b bsz]:ﬂzT_M’& : (225)
m2 m2 —_— _—

and:

~

w=MoMT (2.26)
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where the quantities with the apex “s1” are measured with the source
connected at port 1 and the quantities with the apex “s2” are measured
with the source connected at port 2.

The other quantities needed to achieve the DUT parameters (T, ) are

the two error matrices T, and Ty

Tpyr = T_A_l “Tpyr -

||

2.27)

This error model is called eight-terms error model [11].

The techniques exploited for the identification of the two error boxes,
like in the one port case, are based on the measurements of already well
characterized devices. The most important techniques are:

THRU-REFLECT-LINE (TRL), this technique uses a direct connection be-
tween the ports (Thru), a longer connection between the ports
(Line) and a reflection standard, that can also be unknown. This
techniqueis very powerful becauserequires few information about
the standards [12] [13]: the only information that must be known
about thelineis the characteristicimpedance, thatautomaticallybe-
comes thereferenceimpedance of the VNA. Moreover, if the thru is
ideal (zerolength), thereflection standard could be unknown, thus
in this case the line reference impedance is the only parameter re-
quired to obtain a successful calibration. This makes the TRL cali-
bration very traceable to the mechanicaldimension of theline, so all
the metrology labs use a set of lines as their primary microwave
standards. One of the main drawbacks of the TRL technique is the
relativesmall bandwidth:if theline-resonance phenomenon occurs
the calibration fails, so for broad-band calibration a Multiline TRL
calibration should be used [14].

LINE REFLECT MATCH (LRM), this technique requires a line and a reflec-
tivestandard as the TRL but requires a “match” (a load at the refer-
ence impedance) instead of the thru. The reference impedance of
the VNA is set by the load, and broadband high-performance is
achievable if load with good frequency behavior is used.

SHORT OPEN LOAD THRU (SOLT), this is the oldest and the most used
technique, because it is very simple and easy to manage, as there-
quired standards are commercially available. However a lot of
measurements are needed and all the standards need to be fully
characterized.

SHORT OPEN LOAD RECIPROCAL (SOLR), this calibration technique can
be used if thetwo ports arefar apart. A fully known thruis difficult
to obtain or the ports havea different angles (a bended ideal thru is
impossible to obtain at microwave frequencies). To substitute it, a
reciprocal (i.e.,, S;, = S,;) network canbeused. The only draw -back
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Fig. 2.9 Small-signal low-fre quency characterization setup.
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Fig. 2.10 Real (leftyand Imaginary (right) part of Y,,, measured on a GaN

8x75-um, biasedin Vg = 20 V, I, = 200 mA. The frequency band
[ 5Hz - 400 kHz ] (thin lines) was measured exploiting the setup
in Fig. 2.9, the frequency band [200 KHz — 100 MHz] (thick lines)
was measured exploiting a commercial setup.

is that, like in the SOLT technique, all the one-port standards must
be perfectly known.

2.2 LOW FREQUENCY DISPERSIVE PHENOMENA CHARACTER-
IZATION

Using the setup represented in Fig. 2.9 several Gallium-Arsenide
(GaAs) and Gallium-Nitride (GaN) transistors have been characterized:
small-signal S-parameter measurements were carried out starting from
few hertz up totens of megahertz. Thetypical responseis reported in Fig.
2.10 (i.e., the figure represents the real and imaginary parts of the Y,, pa-
rameter of a GaN transistor, periphery 8x75 um, biased in V, = 20V,
I, = 200 mA). The strange sequence of peaks and valleys areassociated to
traps [15], but even if several attempts have been made to correlate these
phenomena to the device physics [16], a clear explanation has not been
found at the time.
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Fig. 2.11 Diagram of the equivalent voltage approach. Dispersive device is

seenasa non-dispersive de vice with an e quivalent voltage source
in series to the gate port.

In thefirst part of this section an attempt to find a correlation between
trapping phenomena and small-signal parameters low-frequency devia-
tions will be reported. Using the presented formulation, some considera-
tions about the output conductance deviations will be drawn. In the sec-
ond part of this section an investigation on low -frequency dispersion
modelling will be reported.

2.2.1  Trapping Effects in Small-Signal Parameters

In the following analysis we will make two basic assumptions:

SMALL-SIGNAL, the excursion of the exciting signals are so reduced that
thebehavior of the deviceis alinear function of the exciting signals.

GATE BACK-GATING, traps modulate the device control voltage (V5 for a
FET). A filled trap reduces the effective control voltage, an empty
trap does not alter devicebehavior [17],[18] (theapproach could be
extended also to Vpg, with minimum efforts, if needed).

Let us consider an ideal intrinsic field-effect transistor low-frequency
response, where capacitive and inductive phenomena are negligible due
to the low frequency operation. A purely algebraic function without any
memory effect (f;,) can beassumed between the currents and the voltag-
es:

Ip (to) = fip WVgs (to)' Vos (£0)) ’ (2.28)

so the drain current (I) at the time t, is a nonlinear function of the gate
and drain voltages (V;5 and Vj¢) at the time t,. Due to low-frequency dis-
persive effects this relationship is not valid, as some memory effects are
introduced.

Following the approach reported in [19] the dispersive effects can be
described by an equivalent voltage. So equation (2.28) becomes:

ID(tO) = fip (VGS (to)

+B(VGS([O,to]),VDS([o,to])),VDS(to)) . (2.29)

61



62

LINEAR CHARACTERIZATION SETUP

where B (V; ([0, t,]), 5 ([0, £,])) is an equivalent voltage, function of the
evolution of gate and drain voltages up to t,. The approach is described in
Fig. 2.11.

Now we are interested to find the effects of low-frequency dispersion
on small signal parameters, in particular:

al,
Im = , 2.30
" BVGS Vps=Vps, ( )
and
al,
das =55 . (2:31)

DS 'vgs=Vvgs,

So the equivalent drain (¥ ) and gate (V ;) voltages can be defined
as:

Vs ) = Vgs () = B(Vss (0, V5 (1)) / (2.32)

VDS ® = Vps () ’ (2:33)

and substituting in equation (2.29) we obtain:
ID(to) = fip (Vgs(t),VDs(t)) ’ (2.34)

where f}}, is still anonlinear function withoutmemory: the memory is tak-
en into account by the equivalent voltage source B.
Let us now calculate g,,,, equation (2.30) can be written as:

al, ol oV, 0l OV
S Wgs  OVs Vs OVps Vs '

Im (2.35)

where the chain rule [20] has been applied. Now we can analyze each
term:

al, Vg ( oB )

. = 1— ) 236
Wog g Imip Vs (2.36)

where g, ,, (i-e, the high-frequency trans-conductance) is a real number
because I, is a function of Vg without memory.
The other term instead is null:

Vs al, Vs

= —3 — = O , 237
Vs 0Vps 0Vis ( )
so we can write g,, as:
B

Vs

We want toinvestigate the frequency behavior of this parameter,sowe
can express g,, as a function of the frequency:

F

B
In = Gmp (1 - BVGS) S g (@) = g, (1 —bys(@)) . (239)

where F stands for the Fourier transform and b,,,(w) takes into account
the low-frequency dispersive effects. It is a complex function of the fre-
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Fig. 2.12 Basic structure of a HEMT (left) and diagram of capture and

emission mechanism.

quency of theexcitation signal (i.e., the angular frequency w) because B is
a function with memory.
A similar approach can be applied to g,:

al, I, aV,s  dl, AV,

= = — — , 2.40
945 = Gps  OVgs Vs + Vs Ops (240)
the first term can be written as:
alp Vg 0B F b 5 a1
— = — _— - ’ .
aVGS aVDS ngD aVDs ngD dS(w) ( )

where bp; (w) takes into account the low frequency dispersion, and as
b, (w)is a function of frequency. The other term is:

ol, aV, F
"'D = =JYas;p 1= Gas;p = Yas ’ (242)
aVDS a[/DS 1D 1D 1D

where g4, (i, thehigh-frequency output conductance)is a real number
because I}, is a function of Vg without memory.
So in conclusion the small-signal parameters of interest are:

Im = Gm;p(1 = b)) , (2.43)
, 2.44
Yas =gd$1D _‘ngD de(w) ( )
where the two terms b,,(w) and b, (w) are:
by(@) = 7 () (2.45)
m07 = aVGS ’ '
bos(@) =7 () .46)
4T s ’ '

where F(x) is the Fourier transformation of x.

It is worth noticing that typically for a transistor both g, = and gy,
are positive.

We are now interested in finding the frequency behavior of these two
parameters. First of all we suppose that the equivalent voltage B is some-
what directly related to thenumber of occupied traps;now we aim to find
how thetrap occupation stateis modified by the exciting signal frequency.

Let us consider a layer of N traps (Fig. 2.12), all with the same charac-
teristic. The function status f; is the probability that one trap is occupied:
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NOCC
= , 2.47
= 247)
where Ny is the number of occupied traps. The variations of f;. are pro-
portional to the capturerate (that is inversely proportional to the number
of occupied traps)and inversely proportional to the emission rate (that is

proportional to the number of traps occupied) [21]:

o

” =cTUN(1—fT)+c(1—fT)%—efT (1—2) , (2.48)

N

®  cpyy is a tunneling capture coefficient;

e cisacapture coefficient;

e eisan emission coefficient;

e n/N is the conduction-band occupation factor.

In thebarrier the conduction-band occupation factor is very small [21],
so equation (2.48) becomes:
of
ot
In [21] equation (2.49) is exploited to analyze trap response to pulsed
waveforms, instead in this thesiswe areinterested to find the variation of

=y = f) —efy . (2.49)

fr for small perturbations of the voltages V},s and V.
Let us assume the two parameters c;yy and e functions without
memory of thevoltages applied to the transistor [22], [23], [24], and [25]:

Crun = chUN (Vas' VDS) ’ (2.50)

e = fo (Vgs, Vps) ’ (2.51)

Due tothesmall-signal hypothesis, these two parameters can be divid-
ed in their mean values and perturbations:

~ ~GS GS DS DS
Crun = CTun, VGSO + Acrpnvys + CTUN, VDSO + AcrgnVas (2.52)

e =ef Vs, + 8%y + g Vs, + AeP vy , (2.53)

where V; 5, and V5, are the mean values of the gate and drain voltages,
instead v, and vy, are their perturbations. cfjy,, crin,, €5, and eg® are
real coefficients that relate the mean value of the voltages to the mean val-
ue of the emission and capture coefficients. Instead Acfyy, AcPyy, Ae®,
and AeP® are real coefficients that relate the perturbation of the capture
and emission coefficient to the perturbation of drain and gate voltages.

Let us focus on the deviation of the transistor output conductance; as
reported in equation (2.31) Vg is considered constant at its mean value
(Vgs,) so the equations (2.52) and (2.53) become:

~ ~GS DS DS
Crun = CTung Ves, + CTun Yo s, T ACTunVas

_ DS
= Cryng + ACTunVas ’

(2.54)
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e =ef Vos, €5 Vs, +Ae™ vy = ey + AeP vy, . (255)

where e, and ¢y, represent the mean value of ¢ryy and e.

So equation (2.49) becomes:
ofr
E = (CTUN() + AC?lS}NUdS) (1- fT) — (e

. (256)
+ AePS v ) fr

It is convenient todivide also the state function in its mean value plus
the perturbation:

fr = fry + Afr , (2.57)
in particular its time derivative can be calculate as:

ofy Ofr, O0Afy
= WA . 2.58
ot o T o M (8)
Indeed, as the excitements signals are time-sinusoids at the frequency
w, also Af; is a time-sinusoid at the frequency w, because the system is

considered linear. So equation (2.56) becomes:

jowlbfr = (CTUNO +AC"?5NU11$)[1 - (fTO + AfT) ]
— ey + AePSvy )(fyr, + Afy) ’ (2.59)

The last consideration is that at the equilibrium (i.e., DC) the capture
and the emission process must balance:

0= CTUNO(l - fTO) - eOfTO . (2.60)

Now it is possible to put together in a system of equations (2.59) and
(2.60). Then, neglecting the second order terms (e.g., Ae”® - Af; = 0), we
can obtain Af; as:

1 ACTUN(l - fTO) — Aefr,
Afr =— Vas (2.61)

w
3 1+j— '
1
p

with:
1
w, = ‘:Tm)—+% . (2.62)
As said previously the equivalent voltage B is directly related to the
number of occupied traps, so for small perturbations:

B=kfy =kfy, +kAf; ) 2.63)

where k is a real constant, because the equivalent voltage is assumed to

respond immediately toa variation of thenumbers of traps. Moreover k is

positive, because the occupied traps reduce the effective gate voltage [17].
Considering now bpg(w) we have:

0B O(kfry tkAr) (KAfr) Af

_ = —k . (2.64)
0Vps  0(Vps, + Vas) Vas Vgs

bys(w)
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Fig.2.13 Characteristic behavior of realand imaginary part of g, calcu-

lated using the formulation reported in equation (2.66).

where for small perturbationsthe derivative is approximated by the per-
turbation terms ratio. Substituting equation (2.61) we obtain:

1 ACTUN(l - fTo) — Defr,

bys(w) =k w_p ; +j£ Vas/ Vs
Wy
, (2.65)
_ 1 ACTUN(l_fTO)_AefTO
= - W
Wp 1+j—
Wy

We cannow achieve the small-signal output conductance of a disper-
sive transistor:

LACTUN(l - fTO) - Aefro

w
w 1+4j—
p

a)p

gdS = gdSID _ngD 7 (2.66)

1
=— . 2.67)

P Crun, T €o
wherek, fr,, cryn,, €o0s Gas;,, and gy, arereal positivenumbers, while
Acryy,and Ae arereal numbers.
A graphical representation of the relations in equations (2.66) and
(2.67)isreported in Fig. 2.13. The peak of the imaginary partand the vari-
ation of thereal part arevery similar to themeasured ones reported in Fig.
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2.10, so the results of the proposed approach reasonably reproduce the
behavior of measured data (i.e., the different trapping mechanisms pre-
sent in the measured data).

The following considerations can also be drawn:

THE MOST USEFUL INFORMATION IS THE PEAK FREQUENCY, (wp)be—
causeit depends only on two parameters (i.e, cryy, and g;). In par-
ticular it is also related to the main value of the state function (i.e.,
fr,), thatis of great interest, as trapping effects are strongly related
toit.

CAPTURE AND EMISSION PROCESS CANNOT BE SIMPLY DIVIDED, like
in Transient Current Spectroscopy (TCS) [21] or Deep Level Transi-
ent Current Spectroscopy (DTCS) [25], [26]. The most useful exper-
imental information, the peak of the imaginary part, corresponding
to w,, is related tothe sum of the capture and emission coefficients.

PEAK AMPLITUDE HAS A COMPLEX BEHAVIOUR, the peak value of the
imaginary part of g;; can be written as:

1
5 (90s(@))) = 5 Gmip e @eron (1= fr,) = Befr)  @68)

so it depends on a lot of unknown parameters (i.e, k, Acryy, fr,,
and Ae), that generally vary as a function of the operating condition
(e.g., different bias points).

BOTH POSITIVE AND NEGATIVE BEHAVIORS ARE POSSIBLE, increments
in the real part and positive peak of the imaginary part of g, are
possible if b, is negative; decreases in the real part and negative
peak of theimaginary part of g, are possibleif b, is positive. The
sign of by is primarily influenced by Acryy and Ae (g, B and k
are positive):

o If Acyyy > 0andAe < 0 (drain voltageenhances cap-
ture process and inhibits emission) the peak in the
imaginary part of g, is positive. A trap with this be-
havior is likely to be near the gate structure of the
transistor [28].

o If Acyyy <0 and Ae > 0 (drain voltage enhances
emission and inhibits capture process) the peak in
theimaginary of g, is negative. A trap with this be-
havior is likely to be near the transistor channel [28]

o A mixed case, in which both the capture and the
emission coefficients have the same sign, has no em-
pirical evidence to our knowledge.

As an example of a very preliminary validation, these formulations
have been exploited to investigate some small-signal low-frequency
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Imaginary part of gg4 (S)
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Fig. 2.14 Imaginaryparts of g;; measured on a 4x25-pm GaAs pHEMT in
the frequency range 5 Hz — 10 MHz. Bias point: V; = —0.6 V,
Vp =[1V —=9V]. Two peak series due to trapping phenomena
“trap 1” and “trap 2 ” are highlighted.

measurements; a set of output conductance were measured for a Triquint
4x25-um GaAs pHEMT, biased with a gate voltage of -0.6 V and varying
thedrainvoltageintherange1 V -9 V with 1 V step, the frequency band
was 5 Hz - 10 MHz.

The measured imaginary partof g, is reported in Fig. 2.14, wheretwo
trapping phenomena are highlighted.

The first one “trap 1” has positive peaks, so it could be associated to a
trap near thetransistor gate, instead the second one “trap 2” has negative
peaks, so it could be localized near the transistor channel.

An interesting phenomena, unexplained in literature [15], is the shift
toward higher frequency of the peaks as a function of the drain voltage.
Previous formulations, empirically obtained through physical simulation
analyses [16], predict thatthe peak frequency should be inversely propor-
tional to the drain voltage, so, at higher drain voltages, and so at higher
voltages, the peak frequency should diminish. This is in contrast with the
measured behavior, where (except for the first points of trap 1) the peak
frequency increases as the drain voltage increases.

Using the formulation previously described this phenomena could be
simply explained. Considering the case of a trap near the gate region (trap
1), the peak frequency in equation (2.67) can be expressed as a function of
the capture coefficient and the state function:

fr,

CTun,

w, = (2.69)

The capture coefficient cryy, canbe assumed an increasing function of
the drain voltage:
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ACryn>0

Vps T === cryp, 1 , 2.70)
but also the emission coefficient is dependent on the drain voltage:

Aep<0

Vps T—= e, | / 2.71)
so, the state function (fr,) is strongly dependent on the drain voltage, be-
causeif simultaneously the capture coefficient increases and the emission
coefficient decreases, the mean number of occupied traps will grow rapid-
ly.

Similar considerations can be made also for the negative peak cases
(trap 2): when AC;;y < 0 and Aey > 0. This time we express the peak fre-
quency in equation (2.67) as a function of the emission coefficient and the
state function:

1 —
wy = I . 2.72)
€o

So, if the drain voltage increases the emission coefficient increases
(Aey > 0) and the capture coefficient decreases (AC;yy < 0), thus the traps
will be emptied quickly: 1 — f7, will greatly increases.

To take into account these phenomena we will consider for the traps
near the gate region (first case):

Crun,  €'PS , 2.73)

fr, o €Bs : 2.74)
Instead in the second case, for traps near the channel we will consider:

e, €05 , .75)

1— fr, o e¥Bs . 2.76)

So, for both thetwo casesitis possible to fit the peak frequency (w,) as
a function of the drain voltage with the formulation:
ebVds

Wy = aeCTdS ’ (2.77)
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Fig. 2.15 Fitting of peak frequency (w,) relative to “trap 1” (upper) and

“trap 2”(lower). The measurements (dots) are correctly fitted
(solid line) by equation (2.77).

In theupper part of Fig. 2.15 is reported thefitting of the “trap 1” peak
frequency as a function of the drain voltage with the fitting parameters:

a=2936,b=0.15c = 0.8 . (2.78)

The fittingis very good and also the initial decreasing is taken into ac-
count.In the lower part of Fig. 2.15 instead the fitting of “trap 2” with the
proposed formulation is reported; this time the model parameters are:

a=1601-10%,b = 0.2,c = 1.45 . 2.79)

Also in this case the fitting is good, confirming that the proposed ap-
proach seems tobe a reasonable way toanalyze the low -frequency disper-
sion of a transistor. It is worth noting thattheseresults are very interesting
as it is the first time that this kind of behavior is explained, but it’s clear
that a more rigorous validation is still needed.
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Output Layer

Input Layer

(a) (b)

Fig. 2.16 Perceptron basic scheme (a) and MLP ANN (b) diagram, whit 3
inputs, one hidden layer of 5 neurons, and 2 outputs.

2.2.2  Low-frequency dispersion modelling with artificial neural net-
work.

As seen in the previous section the behavior of low-frequency small-
signal parameters is very complex, a lot of dependencies areinvolved, and
often these dependencies are strongly non-linear.

If a model abletopredict this behavior is needed, a possible approach
could be theidentification of an Artificial Neural Network (ANN). ANNs
arecomputationalmodels structured as a densely interconnected network
of simple processing elements (artificial neurons) thatmimic the computa-
tional properties of the brain (e.g., adaptivity, noise tolerance). In the fol-
lowing, a basic introduction on ANN is reported, a more detailed intro-
duction on neural network theory can been found in [29].

The basic elements of an ANN are:

THE PERCEPTRON: itis thesystem formed by an artificial neuron and his
inputs (Fig. 2.16a). Theartificial neurons combine the variousin-
puts (x;) toform the “net” input v:

N
v = W; X ; , (2.80)
i=1
where N is thenumber of inputs and w; the weight of thein-
put x;. The net input is then compared toa threshold:
1, v>bhb
y =

~ o, otherwise ¢ (281)

where b is called “bias” and y is the perceptron output. In the net-
work used in the following a soft transition is exploited using the
hyperbolic tangent sigmoid transfer function, a good approxima-
tion of the hyperbolic tangent but more computationally efficient
[30]:

Hidden Layer

71



72 LINEAR CHARACTERIZATION SETUP

N
V= Z Wl'xi + bi ’ (282)
i=1

y = tansig (Y) , (2.83)
where b, is the bias relative to the input x;.

THE STRUCTURE: the ANN identified uses a MultiLayer Perceptron (MLP)

architecture (Fig. 2.16b). It consists of three or more artificial-neuron
layers, thefirst onehas anumber of neurons equal to the number of
inputs, anditis called input layer. The middle layers have an arbi-
trary number of neurons, each neuron has its inputs connect to all
the outputs of the previous layer neurons; these layers are called
“hidden” layers. In particular the ANN identified has only a hidden
layer.
The lastlayer is the output layer. It has a number of neurons equal
to thenumber of outputs: the outputs of the neurons are connected
to the ANN outputs, and theinputs of each neuron are connected to
all the outputs of the previous layer neurons. This kind of network
isknown to be abletomodel even strongly non-linear functions, so
it has been found suitable for the application of interest.

THE TRAINING ALGORITHM: the identification of the neural network
consists in the identification of the weights (w;) and the biases (b;)
for eachneuron. A back-propagation algorithm is suitable for MLP
networks. The term back-propagation refers to theway theerror be-
tween the ANN outputs and the training data is propagated back-
ward to the hidden layer, and finally to the input layer. A detailed
description of the backpropagation algorithm is reported in [31].
The Back-Propagation ANNs (BPANNSs) are versatile, and can be
used for alot of applications (e.g., modelling, classification, forecast-
ing, datarecognition). Themain drawback of this algorithm is that
theidentified network can change as a function of the weights and
biases starting values, often small random variables, due to local
minima.

The aim of this analysisis toinvestigate if ANNs can be used for mod-
elling thelow -frequency small-signal dispersion. The netw ork architecture
selected is a MLP with one hidden layer, the optimization algorithm is a
Levenberg-Marquardt back-propagation algorithm [32]. The training data
area set of small-signal low-frequency measurements on a Triquint 4x25-
um GaAs pHEMT biased with a gate voltage of 0.6 V and varying the
drain voltageintherangel V-9 V with 1 V step in the frequency band 5
Hz - 10 MHz. The network was trained in the range 5 Hz — 1 MHz, be-
cause the most important variations are present in this frequency range.
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Fig. 2.17 Real (upper) and imaginary (lower) parts of g, measured on a

4x25-pym GaAs pHEMT in the frequency range 5 Hz — 10 MHz.

Bias point V; = =06V, V, = [1V-9V].

In particular, itis considered the real and imaginary part of Y,,, report-
ed in Fig. 2.17. The inputs of the network are the frequency and the bias
drain voltages, the outputs are the real and imaginary part of Y,, of the
considered transistor.

The only ANN variable of choice is the number of hidden neurons. In
order to experimentally find its optimal value, a large set of ANNs (i.e,
aboveone thousand), with various number of hidden layer neurons was
identified. Then, for each neuron number, the mean and minimum errors
were analyzed to find the optimum.

The first case considered is the interpolation, so the measurement at
Vps = 6V wasremoved from thetrainingset, and the predicted output for
Vps = 6V was compared with the measured one in all the considered fre-
quency band. The error (e) was defined as:

e = |Xpred - XmeasI ’ (2.84)

where x,,..q is the ANN prediction and x,,,,s is the measurements.
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Fig. 2.18 Mean (a) and minimum (b) errors as a function of the number of
middle layer neurons relative to the interpolation case study.
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Fig. 2.19 Predictions of the identified ANN on realand imaginary parts of

Y,, for the bias point V; = —0.6 V, V, = 6 V. The ANN predicts in
a very accurate way the low frequency deviations.

The minimum (a) and the mean (b) errors as a function of number of
neurons are reported in Fig. 2.18, it is clear that the optimal number of
hidden layer neurons is between 10 and 22. The measured small-signal
Y,, real and imaginary part, are compared to the predicted ones by an
ANN with theoptimal number of hidden neurons (i.e., 19) in Fig. 2.19: the
ANN is clearly able to correctly predict the measured data.
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Fig. 2.21 Predictions of the identified ANN on realand imaginary parts of

Y,, for the bias point V; = —0.6 V, V;, = 9 V. The ANN predictions
and the measurements are in good agreement.

A more challenging task is to predict the transistor response beyond
themeasured data set (i.e., extrapolation). So, this time, the measurement
at Vps =9V was removed from the training set, then the response of the
ANN for this drain voltagewas compared with the measured data in the
entire frequency band. Like in the previous case, minimum (a) and mean
(b) error isrepresented in Fig. 2.20. This timeit is harder toidentify an op-
timal range of number of neurons, but the previously adopted range (10 -
22 neurons) seems to be a good choice. An ANN with 22 hidden layer
neuros was extracted and Fig. 2.21 presents a comparison between the
predicted and the measured small-signal low-frequency response. The
predictions arestill good, even if theaccuracy is slightly worse than in the
previous case.
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Considering the overall complexity of the task, the presented approach
gives very interesting results with reduced efforts: ANNs are able to accu-
rately model a highly non-linear behavior, like low -frequency output con-
ductance dispersion due to trapping effects.

2.3 CONCLUSION

In this section the VNA has been described: its architecture and its
components have been reported, moreover different calibration tech-
niques have been detailed.

In thesecond part of the chapter low -frequency dispersive phenomena
havebeen analyzed with a simplified analytical formulation. This formu-
lation allows to identify the causes of the deviations of the transistor
measured parameters under low frequency operation. By adopting thede-
scribed approach it is possible toidentify which measured quantity gives
more information about the observed phenomenon. This allows a more
clear interpretation of the measured trends.

In the last part of the chapter, it has been investigated the use of an
ANN to model the low-frequency output conductance of a microwave
transistor. In particular, the extracted network has shown adequate per-
formance both in interpolation and extrapolation tests.
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3 NOISECHARACTERIZATION AND MODELING

The communicationsbetween humans or machines are made through
signals. A signal can be defined as a variation of a physical phenomenon
associated in some ways to an information.

Once transmitted, signals are always received with some form of deg-
radation, mainly:

ATTENUATION, due to the propagation of the signal into the environ-
ment, like open-space geometrical attenuation or attenuation due to
losses into a communication cable. If the attenuation is too strong
the signal can’t be received, thus the communication fails.

NOISE, due to fluctuations in the environment, like a conversation be-
tween two peopleinterrupted by the passageof a car or a transmis-
sion between an earth station and a satellite disturbed by iono-
sphere scintillation. These fluctuations in the environment cause
unpredictable modifications of the physical phenomenon exploited
for the communication. If these modifications are too strong it is no
more possible to extract the transmitted information, thus the
communication fails.

In this chapter, after a brief introduction on noise in electronic devices
with therelated measurement systems, the most importantelectromagnet-
ic simulation techniques will be reported. Successively, an innovative
noise model and its related extraction procedure are presented [1]. Finally,

a low-noiseamplifier, designed exploiting the proposed model, is report-
ed.

3.1 NOISEMEASUREMENTS

Electronicnoiseis a random fluctuation of an electronicsignal. Noise is
produced by several sources:

THERMAL NOISE (Johnson [2] or Nyquist [3] noise) is generated by ran-
dom thermal agitation of the electrons.

FLICKER NOISE, ithasa 1/f or “pink” power spectrum and is due to var-

ious causes, like channel impurities or generation-recombination of
charges.
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Fig. 3.1 Resistor generating thermalnoise (a) and its equivalent circuit (b)
where the noise source is treated separately.

SHOT NOISE, is originated by the fact that current is the flow of discrete
electrons.

BURST NOISE, called also pop-cornnoise, consists in step-like transitions
between twovoltage (or current)levels, at unpredictable times. The
most common cause of this noise is random charge trapping and
emission in defects of the semiconductor.

The thermal noise is the main noise source in microwave circuits, so
generally all theother types of noise are treated in terms of an equivalent
thermal noise [4].

Let us consider a resistor. Its electrons have a kinetic energy function of
thetemperature (T in kelvin degree). Thus the electrons move with a ran-
dom motion, producing small voltage fluctuations at the resistor terminals
(Fig. 3.1a). This voltage has a null mean value but its mean RMS value
(v,{?T) can be calculated using the Plank black-body radiation law [5]:

VRMS =

, 3.1)

where h is the Plank constant, k the Boltzmann constant, f is the center
frequency of thebandwidth B, and R is the considered resistor resistance.

For frequencies up to some terahertz and temperature above 100 K
hf/kT <« 1 sothedenominator ofequation (3.1) can be substituted by its
first order Taylor series expansion; this leads to:

VRMS = \JAKTBR - (3.2)

So the noisy resistor in Fig. 3.1a can be separated in an ideal noiseless
resistor plus anoisesource v, (Fig. 3.1b). In addition the maximum noise
power that canbetransferred to a load (available noise power) can be ex-
pressed as:

—\2
(%f“s) 4kTBR
4R 4R
where N is theavailable thermal noise power. It is worth noticing that the

availablenoise power is not a function of the frequency, thus the thermal
noise is called a “white” noise.

N = , (3.3)




3.1 NOISE MEASUREMENTS

3.1.1 Noise Figure and Noise Parameters

Noise is ubiquitous in communications: each transmitted signal, in a
circuit interconnection or in the air, is received with some noise added. If
thereceived signal power is comparable to thenoise power, it can be diffi-
cult toseparate themeaningful information (i.e., the signal) from thenoise,
thus the communication can fail. So signal to noise ratio is a very im-
portant figure of merit of the quality of a received signal, it is defined as:

S
SNR = — , (34)
N

where S is thesignal available power, and N is the noise available power.
Noise is somewhat related to the entropy (i.e., a measure of the disor-
der in a system), if another element is added to a system its entropy, and
so thenoise, can only increase, thus the signal tonoiseratio decreases. The
noise factor is the figure of merit of this degradation, it is defined as the
ratio between the signal to noise ratio at the input and at the output:

Siy
SNR,y Ny
F=c— =73 3.5)
SNRyyr =1, ouT !
ouT 't=T,

where SN R, is the signal (S;y) to noise (N,y) ratio at the input, SNRy is
thesignal (Syy7) tonoise (Nyy7) ratioat the output and T, the temperature.
As said before thesignal tonoise ratiois always degraded by a system, so
for any real system F > 1.

Consideringa generic two-portswith a noise source at temperature T,
and a signal source whit S,y availableinput power, its noise factor (F) can
be written as:

S S
Fe N,y 3 kT,B _ GkTyB + Nypp
~ Sour B GSin B GkT,B ’ 3.6)

Nour lp—g,  GKToB + Nypp

where G is the available power gain of the two-ports [4] and Ny, the
noise added by the two-ports.

When the temperatureis thereference temperature (290 K) this defini-
tion for the noise figure is the one adopted by the IEEE [6].
Another noise parameter, directly derivable from the noise factor, is the
noise figure (NF):

NF =10log,,F . 3.7)

Another figure of merit, derived from the noise factor, is the effective
input noise temperature (T,). It can be seen as the additional source tem-
perature that ensures the same available noise output power if the two-
ports would be noiseless. So:

Noapp
GkB !

Ny = GkTyB + Nypp = GkB(Ty +T,) = T, = (3.8)

and:
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Fig. 3.2 Noisy two-ports (a) andits equivalent description as a noiseless

two-ports with two correlated noise sources (b).

GkT,B+ N,,, GkB(T,+T,) T,+T,
B GkT, B - GkT,B =~ T
0 0 0 (3.9)

e
1+ T,
The noise behavior ofa two-port network (Fig. 3.2a) can be described
by two correlated noise sources connect to a noise-free equivalent of the
two-portnetwork[4], as represented in Fig. 3.2b. Other equivalent repre-
sentations are also possible (Z, ABCD, etc.).
The matrix representation for the Y description is:

11] [Yn Y12] Vl] [im]
[12 Yo Yoolll Il = == =2 ( )
where i,, and i,, are the noise sources at the input and at the output, Y

the small-signal parameters matrix of the noiseless two-ports and I,, the

noise vector.

As thenoise sources i, and i,, are random variables, it is convenient
to convert this information into a deterministic number, like it has been
done previously with the single noise voltage source. For this reason the
noise correlation matrix is introduced: it is defined as the mean value of
the multiplication of the noise vector for its complex-conjugate. For exam-
ple the Y-parameters noise correlation matrix (i.e., Cy) relative to equation

(3.10) is: -

i Il Dpqls
_ nil -k -k _ nl*ni ni*n2
G = |72l ol = [z ot ;6
- nz Lnelnt ln2lpa

where with X denotes the mean value of x and x~ its complex-conjugate.
This matrix has similar properties to small-signal parameter matrixes, so
in a parallel combination of twonetworks the Y-parameter noise correla-
tion matrix of the total networkis the sum of the Y-parameter noise corre-
lation matrix of each network.

So the noisebehavior ofa two-port network depends on four parame-
ters, Cy,, and Cy, , both real and describing the mean square fluctuations
of the noise sources and Cy,, = Cy,, complex, describing the correlation
existingbetween thenoise sources [7].In a similar way the noise factor of
a two-port network depends on the source termination through a set of
independent noise parameters [8]. The most used are:
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MINIMUM NOISE FACTOR (F,,;y), minimum achievable noise factor of the
considered two-port network.

OPTIMUM SOURCE REFLECTION COEFFICIENT (T,sr), at this source ter-
mination F is equal to Fy;y. As the optimum source reflection coef-
ficient is complex it counts as two parameters.

EQUIVALENT NOISE RESISTANCE (Ry), this parameter characterizes how
rapidly the noise factor F diverges from Fy,;y as the source reflec-
tion coefficient (I') diverges from Ipr.

The noise factor can be written as a function of the source reflection co-
efficient (') [4]:

Ry IT _Foprlz
F=Fyy+4— , 3.12
MIN-Z 2 7011 + Tpp 121 —1T12) 8.12)

where Z, is the reference impedance.

A three-dimensional representation of equation (3.12) is reported in
Fig. 3.3, thenoisefactor F is a paraboloid centered in [}, and with vertex

FMIN'
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Fig. 3.3 Three-dimensional re presentation of noise factor as a function of
the source reflection coefficients.

3.1.2  Noise Measurements

Source-pull techniques are exploited to obtain the noise parameters of
a two-portnetwork [9]: the source termination is varied and for each point
thenoise factor is measured. Two main techniques are exploited to meas-
ure the noise parameters.

THE Y-FACTOR TECNIQUE, where the noise factor is obtained from two
measurements with two different noise powers (Nyor and Ngg,p)
corresponding to two different temperatures (Tyor and Tep p):

Nyor = kBG(Tyor + T,) , (3.13)

’ 3.14
Neorp = kBG(Teorp + Te) (3-14)

The parameter to be measured is the Y-factor, defined as the ratio
between Ny and Negpp:

Y = Nuor  Thor + T

= = , 3.15
Neorp Teowp +Te ( )

itis now possibletoachievetheeffectiveinput noise temperatureT,
and so the noise factor F (see equation (3.9)):

= THOT -Y TCOLD = =14+ THOT -Y TCOLD ] (316)

Y -1 T,(Y —1)
An avalanche diodeis often used as noise source [10]: when the di-
ode is not biased (cold) there is only some thermal noise at its out-
put,instead when the diode is polarized near thebreakdown region
it generates a lot of noise (hot). This “hot” state is quantified by the

Excess Noise Ratio (ENR):
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(3.17)

Tyor — Tcou))

ENR = 1010g10< p
0

Naturally also additional noise coming from the interconnections
and the receiver input circuitry is measured in this way, but it can
be compensated by performing additionalmeasurements: one with
a thru connected in place of the DUT and one connecting the noise
source directly to the receiver.

THE COLD-SOURCE TECHNIQUE, the main draw-back of the Y-factor
techniqueis that twomeasurements, and the relative change of the
noise source status, are required. So the Y-factor techniques could
be quite slow, and not suitable for noise-parameter extraction,
wherealot of measurements areneeded. The cold-source technique
overcomes these problems, performing a single measurement of the
output noise power to extract T,, according to equations (3.8) and
(3.9).In order to correctly achieve the effectiveinput noise tempera-
ture both the device available gain G and the receiver gain-
bandwidth product mustbe previously determined. Other calibra-
tion steps arealsonecessaries toidentify the noise added by thein-
terconnections and the receiver (for further details see [11]).

In conclusion the cold-source technique has a longer and more
complex calibration than the Y-factor techniquebut it is overall fast-
er and preferable if a lot of measurements must be carried out.

Once obtained a large set of noise factors as a function of the source re-
flection coefficient (minimum 4 but tominimize the uncertainty a lot more
areused) the four noise parameters can be obtained through fitting of the
measurement data. Several techniques are present in literature [12, 13, 14,
15, 16].

3.2 ELECTROMAGNETIC ANALYSES

In theory, the electromagnetic properties of every structure can be de-
scribed by using the Maxwell equations:

. B
VXE=—— , (3.18)
ot
oD
VxH =74 — , (3.19)
X ]+6t
V-D=p , (3.20)
V.-B=o0 ) (3.21)

with the associated constitutive equations:

B =uH , (3.22)
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D =¢E . (3.23)

So every problem concerning the computation of electrical and magnetic
fields, from antenna analyses or microwave circuit design to the most
basic circuits, theoretically could be solved using the equations above.

Nevertheless, to be able to predict the behavior of a real structure is a
far cry from to havea complete set of laws: for realistic problems, approx-
imations are usually required because of the high complexity of the real
environment.

The approximation of Maxwell’s equations is known as Computational
ElectroMagnetics (CEM).

Various types of CEM techniques have been developed and two main
groups can be identified [17]:

FULL-WAVE methods approximate the Maxwell equations numerically.
The most important techniques are:

o Method of Moments (MoM) [18];
o Finite Elements Method (FEM) [19];
o Finite Differences in Time Domain (FDTD) [20].

All these methods discretize the structure to be analyzed into a
number of smaller elements (i.e, a mesh is defined). These tech-
niques are potentially very accurate, depending on the discretiza-
tion (i.e., mesh size): a finer mesh leads tomore accurate predictions
but longer simulation time.

ASYMPTOTIC methods are based on an approximation of the Maxwell
equations, whose validity increases with frequency. Examples of
these methods are:

o Physical Optics (PO), where the Maxwell’s equations short-
wavelength approximation is used [21];

o Geometrical Optics (GO) is a ray-based method, so the elec-
tromagnetic waves are treated like rays. It is intended for the
analysis of electrically large dielectric structures [22];

o Uniform Theory of Diffraction (UTD), where also the edge
diffraction,ignored by the two previous techniques, is consid-
ered [23].

In the following part of this section the MoM will be described, as this
is the one exploited in the EM simulator used in this work.

The MoM is probably the most used CEM for microwave and RF ap-
plications, because it has a very good accuracy and computational effi-
ciency in these application fields.
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Metal Box

} Dielectric Layer

Fig. 3.4 3-Dimensional structure divided into four different dielectric
layers. Between eachlayer a zero-thickness metallayer is present.
The whole structure is inserted into a metal box.

fi fi = .

Fig. 3.5 Metallization (left) and its division in numerous subsections
(right).

A 3D-complex structure is dived into some layers, as seen in Fig. 3.4.
The metallization is modeled as a zero-thickness metal between dielectric
layers [24].

Then the metallization is divided in several subsections (i.e.,, meshes),
like in the example reported in Fig. 3.5. Now the effect of the surface cur-
rent of each subsection on the surface currentin every other subsections is
calculated and stored intoa matrix. Theseinteractionsare computed using
a specific Green function.

Boundary conditions areapplied toall theinteractions and the surface
currents in each section is calculated. As an example for a lossless conduc-
tor, its total tangential electric field must be null, so the currents in each
section of the conductor areadjusted so that its total generated tangential
electric field is equal to zero. If a non-lossless conductor is involved, its
tangential electric field is imposed proportional to the current in the sub-
section, according to the Ohm’s law.

The MoM is very accurateifhigh-conductive surfaces areinvolved:it is
worthnoticing that only the metallization is discretized, and not the die-
lectric partsaround it. Moreover alot of important parameters (e.g., small-

\ .
— Zero-thickness metal
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signal parameters) can be directly derived from the calculated surface cur-
rents.

One of the weak points of the MoM is the impossibility to handle in-
homogeneous materials (e.g., highly doped regions where dielectric con-
stant changes as a function of the density of impurities, and so the posi-
tion);in these cases a volumetric mesh is required, but it is computational-
ly very expensive. Another draw -backis the required mesh size: for high-
er frequencies a more fine mesh is needed (subsection dimensions must be
moreor less one tenth of the wavelength), it can be seen that the problem
complexity scales as f°, so if the frequency doubles then the simulation
time increases of 64 times.

In the next part of the chapter an innovative noise and small-signal
model based on EM-analyses and noise measurements will be presented.
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Low-Noise Amplifiers (LNAs) play a very important role in receiver
front-ends, being the most important contributor to the overall system re-
ceiving performance.

The GaN HEMT is a promising candidate for robust low -noise applica-
tions [25,26] dueto its good noise performance, excellent linearity and ro-
bustness. Additionally, by using GaN HEMTs, the entire transmit-
ter/receiver front-end could be integrated in the same chip, with signifi-
cant advantages in terms of cost and occupied space. However, the proper
identification of a model able to accurately predict GaN HEMT noise per-
formanceis not trivial and many studies havebeen devoted to accomplish
this challenging task [27, 28, 29, 30, 31, 32, 33, 34].

In the following will be developed a new procedure for the definition
and identification of a low-noise transistor model suitable for LNA design.
Such a kind of application poses tight modeling requirements since it is
necessary a sound physical basis of the transistor parasitic network ele-
ments in order to accurately reproduce noise behavior and properly ac-
count for those transistor layout modifications (e.g., inductive source de-
generation) needed for LNA performance optimization.

Source degeneration is widely used in LNA design and consists in in-
sertinga lossless inductance (or a microstrip line) between the transistor
source and the via hole to ground. This introduces a series feedback that
reduces the transistoravailable gain but moves thebest input termination
for noise closer to the conjugate match termination.

As an example, Fig. 3.6 shows the noise factor measured with 50-Q
sourceimpedanceand the parameter S,, for a degenerated 8x50-pum GaN
HEMT (degeneration equivalent inductance is 110 pH) predicted by a
model where the parasitic network is identified by using the procedure
described in this work and a simpler one, based on DC and S-parameters
measurements [35]. The different accuracy level is well evident even if
without source degeneration the quality of the small-signal response and
noise performance predicted by the two models would be exactly the
same.

Moreover, the noise contribution of the parasitic network is generally
not negligible, as evident in Fig. 3.7, where the minimum noise figures for
a 2x50-pum GaN HEMT with and without parasitic noise contribution are
compared (in this second case the parasitic network temperature was set
to 0 K).

In particular, a modeling procedure usable by designers without spe-
cific modelling knowledge has been developed. To this end, iterative and
optimization-based model identification procedures are not a good choice
as they can lead toincorrect and non-physical results if not carried out by
people with in-depth experience in device modeling. As an alternative, a
model identification procedure based on linear regression is proposed
here. Indeed, linear regression requires only few interactions by the user
(in this case just the frequency range should be defined) and is clearly
more straightforward.
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Fig. 3.6 Prediction of the noise factor with 50-Q) source impedance (up-
per) and S;; (lower) for a degenerated 8x50-um GaN HEMT
where layout parasitic elements are correctly taken (black line)
and not taken (red line with dots) into account; measurements in
frequency range 2 - 18 GHz are also reported (crosses).
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Fig. 3.7 Minimum noise figure for a 2x50-pum GaN HEMT where noise
introduced by the parasitic networkis taken (blue line with dots)
and not taken (red line) into account.

The linear parasitic effects due to the transistor layout are modeled by
a lumped-element network, identified by means of an analytical proce-
dure exploiting several full-wave electromagnetic (FW-EM) simulations.
On the other hand, the active intrinsic core of the device is modeled by
means of a black-box noiseless two-ports having input and output corre-
lated noise sources.

Performing FW-EM simulations of the different layout regions of the
device allows onetodevelop a parasiticmodel where the contributions of
each region is well determined; thus, layout parts can be modified (e.g.,
theviaholes canbe removed) preserving theaccuracy of the model noise-
performance and small-signal response.

As far as the intrinsic core is concerned, a black-box representation is
chosen as it is very easy to be identified and implemented since parame-
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};@v

Fig. 3.8 Parasitic effects in the device layout: gate (I) and drain (II) mani-
folds, via-holes (IIT) and finger regions with air bridges (IV).

ters associated with the intrinsic core are process-related and cannot be
modified by the designer.

An important benefit of the developed technique is that very simple
scaling rules can be straightforwardly applied to the proposed model to
get the noise and small-signal performance for differently sized devices.

3.3.1 Manifold parameters extraction

A classictransistor devicemodel can be divided into two fundamental
parts: the parasiticnetworkand theintrinsic device or “intrinsic core”. The
latter representstheactivearea of the device, including the current genera-
tor, while the parasiticnetwork takes into account theaccess structures to
the intrinsic device.

Through FW-EM simulations of the device layout, the effects of the
parasiticnetwork can be characterized and modelled properly. In this con-
text, coupling phenomena associated with the doped semiconductor sub-
stratearenot taken intoaccount, as they have been found generally negli-
gible [36, 37, 38, 39]. This assumption is further confirmed by the experi-
mental validation.

The robustnessof the transistor model is strongly dependent on the ac-
curacy of the parasiticnetwork description. In this respect, thetypical lay-
out of a HEMT device has been subdivided in four different regions (Fig.
3.8):

REGIONS (I) AND (II) enclose gate and drain manifolds, which feed the
signal to the fingers.

REGION (III) encloses the via holes, which provide connections to the
backplane metallization.
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Fig. 3.9 Whole parasitic network of the transistor (a). Gate manifold (b)

and associated lumped element description (c) (identical for the
drain manifold). Via hole (d) and associated lumped element de-
scription (e).

REGION (1V) encloses the fingers and the air bridges, which connect the
source fingers to the via hole pads.

A lumped-element network can be associated with each region as
shown in Fig. 3.9a. For the manifolds (i.e., regions I and II), whose layout
is reported in Fig. 3.9b, a resistor RGM (RPM) and an inductor LM (LPM)
(where “M” stands for manifold, “G” for gate and “D” for drain) model
the series parasitic effects. Instead, the parasitic capacitive couplingbe-
tween themanifold and the substrate is modeled by two capacitors: Ci5M
(C:PM) and C26M (C2PM), forming with the other elements the PI-shape net-
work in Fig. 3.9¢c.

It is worth noticing that, with the aim of preserving a high computa-
tional efficiency, the intrinsic device is modelled by a two-port network.
This choice necessary leads to compact all the ports which giveaccess to the
intrinsic device (e.g., ports 2,3,4,5 in Fig. 3.9¢) into a single one. The accu-
racy of this approximation has been largely demonstrated in [38],[39] and
is confirmed by all the parasitic network lumped descriptions (e.g., [40]),
which areinherently based on the same hypothesis. This greatly reduces
the complexity of the model and speeds up the model extraction.

The parasitic effects associated with the via holes (i.e., region III),
whoselayoutis shownin Fig. 3.9d, aremodeled by a simple series connec-
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Fig. 3.10 Resistive coefficient of the drain manifold of a 4x50-ym GaN
HEMT vs. square root of frequency. FW-EM simulations (dots)
are fitted with the formulation reported in e quation (3.25) (line).
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Fig. 3.11 Finger region parasitic modeland associated e quivalent represen-

tation adopted for parameter extraction.

tion of theresistor R"#and theinductor ['¥, as reported in Fig. 3.9e. Final-
ly, considering region (IV), three capacitors (C¢S, CPS and C6P) model the
capacitive coupling between the fingers and between the fingers and the
air-bridge, whilst the series parasitic effects of the fingers and the air-
bridgearetakenintoaccountby three resistor-inductor series (RS, ¢ and
RD, I[P and RS, [5) forming with the other elements the whole parasitic
network reported in Fig. 3.9a.

As shown in Fig. 3.9d, the manifolds are considered as two-port net-
works, where one port is at the extrinsic plane of the transistor and the
other one connects to the finger region (i.e, gate or drain fingers). The Y
matrix associated with the manifold network in Fig. 3.9d is:

yXM
e + : 1
PO T ro () JoL*™ + R™M(w) | (324)
= 1 1 |
_ jwC;™M +
L o meiy Y o g ()]

where X stands for G or D.

As an example, Fig. 3.10 shows, for a 4x50 um GaN HEMT, the real
partof —(Y2")~*, correspondingto R” (w), obtained by an FW-EM simu-
lation of region (II). The parameter is clearly linear with the square root of
the frequency. This shape is reasonably due to the skin effect, and it is

clearly not negligible since the parameter variation is very large. In this
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respect, theresistors R° (w) and R (w) areassumed frequency depend-
ent to model such a variation.

In literature, several types of formulations are available to model the
skin effect [41],[42].In our case, the following simple analytical expression
has been empirically found to be suitable:

R*™(w) = R + (1 + DRIM Vo , (3.25)

where X stands for G or D.

All the manifold model parameters can be easily extracted from FW -
EM simulations of regions (I) and (Il). The elements RAY and Rap' can be
determined by a linear regression:

1
i <—YXM> = Rp¢' + Rip' Vo : (3.26)
12

Successively, theinductance can be straightforwardly extracted with
the following formula:

LXM ~ ! Rir' 3.27
=mean |3 —wylsz o , (3.27)
where the mean value is calculated over the whole frequency range.

Once obtained the value of [XM, the elements C{™ and C;™ can be de-
termined by:

1 1
CiM = mean <ZS (lelM Tl § R () )) , (3.28)

1 1
CM = mean (ZS (YZXZM Tl 1 R (@) )) : (3.29)

Also in this casethemean value s calculated over the whole frequency
range.
The Z parameter associated with the via hole model in Fig. 3.9e is:

ZVH = RVH(w) +jwL'" , (3.30)
where the skin effect is taken into account with
R"™(w) =REY + (1 + PRYEVw . (3.31)

Analogously to equation (3.26), Rp# and R} can be extracted by a lin-
ear regression of the real part of ZV# on the FW-EM simulation data of re-
gion (III):

R(Z") = REY + RYEVw , (3.32)
while LV can be determined by:

<S(ZVH) - RX{,’\/Z)
= mean

w

LVH

, (3.33)

where the mean value is calculated over the whole frequency range.

The small-signal response of region (IV) can be extracted from FW-EM
simulations of the whole parasiticnetwork by de-embedding the contribu-
tion of regions (I), (I) and (III).
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The model parameter extraction of this layout region can be more con-
veniently carried out by exploiting an equivalent “T” representation (see
Fig. 3.11) of the finger region sub-networkin Fig. 3.9a. The Z matrix asso-
ciated with this representation can be expressed by:
_[z6+2z5  zS

zZs zb+zs ’

1N

(3.34)
where:

Z¥ = R¥ + joL* +

, 3.35
jwCX ( )

in which X stand for G, D, or S.
Starting from Z5, the elements CSand LS can be extracted by the linear
regression of:

1
w3(Z5) = w3(Z,,) = szS—C—S , (3.36)
and RS can be determined by the regression:
RS = mean(R(Z,,)) , (3.37)

where the mean value is calculated over the whole frequency range.

Once obtained thesource parasitic parameters, an identical procedure
canbeapplied to Z¢ = Z,, — Z° and Z? = Z,, — Z5 to obtain the gate and
drain parasitic parameters.

Finally,a A — Y transformation applied to the capacitors allows getting
the parasitic elements of the network in Fig. 3.9a:

cécs+cPc+chécP

cos = , (3.38)

bs CGCS+ CDCS+ CGCD ’ (339)
c™ = e

CGD CGCS+ CDCS+ CGCD . (340)
= s

The FW-EM simulations (DC to 50 GHz), needed for the identification
of the parasitic network model previously discussed, have been carried
out by means of a 3-D planar FW-EM solver [43].

The geometry of the metallayer and the physical constants of interest
havebeen determined by the foundry manual. Fig. 3.12a, Fig. 3.12b, and
Fig. 3.12c show thelayouts exploited to perform the FW-EM simulations.
The structures described in the foundry design kit (i.e., GDSII files) were
slightly simplified in order to improve the simulation speed by reducing
the number of dielectric layers to the ones reported in Fig. 3.13 (e.g., the
four simulationsneeded to extract thelumped parasiticnetwork of a 4x50-
pum transistorrequired less than 2 hours by means of an 8-core Intel-Xeon
mini-workstation with 32 GB of RAM).
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Fig. 3.12 Transistor (a), gate manifold (b) (identical for drain manifold)
and via hole (c) layouts exploited to perform the FW -EM simula-
tions.

|
il ! ﬁh{
Air Bridge — IR
Field Plate — Six

Main Structures— S .
1C
GND—

Fig. 3.13 Dielectric layers used for the FW-EM simulations. Thickness and
dielectric types are reported, as wellas the structures present be-
tween the layers.

As discussed in the previous section, in the FW-EM simulations the
manifolds are described as n-port networks (see Fig. 3.12b) and succes-
sively reduced to two-port networks by using the formulation reported in
[38].

The great advantage of the procedure proposed in this work is that it
can be straightforwardly implemented in any numerical computing envi-
ronment or by means of a custom program in high-level language. In our
case, a MATLAB [44] script has been developed that automatically extracts
the values of the parasitic-network lumped elements starting from the
FW-EM simulations.

As a case study three GaN HEMTs have been considered with a gate
length of 0.25 um and a gate width of 8x50 pum, 4x50 um, and 2x50 pm. A
comparison between the parasitic elements of these three devices is re-
ported in Table I.

As an example, Fig. 3.14 shows the S-parameters of the extracted para-
siticnetwork for the 8x50 um device. The plot shows only the small-signal
parametersofthe passive parasiticnetwork of the device, without the ac-
tivepart. It is clear that the model not only reproduces perfectly the FW -
EM simulations in the extraction range, but the predictions are still very
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Fig. 3.14 Realandimaginary partsof Si1, S22, and Si2 = Sz1 for the parasitic

network of an 8x50-ym GaN HEMT. FW-EM simulations (dots)
and extracted modelpredictions (lines) are in e xcellent a greement
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Fig. 3.15 Imaginary parts of Y11 and Y12 for the parasitic network of an

8x50-um GaN HEMT. The extracted model (lines) predicts very
accurately the resonance visible in the FW-EM simulations (dots)
even far beyond the extraction frequency range.

accurate at higher frequencies. This assertion is confirmed in Fig. 3.15,
wherethe prediction of the Y-parameters is shown. In particular, it has to
be emphasized that the developed model shows good accuracy in repro-
ducing the resonance frequencies even if they are well above the extrac-
tion frequency range.
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2x50

TABLE I: COMPARISON BETWEEN PARASITIC ELEMENTS OF THE CONSIDERED DEVICES

4x50 8x50
Roc=5mQ L=9pH Roc =0 Q L=51pH Roc =0 Q L=52 pH
Gate
? Ci=6 fF Ca=7 fF Ci=12 fF Co=14 fF Ci=15 fF Ca=24 fF
Manifold
Rrr =202 nQ(Hz)05 Rer = 714 nQ(Hz)05 Ree = 763 nQ(Hz)05
Roc~0Q L=9pH Roc=27mQ | L=42pH | Roc=30mQ | L=41pH
Drain
. Ci=6fF C2=4fF Ci=18fF C2=22fF Ci=20fF C2=51fF
Manifold
Rer =231 nQ(Hz)05 Rrr = 440 nQ(Hz)05 Rre = 370 nQ(Hz)05
Via Rpc=6 mQ L=27pH Rpoc=9 mQ L=18 pH Rpc=9 mQ L=18 pH
Hole Rrr =203 nQ(Hz)05 Rrr =384 nQ(Hz)05 Rrr =384 nQ(Hz)05
Cgs =41 fF Lc=23 pH Cgs =82 fF Lc=0.5 pH Ccs =163 fF Lc=0.4 pH
Cps =9 fF Lo=29 pH Cps = 18 F Lo =37 pH Cps = 33 F Lb=29 pH
. Ccp =9 fF Ls=15 pH Cop =12 fF Ls=2.5pH Ccp =25 fF Ls=16 pH
Fingers
Air Bridges Rc=1000 mQ Rc =327 mQ Rc =143 mQ
Rp=~0Q Rb =249 mQ Rp=172 mQ
Rs=226 mQ Rs=147 mQ Rs=132 mQ
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One of the main advantages of the parasitic element identification
based on this techniqueis the accurate definition of the transistor intrinsic
planes. As a matter of fact, the small-signal models extracted by DC and S-
parameter measurements [35], [40], like conventional foundry models,
cannot separate the contribution to the source parasitic elements related to
the via-holes from the one associated with the finger region. As a conse-
quence, it is not possibletoaccurately identify the plane where the source
degradation line has to be connected. For such a reason, conventional
models arenot very accurate for the performance prediction of degenerat-
ed devices. Indeed, as an example, the elimination of the source parasitic
elements from the transistor equivalent circuit model and its replacement
with a source degeneration line necessarily leads to neglect the parasitic
contribution related to the source fingers.

This assumption is confirmed by the experimental results and is true
even when an accurate model of the degeneration line is available. How-
ever, the reliable performance prediction of a degenerated device is possi-
bleby using the proposed technique, which exploits accurate EM simula-
tions of the different regions of the transistor layoutto providean accurate
definition of the intrinsic planes. In such a case, the simple addition of a
suitable degeneration line model provides accurate results.

3.3.2  Noise and parasitic de-embedding procedure

Once the lumped parasiticnetwork elements have been identified, the
small-signal and noise intrinsic core model can be extracted by de-
embedding the parasitic network contributions.

To this end, thenoise correlation matrix C, is defined starting from the

transistor noise parameters by using the formulation in [45, 46, 7]:

EXTR
Ca

Fyy —1 .
— RyYopr

Ry 2 , (341)

= 2kTAf -
F By — 1 .
T — RyYopr Ry |Y0PT|

where Fuivis the minimum noise factor, Yorrthe optimal source termi-
nation for noise, R the noise equivalent resistance, k the Boltzmann con-
stant, T thereference temperature (290 K) and Af thenoisebandwidth (i.e,,
1 Hz).

The de-embedding of the parasitic element noise contributions is simi-
lar to a classic small-signal parameter de-embedding procedure [40]: the
contributionsof series elements are eliminated by using Z-representations,
while the shunt elements are eliminated by means of Y representations.
The formulae used for this de-embedding are [45, 46, 7]:

Cy = Cy— 2kTAfR(Y™)

, (3.42)

for the shunt elements and:

99



100

NOISE CHARACTERIZATION AND MODELING

TABLE II: NOISE CORRELATION M ATRIX CONVERSION PARAMETERS

a=A4 a=Y a=27
B4 . 0 A, 1 -4,
1 A4, 0 -4,
-Y 1
B=Y { ! } I Y

_, 1 -z,
h= 0 -7, z !

A, Yand Z are the matrices representing the small-signal response of the network at the
section where the conversion has to take place; I is the identity matrix.

Cz (Cy) cy (C7

—
Conversion Deembedding
D D
Z(Y) Small-Signal Small-Signal v (Z )
Matrix Conversion Matrix Deembedding
Y~(2) A

Fig. 3.16 De-embedding “core-function” flowchart: this function performs
matrix re presentation conversion and de -embeds the noise corre-
lation matrix C, (Cy) as well as the small-signal parameter matrix
Z (Y) from the matrix Y~ (Z7).

C7 = Cy— 2kTAfR(Z7) , (3.43)

for the series elements. In (17) - (18), Cy and € are the resulting de-

embedded noise correlation matrices, Cyand C, are the starting noise cor-

relation matrices, whileY ~and Z~ are the small-signal parameter matrices

associated with the passive network to be de-embedded.

In thenoise de-embedding procedure, thenoise correlation matrix rep-
resentation must be converted from Y to Z or ABCD, and vice versa. The
formula to properly convert those matrices is the following one:

Cp = Z X & X g *

, (3.44)

where the value of T as a function of @ and £ is reported in Table II.

It is clear that also the small-signal parameters at each section of the
parasiticnetwork areneeded in order to convert thenoise correlation ma-
trix representation (e.g., C; to Cy). Thus, also the small-signal parameters

Y haveto be measured and a well-known small-signal de-embedding

procedure [40] is exploited to achieve the small-signal response of the de-
vice at every section where a noise correlation matrix conversion is per-
formed.
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Fig. 3.17 Noise and smallsignal de-embedding procedure flowchart. Each
boxrepresent one step of the procedure: the elements to be de-
embedded are reported inside the boxes and the corresponding
matrices are on the right of the boxes. Also the formulation used
(Y or Z) is reported at the corner of the boxes.

Based on the above considerations, the flow-chart of the “core-
function”, which performs noise de-embedding, small-signal de-
embedding, and matrix conversion, is shown in Fig. 3.16.

The complete de-embedding procedure is composed of five steps, as
represented in Fig. 3.17.

The procedureis applied starting from the extrinsic plane of the device
going towards the intrinsic core. At each step, the core-function in Fig.
3.16 is applied to de-embed a group of lumped elements (in Y-formulation
for shunt elements or Z-formulation for series ones).

Thus, starting from the extrinsic plane, the first capacitor of the drain
and gate manifold is de-embedded usinga Y-formulation, successively the
procedure de-embeds resistors and inductors of the gate and drain mani-
folds using a Z-formulation; finally, after de-embedding the last two ca-
pacitors, the drain and gate manifold contributions are completely de-
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Fig. 3.18 Small-signal (upper figure) and noise parameters (lower figure)

for the 8x50-um GaN HEMTs. Measurements (symbols) and
simulations (lines) obtained through scaling from the 4x50-ym
model are in very good agreement

embedded.

The successive step of the procedure is to de-embed the via-hole and
theseries finger parasitic contributions by using a Z-representation. Once
removed thefinal contribution of the shunt parasitic capacitances associ-
ated with the fingers, the intrinsic noise and small-signal matrices are
achieved. It is worth noting that even the noiseless elements, such as ca-
pacitors or inductors, are taken into account in this procedure, because
they are needed to compute the intrinsic-core small-signal model.

It should be observed that very simple scaling rules can be defined at
theintrinsic plane of the transistor. In particular, theintrinsic small-signal
and noise correlation matrices in Y-representation of the 2x50-pm and
8x50-um transistor can be determined, respectively, by dividing and mul-
tiplyingby 2 theresponse of the4x50-pum device. As an example, Fig. 3.18
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Fig. 3.19 Extraction flow-chart for the low-noise transistor model.

shows the predicted small-signal response and noise behavior of the entire
8x50-um devicescaled from the4x50-um transistor. It is evident the very
good agreement between the model predictions and the measurements.

The scaling procedure and the one described in section 3.3.1 jointly
create a powerful, fast, and simple model identification technique (the
model extraction flow-chart is shown in Fig. 3.19), which is able to provide
robust low-noise, scalable device models for LNA design. To this end, the
intrinsic device noise and small-signal parameters can be stored in a
Touchstone [47] filewhich canberead natively by the most diffused CAD
tools [48].

The 4x50-um GaN HEMT (bias: Voo= 10V and Ipo =100 mA/mm) noise
parametershavebeen measured at various frequencies by using a source-
pull procedure based on noise figure measurements at different source
impedances synthesized by a tuner [49], [50]. Also S-parameters havebeen
measured at the same bias condition. The intrinsic noise behavior and
small-signal response of the 4x50-um device have been achieved by ex-
ploiting the procedure previously described, and scaled on the 2x50-um
and 8x50-um devices by simply dividing and multiplying by 2 the re-
sponse of the 4x50-pum device. Once obtained the information about the
intrinsic core of all the devices of interest, the parasitic lumped network,
extracted separately for the 2x50-um, 4x50-um and 8x50-um devices by
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Fig. 3.20 Schematic representation of the LNA.

FW-EM simulations, has been added to the intrinsic model, in order to ob-
tain the complete device model for the selected bias point. In fact, simple
scaling rules, which can be effectively used for the intrinsic transistor,
cannot be applied to the parasitic network, due to the complex relation-
ships between the lumped component values and the layout geometry.
The choice of using a separated parasitic network descriptions is a clear
advantage of the proposed approach, since conventional models need to
adopt peculiar scaling rules, which necessarily degrade performance pre-
dictions for the scaled device.

3.3.3  Low-noise amplifier design

The 0.25-pm AlGaN/GaN on SiC GH25-10 process of UMS (United
Monolithic Semiconductors)has been used to develop a LNA operating in
the12.75 - 14.8 GHz frequency band. The main design goals were 20 dB of
gain and less than 2.0 dB of noise figure. In the preliminary design phase,
the foundry model was adopted to determine that a three stage LNA was
needed to fulfill the specifications. In particular, in the first stage a 2x50-
pum transistor minimizes noise and in addition is more easily matchable to
50 Q. In thesecond stage, a 4x50-um transistor allows low -loss inter-stage
matching, while providing fair good noise figure and gain. Finally, in or-
der to fulfill output power at 1 dB of gain compression and linearity re-
quirements, a 8x50-pm transistor has been chosen for the third stage. The
optimal bias point has been found to be 10 V of drain voltage and 100
mA/mm of drain current for all the three stages. A block diagram of the
designed LNA is represented in Fig. 3.20.

As described in section 3.3.2, noise and small signal measurements
were carried out on the 4x50-um GaN HEMT at the selected bias point
and, as described in section 3.3.1, all the FW-EM simulations needed were
performed, in order to develop themodel by following the procedure out-
lined in Fig. 3.19. Once measurements and FW - EM simulations were car-
ried out, model extraction took only few minutes of work and computa-
tion. By using the developed transistor models, it was possibletoaccurate-
ly study the effects of the source degeneration on the three transistors. In
particular, thefirsttransistor source degeneration was designed to get the
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optimum source impedance for gain (i.e., conjugate match) very close to
the optimum impedance for noise. This enables tomatch the device for the
best noise performance with a reasonable mismatch to the optimum
sourceimpedance for gain, thus preservinga good LNA input return loss.
The second stage source degeneration was designed to have a good
tradeoff between noise figure, gain and stability. A little source degenera-
tion was exploited alsoin the third stage 8x50-um transistor for device in-
band stabilization.

Alot of carewas taken in the matching network design. Since the loss-
es of the input matching network directly add to the LNA noise figure, it
was exhaustively optimized to keep losses below 0.2 dB.

The LNA was designed in order to comply with robustness constraints.
The maximum level of input power it can withstand is mainly related to
theactive device maximum electrical and thermal ratings defined by the
foundry. Both the maximum voltage swings as well as the gate current
limitation have been carefully controlled during the circuit design.

In particular the gatecurrent limitation was obtained by placing a se-
ries integrated resistor on the DC gate path of each transistor properly di-
mensioned to obtain, at increasinginput power levels, a progressive volt-
age drop that safely switches off the transistors.

The fully monolithicintegration of the limiting resistors wasoptimized
to ensure reliable operation of the active and passive components up to
the maximum input power level of 25 dBm accordingto the target specifi-
cations.

The manufactured LNA and the transistor cut-outs (included for mod-
el validation purpose), are shown in Fig. 3.21.

In Fig. 3.22 a comparison between the measured S-parameters and
noise performance of the three degenerated devices and the model predic-
tions arereported; theagreement is very good. It is worth noticing that the
predictions arestill very good even if the 2x50-um and the 4x50-um have
a single-side degeneration (i.e., one via-hole is absent) and the device is
not symmetrical anymore.
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Fig. 3.21 Photos of the developed MMIC LNA (a), chip size is 4x2 mm?2and of the degenerated 2x50-um (b), 4x50-um (c)

and 8x50-pm (d) transistors.
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Fig. 3.24 Small-signaland noise performance of the three-stage LNA designed. Predictions with the proposed model

(blue continuous lines) and with a small-signal model (red dashed line), extracted by DC and S-parameter
measurements [30], are compared with the me asurements carried out on 37 samples (circles). The accuracy im-
provement is well evident.



3.4 CONCLUSION

In Fig. 3.24 the performance of the designed LNA is reported; the
simulated predictions arein good agreement with the measurements, car-
ried out on 37 samples and the gain and noise figure specifications are
completely fulfilled in the band of interest. To provide a clearer compari-
son of the proposed approach with existent ones, the figure also reports,
for a degenerated device, predictions ofa conventional model extracted on
thebasis of DC and S-parameter measurements [35]. It should be pointed
out that the two models show the same accuracy level when the non-
degenerated device is considered. Whereas, the different level of accuracy
in the presence of source degeneration is well evident. As previously dis-
cussed, the poor predictions of the conventional model are due to an in-
correct identification of the device intrinsic plane. This is clearly inde-
pendent on the particular model formulation adopted. On the contrary, an
EM-based model canidentify with high accuracy the intrinsic plane posi-
tion and providegreat accuracy in the performance estimation of a degen-
erated device. These results definitely confirm that an approach based on
EM simulations is useful not only when the design involves frequencies
near the upper limit of the chosen technology [38] (i.e.,, 20 GHz), but also
when non-standard device configurations have to be used.

3.4 CONCLUSION

A new low-noise transistor model and the associated identification
procedure have been developed. The model is based on FW -EM simula-
tions as well asnoiseand S-parameter measurements. The proposed tech-
nique allows toidentify in a short time a robust scalable low -noise model
suitable for LNA design. In particular, layout modifications can be ac-
counted for, thus accurately predicting the noise behavior and small-
signal response of degenerated devices. Moreover, the described proce-
dureis very robust, sinceit does not require any numerical optimization.

The described procedurehas been exploited toidentify threelow-noise
HEMT models starting from a single set of small-signal and noise meas-
urements. Successively, a LNA has been designed by using the extracted
models and the high accuracy level of the predictions on both the degen-
erated devices and the LNA has been definitely proved.
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