
Contents

1. Introduction 2
2. Preliminaries 4
2.1. Some results on equalizers and coequalizers 4
2.2. Contractible Equalizers and Coequalizers 11
2.3. Adjunction 13
3. Monads 15
3.1. Liftings of module functors 23
3.2. The category of balanced bimodule functors 36
3.3. The comparison functor for monads 40
4. Comonads 44
4.1. Lifting of comodule functors 51
4.2. The comparison functor for comonads 62
5. Liftings and distributive laws 81
5.1. Distributive laws 81
5.2. Liftings of monads and comonads 84
6. (Co)Pretorsors and (co)herds 89
6.1. Pretorsors 89
6.2. Herds 92
6.3. Herds and comonads 93
6.4. Herds and distributive laws 94
6.5. Herds and Galois functors 94
6.6. The tame case 98
6.7. Copretorsors 102
6.8. Coherds 112
6.9. Coherds and Monads 113
6.10. Coherds and distributive laws 116
6.11. Coherds and coGalois functors 122
6.12. The cotame case 126
7. Herds and Coherds 128
7.1. Constructing the functor Q 128
7.2. From herds to coherds 128
7.3. Constructing the functor Q̂ 132
7.4. From coherds to herds 141
7.5. Herd - Coherd - Herd 145
8. Equivalence for (co)module categories 154
8.1. Equivalence for module categories coming from copretorsor 154
8.2. Equivalence for comodule categories coming from pretorsor 171
9. EXAMPLES 172
9.1. H-Galois extension 181
9.2. H-Galois coextension 187
9.3. Galois comodules 203
10. Bicategories 219
11. Construction of BIM (C) 220
12. Entwined modules and comodules 235
Appendix A. Gabriel Popescu Theorem 241
References 265

1



2

1. Introduction

The starting point of this work was the notion of a torsor which comes from prin-
ciple bundles in classical geometry. A torsor is a principal homogeneous space over
a group, i.e. a G-set X where G is a group acting freely and transitively over X. An
idea due to Baer which goes back to the 1920’s allows to reformulate the definition
of a torsor without specifying the group G: a torsor is a set, sometimes called herd,
X together with a structure X×X×X → X satisfying some parallelogram relations
(see [Ba, p. 202] or [Pr, p. 170]).
A noncommutative analogue is the notion of a Hopf-Galois object as introduced
by Kreimer and Takeuchi [KT]. Let H be a Hopf algebra, flat over the base
ring k, a (right) H-Galois object A is a (right) H-comodule algebra such that the
Galois map β : A ⊗ A → A ⊗ H given by β (x⊗ y) = xy(0) ⊗ y(1) is bijective
(where δ : A → A ⊗ H : x 7→ x(0) ⊗ x(1) is the H-comodule structure of A) and

Aco(H) = {x ∈ A | δ (x) = x⊗ 1H} = k.
A similar concept for the noncommutative case was introduced by Grunspan in [G]
as the notion of a quantum torsor. Together with the definition, Grunspan gives
the proof that every quantum torsor gives rise to two Hopf algebras over which it
is a bi-Galois extension of the base field. Conversely, Schauenburg in [Sch4] proves
that every Hopf-Galois extension of the base field is a quantum torsor in the sense
of Grunspan.
The axioms defining a quantum torsor were simplified allowing to prove anyway
a correspondence between faithfully flat torsors and Hopf-(bi)Galois object (see
[Sch1]). Moreover, Schauenburg in [Sch4] could prove that the two Hopf algebras
coming from a torsor are Morita-Takeuchi equivalent, i.e. their categories of co-
modules are equivalent. Another equivalence between module categories has been
studied in [BMV] and it is related with Morita contexts defined in the pure categor-
ical setting. This gave the hint to investigate a special class of herds at this level of
generality.

The simplified version of the torsor axioms admits a generalization to arbitrary
Galois extensions (not only of the base ring or field) and gave rise to different results
which we try to summarize here. Hopf Galois extensions of an arbitrary algebra B
by introducing the notion of a B-torsor in [Sch1], Galois extensions by bialgebroids
by means of A-B-torsors in [Ho, Chapter 5] and [BB], Galois extensions by corings
using the notion of a pretorsor in [BB] and Galois comodules of corings arising from
entwining structures using the notion of a bimodule herd in [BV]. Generalizing the
notion of pretorsor given in [BB], pretorsors over two adjunctions are introduced in
[BM, Section 4]. Such categorical setting is the one we choose for this work trying
to develop the notion of pretorsor and herd at this pure general level.

The first aim of this thesis is to give a unified and self-contained treatment of a
number of known results related to the theory of herds. This gives us the technical
tools to deal with the second aim of our work which is to obtain some new results
about herds and coherds in the pure categorical setting. A herd at this level is a
pretorsor with respect to a formal dual structure M = (A,B, P,Q, σA, σB). This is
given by two monads A and B over two different categories, two bimodule functors P
and Q with respect to the monads and functorial morphisms σA and σB satisfying
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linearity and compatibility conditions. In particular we refer to the study of the
special class of tame herds, which yields a correspondence with Galois functors
(generalizing the historical results we started with). Moreover, under the regularity
assumption on the formal dual structure related to a herd, one can construct a
coherd. Conversely, beginning with a coherd over a regular formal codual structure,
a herd can be obtained. By applying twice this process, one can start with a formal
dual structure and a herd, construct a formal codual structure and a coherd and
then compute also a new formal dual structure. Under the extra assumption that the
starting formal dual structure is also a Morita context, the final formal dual structure
computed from a tame herd comes out to be closely related to the starting one. We
consider a few cases in which the monads are in fact isomorphic. As an application,
we develop some examples. The first is given by a right Galois comodule from which
we derive the herd. Then we simplify the setting and we study the Schauenburg case
of A/k a faithfully flat Hopf-Galois extension with respect to H. In this example we
can compute the comonads associated to the herd and the coherd. The last example
is a non trivial example of a coherd. It allows to compute the two monads associated
and the equivalence between the module categories with respect to these monads.
Finally we investigate the bicategory of balanced bimodule functors which are one
of the most useful tools in this work and is inspired by the balanced bimodules in
the classical sense.

We developed the portions of the theory of herds, resp. coherds, we found more
suitable for our purposes.

In the first part we collect some well-known results including proofs. It is about
equalizers and coequalizers, contractible equalizers and coequalizers and notation
for adjunctions.

Then we concentrate, in the second section, the needed materials for the se-
quel about monads. Similarly we do for comonads. At this point we also include
the Beck’s Tripleability Theorem and the generalized version which introduce the
Eilenberg-Moore comparison functor and the categories of modules and comodules.

We reserve a short section to the notion of distributive laws and above all the
correspondence between distributive laws and liftings of monads and comonads.

The next section introduces the notion of pretorsor and herd bringing all the
details and the results needed to prove the equivalence between herds and Galois
functors in the tame case. The same has been done for the dual case of copretorsors
and coherds.

Later on a section dedicated to a new fundamental functor built from a herd
and a coherd respectively and then the theorem relating the starting formal dual
structure and the one obtained after applying the two processes from a herd and
from a coherd.

One section is dedicated to the equivalence between the module categories ob-
tained from a copretorsor and to the equivalence between the comodule categories
obtained from a pretorsor.

The following section is a collection of the examples we provide in this work, about
herds and coherds first and then applications of Beck’s Theorem and of its gener-
alization. In particular, the example of a coherd was produced during some useful
discussions with T. Brzeziński. In the subsection dedicated to Galois comodules we
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need some material related to Gabriel-Popescu theorem which is contained in the
appendix.

The last part is the first outcome of a joint work with J. Gomez-Torrecillas.
It is devoted to the introduction of the bicategory of balanced bimodule functors
BIM (C). First we fix some notation and terminology about 2-categories and bi-
categories. Then we define the bicategory of balanced bimodule functors and finally
we study how it can be related to entwined modules and comodules.

2. Preliminaries

2.1. Some results on equalizers and coequalizers. In the following, most of
the computations are justified. We denote by the name of a functorial morphism,
its naturality property.

Definitions 2.1. Let α : B → C be a functorial morphism. We say that α is

• a functorial monomorphism, or simply a monomorphism, if for every β, γ :
A→ B such that α ◦ β = α ◦ γ we have β = γ.
• a functorial regular monomorphism, or simply a regular monomorphism, if
α is the equalizer of two functorial morphisms.
• a functorial epimorphism, or simply an epimorphism, if for every β, γ : C →
D such that β ◦ α = γ ◦ α we have β = γ.
• a regular epimorphism, or simply a regular epimorphism, if α is the coequal-

izer of two functorial morphisms.

Definition 2.2. A parallel pair α, β : F → F ′ is said to be reflexive if the two
arrows have a common right inverse δ : F ′ → F.

Definition 2.3. A reflexive equalizer is an equalizer of a reflexive parallel pair.

Definition 2.4. A reflexive coequalizer is a coequalizer of a reflexive parallel pair.

Lemma 2.5. Let F,G,H be functors and let f : F → G, g : G→ H and h : F → H
be functorial morphisms such that h = g ◦ f . Assume that f is a functorial isomor-
phism. Then h is a regular epimorphism if and only if g is a regular epimorphism.

Proof. First, let us assume that g is a regular epimorphism, i.e.
(H, g) = CoequFun (α, β). Then we have

h ◦ f−1 ◦ α = g ◦ f ◦ f−1 ◦ α = g ◦ f ◦ f−1 ◦ β = h ◦ f−1 ◦ β.

Now, let χ : F → X be a functorial morphism such that χ ◦ f−1 ◦ α = χ ◦ f−1 ◦ β.
By the universal property of the coequalizer (H, g) = CoequFun (α, β), there exists
a unique functorial morphism χ : H → X such that χ ◦ g = χ. Then, by composing
to the right with f we get

χ ◦ h = χ ◦ g ◦ f = χ ◦ f−1 ◦ f = χ.

Moreover, let χ′ be another functorial morphism such that χ′ ◦h = χ. Since we also
have χ ◦ h = χ we have

χ′ ◦ g ◦ f = χ′ ◦ h = χ = χ ◦ h = χ ◦ g ◦ f
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and since g ◦ f is an epimorphism, we deduce that χ′ = χ so that

(H, h) = CoequFun

(
f−1 ◦ α, f−1 ◦ β

)
.

Conversely, let us assume that h is a regular epimorphism, i.e.
(H, h) = CoequFun (α, b). Then we have

g ◦ f ◦ a = h ◦ a = h ◦ b = g ◦ f ◦ b.
Now, let ξ : G → X be a functorial morphism such that ξ ◦ f ◦ a = ξ ◦ f ◦ b. By
the universal property of (H, h) = CoequFun (α, b), there exists a unique functorial
morphism ξ : H → X such that ξ ◦ h = ξ ◦ f , i.e. ξ ◦ g ◦ f = ξ ◦ f and since f is
an isomorphism we deduce that ξ ◦ g = ξ. Let us assume that there exists another
functorial morphism ξ′ : H → X such that ξ′ ◦ g = ξ. Since we also have ξ ◦ g = ξ
we get that

ξ′ ◦ h = ξ′ ◦ g ◦ f = ξ ◦ f = ξ ◦ g ◦ f = ξ ◦ h
and since h is an epimorphism, we deduce that ξ′ = ξ. Therefore, (H, g) =
CoequFun (f ◦ a, f ◦ b). �

Lemma 2.6. Let F,G,H be functors and let f : F → G, g : G→ H and h : F → H
be functorial morphisms such that h = g ◦ f . Assume that g is a functorial isomor-
phism. Then h is a regular epimorphism if and only if f is a regular epimorphism.

Proof. Assume first that f is a regular epimorphism, i.e. (G, f) = CoequFun (α, β).
Then we have

h ◦ α = g ◦ f ◦ α = g ◦ f ◦ β = h ◦ β.
Let ξ : F → X be a functorial morphism such that ξ ◦ α = ξ ◦ β. By the universal
property of the coequalizer (G, f) = CoequFun (α, β), there exists a unique functorial
morphism ξ such that ξ ◦ f = ξ. Then we have

ξ ◦ g−1 ◦ h = ξ ◦ g−1 ◦ g ◦ f = ξ ◦ f = ξ

so that ξ factorizes through h via ξ◦g−1. Moreover, if there exists another functorial
morphism ξ′ : F → X such that ξ′ ◦ h = ξ, since we also have ξ = ξ ◦ g−1 ◦ h we
have

ξ′ ◦ g ◦ f = ξ′ ◦ h = ξ = ξ ◦ g−1 ◦ h = ξ ◦ g−1 ◦ g ◦ f = ξ ◦ f
and since f is epi we get

ξ′ ◦ g = ξ

from which we deduce that

ξ′ = ξ ◦ g−1.

Therefore we obtained

(H, h) = CoequFun (α, β) .

Conversely, let now assume that h is a regular epimorphism, i.e.
(H, h) = CoequFun (a, b). Then we have

g ◦ f ◦ a = h ◦ a = h ◦ b = g ◦ f ◦ b
and since g is mono we get that

f ◦ a = f ◦ b.
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Let now χ : F → X be a functorial morphism such that χ ◦ a = χ ◦ b. by the
universal property of the coequalizer (H, h) = CoequFun (a, b) there exists a unique
functorial morphism χ : H → X such that χ ◦h = χ and hence χ ◦ g ◦ f = χ so that
χ factorizes through f via χ ◦ g. Moreover, let χ′ : F → X be another functorial
morphism such that χ′ ◦ f = χ. Since we also have χ ◦ h = χ we have

χ′ ◦ g−1 ◦ h = χ′ ◦ g−1 ◦ g ◦ f = χ′ ◦ f = χ = χ ◦ h
and since h is epi we get that χ′ ◦ g−1 = χ from which we deduce that

χ′ = χ ◦ g.
Therefore (G, f) = CoequFun (a, b) . �

Lemma 2.7. Let A and B be categories, let F, F ′ : A → B be functors and α, β : F →
F ′ be functorial morphisms. If, for every X ∈ A, there exists CoequB(αX, βX),
then there exists the coequalizer (C, c) = CoequFun(α, β) in the category of functors.
Moreover, for any object X in A, we have (CX, cX) = CoequB(αX, βX).

Proof. Define a functor C : A → B with object map (CX, cX) = CoequB(αX, βX)
for every X ∈ A. For a morphism f : X → X ′ in A, naturality of α and β implies
that

(F ′f) ◦ (αX) = (αX ′) ◦ (Ff) and (F ′f) ◦ (βX) = (βX ′) ◦ (Ff)

and hence

(cX ′) ◦ (F ′f) ◦ (αX) = (cX ′) ◦ (αX ′) ◦ (Ff)
ccoequ

= (cX ′) ◦ (βX ′) ◦ (Ff)

= (cX ′) ◦ (F ′f) ◦ (βX)

i.e. (cX ′) ◦ (F ′f) coequalizes the parallel morphisms βX and αX. In light of this
fact, by the universal property of the coequalizer (CX, cX) , Cf : CX → CX ′ is
defined as the unique morphism in B such that (Cf) ◦ (cX) = (cX ′) ◦ (F ′f). By
construction, c is a functorial morphism F ′ → C such that c ◦ α = c ◦ β. It remains
to prove universality of c. Let H : A → B be a functor and let χ : F ′ → H be
a functorial morphism such that χ ◦ α = χ ◦ β. Then, for any object X in A,
(χX) ◦ (αX) = (χX) ◦ (βX). Since ⊂ (CX, cX) = CoequB(αX, βX), there is a
unique morphism ξX : CX → HX such that (ξX) ◦ (cX) = χX. The proof is
completed by proving naturality of ξX in X. Take a morphism f : X → X ′ in A.
Since c and χ functorial morphisms,

(Hf) ◦ (ξX) ◦ (cX) = (Hf) ◦ (χX)
χ
= (χX ′) ◦ (F ′f)

= (ξX ′) ◦ (cX ′) ◦ (F ′f) = (ξX ′) ◦ (Cf) ◦ (cX).

Since cX is a epimorphism, we get that ξ is a functorial morphism. �

Lemma 2.8 ([BM, Lemma 2.1]). Let C and K be categories, let G,G′ : C → K be
functors and γ, θ : G → G′ be functorial morphisms. If, for every X ∈ C, there
exists EquK(γX, θX), then there exists the equalizer (E, i) = EquFun(γ, θ) in the
category of functors. Moreover, for any object X in C, (EX, iX) = EquK(γX, θX).

Lemma 2.9. Let A and B be categories, let F ,F ′ : A → B be functors, and let α, β :
F → F ′ be functorial morphisms. Assume that, for every X ∈ A, B has coequalizers
of αX and βX and let (Q, q) = CoequFun (α, β). Under these assumptions, for any
functor P : D → A, CoequFun (αP, βP ) = (QP, qP ) .
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Proof. Clearly (qP )◦(αP ) = (qP )◦(βP ). Let y : F ′P → Y be a functorial morphism
such that y ◦ (αP ) = y ◦ (βP ). Then,

(yD) ◦ (αPD) = (yD) ◦ (βPD)

and hence, since by Lemma 2.7 (QPD, qPD) = CoequB(αPD, βPD), there exists
a unique dD : QPD → Y D such that

dD ◦ (qPD) = yD.

Let us prove that the assignment D 7→ dD yields a functorial morphism d : QP → Y .
Let h : D → D′ be a morphism in D. We compute

(Y h) ◦ dD ◦ (qPD) = (Y h) ◦ (yD)
y
= (yD′) ◦ (F ′Ph)

= dD′ ◦ (qPD′) ◦ (F ′Ph)
q
= dD′ ◦ (QPh) ◦ (qPD) .

Since qPD is an epimorphism, we conclude. �

Lemma 2.10 ([BM, Lemma 2.2]). Let G,G′ : C → K be functors, and let γ, θ :
G → G′ be functorial morphisms. Assume that every pair of parallel morphisms in
K has an equalizer and let (E, i) = EquFun (γ, θ). Under these assumptions, for any
functor P : D → C, EquFun (γP, θP ) = (EP, iP ).

Lemma 2.11. Consider the following serially commutative diagram in an arbitrary
category K

A
f //
g

//

n

��
m

��

B
i //

n′

��
m′

��

C

n′′

��
m′′

��
A′

f ′ //

g′
//

e

��

B′
i′ //

e′

��

C ′

e′′

��
A′′

f ′′ //

g′′
// B′′

i′′ // C ′′

Assume that all columns are coequalizers and also the first and second rows are
coequalizers. Then also the third row is a coequalizer.

Proof. In order to see that the third row is a fork, note that, by commutativity of
the diagram and fork property of the second row,

i′′ ◦ f ′′ ◦ e = i′′ ◦ e′ ◦ f ′ = e′′ ◦ i′ ◦ f ′ = e′′ ◦ i′ ◦ g′ = i′′ ◦ e′ ◦ g′

= i′′ ◦ g′′ ◦ e.
Since e is an epimorphism, this proves that the third row is a fork that is i′′ ◦ f ′′ =
i′′ ◦ g′′.

To conclude we want to prove the universality of i′′. To do so, let us take any
morphism x : B′′ → X such that x ◦ f ′′ = x ◦ g′′. Then we want to prove that there
exist a unique functorial morphism z : C ′′ → X such that z ◦ i′′ = x.

We observe
x ◦ e′ ◦ f ′ = x ◦ f ′′ ◦ e = x ◦ g′′ ◦ e = x ◦ e′ ◦ g′.

so we get that
x ◦ e′ ◦ f ′ = x ◦ e′ ◦ g′.
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Since the second row is a coequalizer by assumption, there is a unique morphism
y : C ′ → X such that

(1) y ◦ i′ = x ◦ e′.

We calculate

y ◦ n′′ ◦ i = y ◦ i′ ◦ n′ (1)
= x ◦ e′ ◦ n′ = x ◦ e′ ◦m′ (1)

= y ◦ i′ ◦m′

= y ◦m′′ ◦ i

and since i is an epimorphism we get that

y ◦ n′′ = y ◦m′′.

Since the third column is a coequalizer, there exists a unique morphism z : C ′′ → X
such that

z ◦ e′′ = y.

Then

z ◦ i′′ ◦ e′ = z ◦ e′′ ◦ i′ = y ◦ i′ = x ◦ e′

so we get that z ◦ i′′ = x. Since e′′ ◦ i′ = i′′ ◦ e′ and e′′, e′, i′ are epimorphism, we
deduce that i′′ is epimorphism and hence z is unique with respect to z ◦ i′′ = x. �

Corollary 2.12. Let F , F ′ : A → B be functors and α, β : F → F ′ be functorial
morphisms. Assume that, for every X ∈ A, B has coequalizers of αX and βX
hence there exists (Q, q) = CoequFun(α, β), cf. Lemma 2.7. Assume that (P, p) =
CoequA(f, g) of morphisms f, g : X → Y in A and that both F and F ′ preserve
CoequA(f, g). Then also Q preserves CoequA(f, g).

Proof. The following diagram (in B) is serially commutative by naturality

FX
Ff //
Fg

//

αX
��
βX

��

FY
Fp //

αY
��
βY

��

FP

αP
��
βP

��
F ′X

F ′f //

F ′g
//

qX

��

F ′Y
F ′p //

qY

��

F ′P

qP

��
QX

Qf //
Qg

// QY
Qp // QP

The columns are coequalizers by Lemma 2.7. The first and second rows are coequal-
izers by the assumption that F and F ′ preserve coequalizers. Thus the third row is
a coequalizer by Lemma 2.11. �
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Lemma 2.13 ([BM, Lemma 2.5]). Consider the following serially commutative dia-
gram in an arbitrary category K

A
i //

e

��

B
f //
g

//

e′

��

C

e′′

��
A′

i′ //

n

��
m

��

B′
f ′ //

g′
//

n′

��
m′

��

C ′

n′′

��
m′′

��
A′′

i′′ // B′′
f ′′ //

g′′
// C ′′

Assume that all columns are equalizers and also the second and third rows are equal-
izers. Then also the first row is an equalizer.

Proof. Dual to Lemma 2.11. �

Corollary 2.14. Let G,G′ : C → K be functors and γ, θ : G → G′ be functorial
morphisms. Assume that, for every X ∈ C, K has equalizers of γX and θX hence
there exists (E, e) = EquFun(γ, θ), cf. Lemma 2.8. Assume that (I, i) = EquC(f, g)
of morphisms f, g : X → Y in C and that both G and G′ preserve EquC(f, g). Then
also E preserves EquC(f, g).

Proof. Dual to Corollary 2.12. �

Lemma 2.15. Let Z,Z ′,W,W ′ : A → B be functors, let a, b : Z → W and a′, b′ :
Z ′ → W ′ be functorial morphisms, let ϕ : Z → Z ′ and ψ : W → W ′ be functorial
isomorphisms such that

ψ ◦ a = a′ ◦ ϕ and ψ ◦ b = b′ ◦ ϕ.
Assume that there exist (E, i) = EquFun (a, b) and (E ′, i′) = EquFun (a′, b′). Then ϕ
induces an isomorphism ϕ̂ : E → E ′ such that ϕ ◦ i = i′ ◦ ϕ̂.

E
ϕ̂ //

i
��

E ′

i′

��
Z

ϕ //

b
��

a

��

Z ′

b′

��
a′

��
W

ψ // W ′

Proof. Let us define ϕ̂. Let us compute

a′ ◦ ϕ ◦ i = ψ ◦ a ◦ i defi
= ψ ◦ b ◦ i = b′ ◦ ϕ ◦ i

and since (E ′, i′) = EquFun (a′, b′) there exists a unique functorial morphism ϕ̂ : E →
E ′ such that

i′ ◦ ϕ̂ = ϕ ◦ i.
Note that ϕ̂ is mono since so are i and i′ and ϕ is an isomorphism. Consider
ϕ−1 : Z ′ → Z and ψ−1 : W ′ → W . Then we have

a ◦ ϕ−1 = ψ−1 ◦ a′ and b ◦ ϕ−1 = ψ−1 ◦ b′.
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Let us compute

a ◦ ϕ−1 ◦ i′ = ψ−1 ◦ a′ ◦ i′ def i′
= ψ−1 ◦ b′ ◦ i′ = b ◦ ϕ−1 ◦ i′

and since (E, i) = EquFun (a, b) there exists a unique functorial morphism ϕ̂′ : E ′ →
E such that

i ◦ ϕ̂′ = ϕ−1 ◦ i′.
Then we have

i ◦ ϕ̂′ ◦ ϕ̂ = ϕ−1 ◦ i′ ◦ ϕ̂ = ϕ−1 ◦ ϕ ◦ i = i

and since i is a monomorphism we deduce that

ϕ̂′ ◦ ϕ̂ = IdE.

Similarly

i′ ◦ ϕ̂ ◦ ϕ̂′ = ϕ ◦ i ◦ ϕ̂′ = ϕ ◦ ϕ−1 ◦ i′ = i′

and since i′ is a monomorphism we obtain that

ϕ̂ ◦ ϕ̂′ = IdE′ .

�

Lemma 2.16. Let K : B → A be a full and faithful functor and let f, g : X → Y be
morphisms in B. If (KE,Ke) = EquA (Kf,Kg) then (E, e) = EquB (f, g).

Proof. Since K is faithful, from (Kf)◦ (Ke) = (Kg)◦ (Ke) we get that f ◦e = g ◦e.
Let h : Z → X be a morphism in B such that f ◦ h = g ◦ h. Then in A we get
(Kf) ◦ (Kh) = (Kg) ◦ (Kh) and hence there exists a unique morphism ξ : KZ →
KE such that (Ke) ◦ ξ = (Kh). Since ξ ∈ HomA (KZ,KE) and K is full, there
exists a morphism ζ ∈ HomB (Z,E) such that ξ = Kζ. Since K is faithful, from
(Ke) ◦ (Kζ) = Kh we get e ◦ ζ = h. From the uniqueness of ξ, the one of ζ easily
follows. �

Lemma 2.17. Let α, γ : F → G be functorial morphisms where F,G : A → B
are functors. Assume that, for every X ∈ A there exists EquB (αX, γX). Let
(E, i) = EquFun (α, γ) , where i : E → F . Then, for every X ∈ A and Y ∈ B we
have that

(HomB (Y,EX) ,HomB (Y, iX)) = EquSets (HomB (Y, αX) ,HomB (Y, γX))

which means that

(HomB (−, E) ,HomB (−, i)) = EquFun (HomB (−, α) ,HomB (−, γ))

where

HomB (−, E) and EquFun (HomB (−, α) ,HomB (−, γ)) : Bop ×A → Sets.

Proof. We have that

HomB (Y, αX) ◦ HomB (Y, iX) = HomB (Y, (αX) ◦ (iX))

= HomB (Y, (γX) ◦ (iX)) = HomB (Y, γX) ◦ HomB (Y, iX)
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i.e. HomB (Y, iX) equalizes HomB (Y, αX) and HomB (Y, γX) , for every X ∈ A and
Y ∈ B. Let now ζ : Z → HomB (Y, FX) be a map such that HomB (Y, αX) ◦ ζ =
HomB (Y, γX) ◦ ζ. Then, for every X ∈ A, Y ∈ B and for every z ∈ Z we have

(αX) ◦ ζ (z) = HomB (Y, αX) (ζ (z)) = HomB (Y, γX) ◦ (ζ (z))

= (γX) ◦ ζ (z) .

Then, for every X ∈ A and Y ∈ B there exists a unique morphism θz : Y → EX in
B such that

(iX) ◦ θz = ζ (z)

i.e.

HomB (Y, iX) (θz) = ζ (z) .

The assignment z 7→ θz defines a map θ : Z → HomB (Y,EX) such that HomB (Y, iX)◦
θ = ζ. �

2.2. Contractible Equalizers and Coequalizers.

Definition 2.18. Let C be a category. A contractible ( or split) equalizer is a
eightuple (Z,X, Y, d, d0, d1, s, t) where

Z
d //

X
s

oo

d0 //

d1

// Y
too

such that

t ◦ d0 = IdX

s ◦ d = IdZ

t ◦ d1 = d ◦ s
d0 ◦ d = d1 ◦ d.

Proposition 2.19. Let C be a category and let (Z,X, Y, d, d0, d1, s, t) be a con-
tractible equalizer. Then (Z, d) = EquC (d0, d1) .

Proof. Let ξ : L→ X be such that

d0 ◦ ξ = d1 ◦ ξ

then

ξ = IdX ◦ ξ = t ◦ d0 ◦ ξ = t ◦ d1 ◦ ξ = d ◦ (s ◦ ξ) .
Let

ξ′ = s ◦ ξ : L→ Z

so that

ξ = d ◦ ξ′.
Let now ξ′′ : L→ Z be such that d ◦ ξ′′ = ξ. Then

ξ′′ = IdZ ◦ ξ′′ = s ◦ d ◦ ξ′′ = s ◦ ξ = ξ′.

�
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Proposition 2.20. Let C be a category, let (Z,X, Y, d, d0, d1, s, t) be a contractible
equalizer and let F : C → D be a functor. Then

FZ
Fd //

FX
Fs

oo

Fd0 //

Fd1

// FY
Ftoo

is a contractible equalizer in D.
Proof. Since functors preserve composition, the statement is proved. �

Proposition 2.21. Assume that

Z
d // X

d0 //
d1

// Y

is an equalizer and there exists t : Y → X such that

t ◦ d0 = IdX

d1 ◦ t ◦ d1 = d0 ◦ t ◦ d1

Then there exists s : X → Z such that (Z,X, Y, d, d0, d1, s, t) is a contractible equal-
izer.

Proof. Since d1 ◦ t ◦ d1 = d0 ◦ t ◦ d1 and (Z, d) = Equ (d0, d1), there exists s : X → Z
such that

t ◦ d1 = d ◦ s.
Let us compute

d ◦ s ◦ d = t ◦ d1 ◦ d = t ◦ d0 ◦ d = d

and since d is mono we get
s ◦ d = IdZ .

�

Definition 2.22. Let F : C → D be a functor. An F -contractible equalizer pair is
a parallel pair

X
d0 //
d1

// Y

in C such that there exists a contractible equalizer

D
d //

FX
s

oo

Fd0 //

Fd1

// FY
too

in D.

All the previous results can be considered in the opposite category so that they
give the dual notion, namely contractible coequalizers.

Definition 2.23. Let C be a category. A contractible coequalizer is a eightuple
(C,X, Y, c, d0, d1, u, v) where

X

d0 //

d1

// Y
voo

c //
C

u
oo
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such that

d0 ◦ v = IdY

d1 ◦ v = u ◦ c
c ◦ u = IdC

c ◦ d0 = c ◦ d1.

Proposition 2.24 ([BW, Proposition 2 (a)]). Let C be a category and let
(C,X, Y, c, d0, d1, u, v) be a contractible coequalizer. Then (C, c) = CoequC (d0, d1) .

Proof. Dual to Proposition 2.24. �

Definition 2.25. Let F : C → D be a functor. An F -contractible coequalizer pair
is a parallel pair

X
d0 //
d1

// Y

in C such that there exists a contractible coequalizer

FX

Fd0 //

Fd1

// FY
voo

c //
C

u
oo

in D.

2.3. Adjunction.

2.26. Let L : B → A and R : A → B be functors. Recall that L is called a left
adjoint of R, or R is called a right adjoint of L if there exists functorial morphisms

η : IdB → RL and ε : LR→ IdA

such that
(εL) ◦ (Lη) = L and (Rε) ◦ (ηR) = R.

In this case we also say that (L,R) is an adjunction and η is called the unit of the
adjunction while ε is called the counit of the adjunction. Let

aX,Y : HomA (LY,X)→ HomB (Y,RX)

be the isomorphism of the adjunction (L,R). Then, for every ξ ∈ HomA (LY,X)
and for every ζ ∈ HomB (Y,RX) we also have

aX,Y (ξ) = (Rξ) ◦ (ηY ) and a−1
X,Y (ζ) = (εX) ◦ (Lζ) .

Moreover, for every X ∈ A, Y ∈ B, unit and counit of the adjunction are given by

ηY = aLY,Y (IdLY ) and εX = a−1
X,RX (IdRX) .

2.27. Let (L,R) be an adjunction. Then L preserves colimits and thus coequalizers
and R preserves limits and thus equalizers. We also say that L is right exact and
that R is left exact.

Lemma 2.28. Let (L,R) be an adjunction with unit η and counit ε, where L : B → A
and R : A → B. For every Y ′ ∈ B the following conditions are equivalent:

(1) L−,Y ′ = a−1
LY ′,− ◦ HomB (−, ηY ′) is a functorial isomorphism
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(2) HomB (−, ηY ′) is a functorial isomorphism
(3) ηY ′ is an isomorphism (η is a functorial isomorphism).

Proof. Since (L,R) is an adjunction, aX,Y : HomA (LY,X) → HomB (Y,RX) is an
isomorphism for every X ∈ A and for every Y ∈ B, so that (1) is equivalent to (2).
(3) ⇒ (2) Let η−1Y ′ be the two-sided inverse of ηY ′. Then HomB (−, η−1Y ′) is the
inverse of the functor HomB (−, ηY ′) . In fact, let f ∈ HomB (Y, Y ′) and compute[

HomB
(
−, η−1Y ′

)
◦ HomB (−, ηY ′)

]
(f) = HomB

(
−, η−1Y ′

)
(ηY ′ ◦ f)

=
(
η−1Y ′

)
◦ (ηY ′) ◦ f = f

and [
HomB (−, ηY ′) ◦ HomB

(
−, η−1Y ′

)]
(f) = HomB (−, ηY ′)

((
η−1Y ′

)
◦ f
)

= (ηY ′) ◦
(
η−1Y ′

)
◦ f = f.

Thus HomB (−, ηY ′) is a functorial isomorphism.
(2)⇒ (3) Since HomB (−, ηY ′) is a functorial isomorphism, in particular
HomB (RLY ′, ηY ′) : HomB (RLY ′, Y ′) → HomB (RLY ′, RLY ′) is an isomorphism.
Thus, there exists f ∈ HomB (RLY ′, Y ′) such that (ηY ′) ◦ f = IdRLY ′ which implies
that ηY ′ is an epimorphism. Moreover we also have HomB (Y ′, ηY ′) (IdY ′) = ηY ′ =
(ηY ′) ◦ f ◦ (ηY ′) = HomB (Y ′, ηY ′) (f ◦ (ηY ′)) . Since HomB (−, ηY ′) is a functorial
isomorphism, also HomB (Y ′, ηY ′) is an isomorphism. Thus we deduce that IdY ′ =
f ◦ (ηY ′) which implies that ηY ′ is also a monomorphism and moreover ηY ′ has a
two-sided inverse f : RLY ′ → Y ′. �

Remark 2.29. Note that, for every f ∈ HomB (Y, Y ′) we have

LY,Y ′ (f) =
[
a−1
LY ′,Y ◦ HomB (Y, ηY ′)

]
(f) = a−1

LY ′,Y (ηY ′ ◦ f)

= (εLY ′) ◦ (LηY ′) ◦ (Lf)
(L,R)adj

= Lf.

Lemma 2.30. Let (L,R) be an adjunction with unit η and counit ε, where L : B → A
and R : A → B. For every X ∈ A the following conditions are equivalent:

(1) RX,− = a−,RX ◦ HomA (εX,−) is a functorial isomorphism
(2) HomA (εX,−) is a functorial isomorphism
(3) εX is an isomorphism (ε is a functorial isomorphism).

Proof. Dual to proof of Lemma 2.28. �

Remark 2.31. Note that, for every f ∈ HomA (X,X ′) we have

RX,X′ (f) = [aX′,RX ◦ HomA (εX,X ′)] (f) = aX′,RX (f ◦ εX) = R (f ◦ εX) ◦ (ηRX)

= (Rf) ◦ (RεX) ◦ (ηRX)
(L,R)adj

= Rf.

Proposition 2.32. Let (L,R) be an adjunction with unit η and counit ε, where
L : B → A and R : A → B. Then R is full and faithful if and only if ε is a
functorial isomorphism.

Proof. To be full and faithful for R means that the map

φ : HomA (X,X ′) −→ HomB (RX,RX ′)
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f 7→ Rf

is bijective for every X,X ′ ∈ A. Since this φ (f) = R (f) = RX,X′ (f) , φ is an
isomorphism if and only if RX,X′ is an isomorphism for every X,X ′ ∈ A and, by
Lemma 2.30, if and only if εX is an isomorphism for every X ∈ A. �

Lemma 2.33. Let (L,R) be an adjunction where L : B → A and R : A → B such
that L is an equivalence of categories. Then R is also an equivalence of categories.

Proof. By assumption L : B → A is an equivalence of categories with R′ : A → B.
Then it is well-known that (L,R′) is an adjunction. By the uniqueness of the
adjoint, we have that R ' R′ which is an equivalence. Thus R is also an equivalence
of categories. �

3. Monads

Definition 3.1. A monad on a category A is a triple A = (A,mA, uA) , where
A : A → A is a functor, mA : AA → A and uA : A → A are functorial morphisms
satisfying the associativity and the unitality conditions:

mA ◦ (mAA) = mA ◦ (AmA) and mA ◦ (AuA) = A = mA ◦ (uAA) .

Definition 3.2. A morphism between two monads A = (A,mA, uA) and B =
(B,mB, uB) on a category A is a functorial morphism ϕ : A→ B such that

ϕ ◦mA = mB ◦ (ϕϕ) and ϕ ◦ uA = uB.

Example 3.3. Let (A,mA, uA) be an R-ring where R is an algebra. Then

• A is an R-R-bimodule
• mA : A⊗R A → A is a morphism of R-R-bimodules
• uA : R→ A is a morphism of R-R-bimodules satisfying the following

mA◦(mA ⊗R A) = mA◦(A⊗R mA) ,mA◦(A⊗R uA) = rA and mA◦(uA ⊗R A) = lA

where rA : A ⊗R R → A and lA : R ⊗R A → A are the right and left
constraints. Let

A = −⊗R A : Mod-R→Mod-R

mA = −⊗R mA : −⊗R A⊗R A → −⊗R A
uA = (−⊗R uA) ◦ r−1

− : − → −⊗R R→ −⊗R A
We prove that A = (A,mA, uA) is a monad on the category Mod-R. For
every M ∈Mod-R we compute

[mA ◦ (mAA)] (M) = (M ⊗R mA) ◦ (M ⊗R A⊗R mA) = M ⊗R [mA ◦ (A⊗R mA)]

= M ⊗R [mA ◦ (mA ⊗R A)] = (M ⊗R mA) ◦ (M ⊗R mA ⊗R A)

= [mA ◦ (AmA)] (M)

[mA ◦ (AuA)] (M) = (M ⊗R mA) ◦
[
(M ⊗R uA) ◦ r−1

M

]
⊗R A

= (M ⊗R mA) ◦ (M ⊗R uA ⊗R A) ◦
(
r−1
M ⊗R A

)
= (M ⊗R [mA ◦ (uA ⊗R A)]) ◦

(
r−1
M ⊗R A

)
= (M ⊗R lA) ◦

(
r−1
M ⊗R A

)
= M ⊗R A = AM
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and

[mA ◦ (uAA)] (M) = (M ⊗R mA) ◦ (M ⊗R A⊗R uA) ◦ r−1
M⊗RA

= (M ⊗R [mA ◦ (A⊗R uA)]) ◦ r−1
M⊗RA

= (M ⊗R rA) ◦ r−1
M⊗RA = M ⊗R A = AM.

Proposition 3.4 ([H]). Let (L,R) be an adjunction with unit η and counit ε where
L : B → A and R : A → B. Then RL = (RL,RεL, η) is a monad on the category B.

Proof. We have to prove that

(RεL)◦ (RLRεL) = (RεL)◦ (RεLRL) and (RεL)◦RLη = RL = (RεL)◦ (ηRL) .

In fact we have
(RεL) ◦ (RLRεL)

ε
= (RεL) ◦ (RεLRL)

and

(RεL) ◦RLη (L,R)
= RL

(L,R)
= (RεL) ◦ (ηRL) .

�

Definition 3.5. A left module functor for a monad A = (A,mA, uA) on a category
A is a pair

(
Q, AµQ

)
where Q : B → A is a functor and AµQ : AQ→ Q is a functorial

morphism satisfying:
AµQ ◦

(
AAµQ

)
= AµQ ◦ (mAQ) and Q = AµQ ◦ (uAQ) .

Definition 3.6. A right module functor for a monad A = (A,mA, uA) on a category
A is a pair

(
P, µAP

)
where P : A → B, is a functor and µAP : PA→ P is a functorial

morphism such that

µAP ◦
(
µAPA

)
= µAP ◦ (PmA) and P = µAP ◦ (PuA) .

Remark 3.7. Let A = (A,mA, uA) be a monad on a category A and let
(
Q, AµQ

)
be

a left A-module functor and
(
P, µAP

)
be a right A-module functor. By the unitality

property of AµQ and µAP we deduce that they are both epimorphism.

Definition 3.8. For two monads A = (A,mA, uA) on a category A and B =
(B,mB, uB) on a category B, a A-B-bimodule functor is a triple

(
Q, AµQ, µ

B
Q

)
, where

Q : B → A is a functor and
(
Q, AµQ

)
is a left A-module functor,

(
Q, µBQ

)
is a right

B-module functor such that in addition
AµQ ◦

(
AµBQ

)
= µBQ ◦

(
AµQB

)
.

Definition 3.9. A module for a monad A = (A,mA, uA) on a category A is a pair(
X, AµX

)
where X ∈ A and AµX : AX → X is a morphism in A such that

AµX ◦
(
AAµX

)
= AµX ◦ (mAX) and X = AµX ◦ (uAX) .

A morphism between two A-modules
(
X, AµX

)
and

(
X ′, AµX′

)
is a morphism f :

X → X ′ in A such that
AµX′ ◦ (Af) = f ◦ AµX .

We will denote by AA the category of A-modules and their morphisms. This is the
so-called Eilenberg-Moore category which is sometimes also denoted by AA.
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Remark 3.10. Let A = (A,mA, uA) be a monad on a categoryA and let
(
X, AµX

)
∈

AA. From the unitality property of AµX we deduce that AµX is epi for every(
X, AµX

)
∈ AA and that uAX is mono for every

(
X, AµX

)
∈ AA, i.e. uA is a

monomorphism.

Definition 3.11. Corresponding to a monad A = (A,mA, uA) on A, there is an
adjunction (AF, AU) where AU is the forgetful functor and AF is the free functor

AU : AA → A AF : A → AA(
X, AµX

)
→ X X → (AX,mAX)

f → f f → Af.

Note that AUAF = A. The unit of this adjunction is given by the unit uA of the
monad A:

uA : A → AUAF = A.

The counit λA : AFAU → AA of this adjunction is defined by setting

AU
(
λA
(
X, AµX

))
= AµX for every

(
X, AµX

)
∈ AA.

Therefore we have

(λAAF ) ◦ (AFuA) = AF and (AUλA) ◦ (uAAU) = AU.

Proposition 3.12. Let A = (A,mA, uA) be a monad on a category A. Then AU is
a faithful functor. Moreover, given Z,W ∈ AA we have that

Z = W if and only ifAU (Z) = AU (W ) and AU (λAZ) = AU (λAW ) .

In particular, if F,G : X → AA are functors, we have

F = G if and only if AUF = AUG and AU (λAF ) = AU (λAG)

Proposition 3.13. Let A = (A,mA, uA) be a monad on a category A. Then
(AU, (AUλA)) is a left A-module functor.

Proof. We have to prove that

(AUAλ) ◦ (AAUAλ) = (AUAλ) ◦ (mAAU) and

(AUAλ) ◦ (uAAU) = AU .

Let us consider
(
X,A µX

)
∈ AA. We have to show that(

AUAλ
(
X,A µX

))
◦
(
AAUAλ

(
X,A µX

))
=
(

AUAλ
(
X,A µX

))
◦
(
mAAU

(
X,A µX

))
and that (

AUAλ
(
X,A µX

))
◦
(
uAAU

(
X,A µX

))
= AU

(
X,A µX

)
i.e. that

AµX ◦
(
AAµX

)
= AµX ◦ (mAX) and AµX ◦ (uAX) = X

which hold since
(
X,A µX

)
is an A-module. �
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Proposition 3.14. Let A = (A,mA, uA) be a monad on a category A and let(
X, AµX

)
be a module for A. Then we have(

X, AµX
)

= CoequA
(
AAµX ,mAX

)
.

In particular if
(
Q,A µQ

)
is a left A-module functor, then we have(
Q,A µQ

)
= CoequFun

(
AAµQ,mAQ

)
.

Proof. Note that

AAX

mAX //

AµX

// AX
uAAXoo

AµX //
X

uAX
oo

is a contractible coequalizer and thus, by Proposition 2.24,(
X, AµX

)
= CoequA

(
AAµX ,mAX

)
. Let now

(
Q,A µQ

)
be a left A-module functor

where Q : B → A. Then, by the foregoing, for every Y ∈ B we have that(
QY, AµQY

)
=
(
QY, AµQY

)
= CoequA

(
AAµQY ,mAQY

)
= CoequA

(
AAµQY,mAQY

)
.

Then, by Lemma 2.7, we have that
(
Q,A µQ

)
= CoequFun

(
AAµQ,mAQ

)
. �

Corollary 3.15. Let A = (A,mA, uA) be a monad on a category A and let (AF, AU)
be the associated adjunction. Then (AU, (AUλA)) is a left A-module functor and

(AU, (AUλA)) = CoequFun (AAUλA,mAAU) .

Proof. By Proposition 3.13 (AU, (AUλA)) is a left A-module functor. By Proposition
3.14 we get that (AU, (AUλA)) = CoequFun (AAUλA,mAAU) . �

Proposition 3.16. Let A = (A,mA, uA) be a monad on a category A and let(
P, µAP

)
be a right A-module functor, then we have

(2)
(
P, µAP

)
= CoequFun

(
µAPA,PmA

)
.

Proof. Note that

PAA

PmA //

µAPA

// PA
PAuAoo

µAP //
P

PuA

oo

is a contractible coequalizer and thus, by Proposition 2.24,(
P, µAP

)
= CoequFun

(
µAPA,PmA

)
. �

Lemma 3.17. Let A = (A,mA, uA) be a monad on a category A and let
(
Q, AµQ

)
be

a left and
(
P, µAP

)
be a right A-module functors where Q : Q → A and P : A → P.

Let F : X → Q and G : P → B be functors. Then

(1)
(
QF, AµQF

)
is a left A-module functor and

(2)
(
GP,GµAP

)
is a right A-module functor.

Proof. From
AµQ ◦

(
AAµQ

)
= AµQ ◦ (mAQ) and Q = AµQ ◦ (uAQ)

we deduce that
AµQF ◦

(
AAµQF

)
= AµQF ◦ (mAQF ) and QF = AµQF ◦ (uAQF )
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and from

µAP ◦
(
µAPA

)
= µAP ◦ (PmA) and P = µAP ◦ (PA)

we deduce that

GµAP ◦
(
GµAPA

)
= GµAP ◦ (GPmA) and GP = GµAP ◦ (GPA) .

�

Proposition 3.18. Let A = (A,mA, uA) be a monad on a category A and let
(AF, AU) be the adjunction associated. Then AU reflects isomorphisms.

Proof. Let f :
(
X, AµX

)
→
(
Y, AµY

)
be a morphism in AA such that AUf has a

two-sided inverse f−1 in A. Since

AµX′ ◦ (Af) = f ◦ AµX
we get that

f−1 ◦ AµX′ = AµX ◦
(
Af−1

)
.

�

Lemma 3.19 ([BMV, Lemma 4.1]). Let A = (A,mA, uA) be a monad on a category
A, let

(
P, µAP

)
be a right A-module functor and let

(
Q, AµQ

)
be a left A-module

functor where P : A → B, Q : B → A. Then any coequalizer preserved by PA is
also preserved by P and any coequalizer preserved by AQ is also preserved by Q.

Proof. Consider the following coequalizer

X
f //
g

// Y
z // Z

in the category A and assume that PA preserves it. By applying to it the functors
PA and P we get the following diagram in B

PAX
PAf //
PAg

//

µAPX
��

PAY
PAz //

µAPY
��

PAZ

µAPZ
��

PX
Pf //
Pg

//

PuAX

OO

PY
Pz //

PuAY

OO

PZ.

PuAZ

OO

By assumption, the first row is a coequalizer. Assume that there exists a morphism
h : PY → H such that

h ◦ (Pf) = h ◦ (Pg) .

Then, by composing with µAPX we get

h ◦ (Pf) ◦
(
µAPX

)
= h ◦ (Pg) ◦

(
µAPX

)
and since µAP is a functorial morphism we obtain

h ◦
(
µAPY

)
◦ (PAf) = h ◦

(
µAPY

)
◦ (PAg) .

Since (PAZ, PAz) = CoequB (PAf, PAg), there exists a unique morphism k :
PAZ → H such that

(3) k ◦ (PAz) = h ◦
(
µAPY

)
.
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By composing with PuAY we get

k ◦ (PAz) ◦ (PuAY ) = h ◦
(
µAPY

)
◦ (PuAY )

and thus
k ◦ (PuAZ) ◦ (Pz) = h.

Let l := k ◦ (PuAZ) : PZ → H. Then we have

l ◦ (Pz) = k ◦ (PuAZ) ◦ (Pz)
uA= k ◦ (PAz) ◦ (PuAY )

(3)
= h ◦

(
µAPY

)
◦ (PuAY ) = h.

Let l′ : PZ → H be another morphism such that

l′ ◦ (Pz) = h.

Then we have

l ◦
(
µAPZ

)
◦ (PAz) = l ◦ (Pz) ◦

(
µAPY

)
= h ◦

(
µAPY

)
= l′ ◦ (Pz) ◦

(
µAPY

)
= l′ ◦

(
µAPZ

)
◦ (PAz) .

Since PA preserves coequalizers, we have that PAz is an epimorphism. Since µAPZ
is also an epimorphism, we deduce that l = l′. Therefore we obtain that (PZ, Pz) =
CoequB (Pf, Pg) . The second statement can be proved similarly. We consider the
above coequalizer

X
f //
g

// Y
z // Z

in the category B and assume that AQ preserves it. By applying to it the functors
AQ and Q we get the following diagram in A

AQX
AQf //
AQg

//

AµQX
��

AQY
AQz //

AµQY
��

AQZ

AµQZ
��

QX
Qf //
Qg

//

uAQX

OO

QY
Qz //

uAQY

OO

QZ

uAQZ

OO

By assumption, the first row is a coequalizer. Assume that there exists a morphism
h : QY → H such that

h ◦ (Qf) = h ◦ (Qg) .

Then, by composing with AµQX we get

h ◦ (Qf) ◦
(
AµQX

)
= h ◦ (Qg) ◦

(
AµQX

)
and since AµQ is a functorial morphism we obtain

h ◦
(
AµQY

)
◦ (AQf) = h ◦

(
AµQY

)
◦ (AQg) .

Since (AQZ,AQz) = CoequB (AQf,AQg), there exists a unique morphism k :
AQZ → H such that

(4) k ◦ (AQz) = h ◦
(
AµQY

)
.

By composing with uAQY we get

k ◦ (AQz) ◦ (uAQY ) = h ◦
(
AµQY

)
◦ (uAQY )
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and thus
k ◦ (uAQZ) ◦ (Qz) = h.

Let l := k ◦ (uAQZ) : QZ → H. Then we have

l ◦ (Qz) = k ◦ (uAQZ) ◦ (Qz)
uA= k ◦ (AQz) ◦ (uAQY )

(4)
= h ◦

(
AµQY

)
◦ (uAQY ) = h.

Let l′ : QZ → H be another morphism such that

l′ ◦ (Qz) = h.

Then we have

l ◦
(
AµQZ

)
◦ (AQz) = l ◦ (Qz) ◦

(
AµQY

)
= h ◦

(
AµQY

)
= l′ ◦ (Qz) ◦

(
AµQY

)
= l′ ◦

(
AµQZ

)
◦ (AQz) .

Since AQ preserves coequalizers, we have that AQz is an epimorphism. Since AµQZ
is also an epimorphism, we deduce that l = l′. Therefore we obtain that (QZ,Qz) =
CoequB (Qf,Qg) . �

Lemma 3.20 ([BMV, Lemma 4.2]). Let A = (A,mA, uA) be a monad on a category
A and let f, g :

(
X, AµX

)
→
(
Y, AµY

)
be morphisms in AA. Assume that there exists

(C, c) = CoequA (AUf, AUg) and assume that AA preserves coequalizers. Then there
exists (Γ, γ) = Coequ

AA (f, g) and AU (Γ, γ) = (C, c) .

Proof. Since AA preserves coequalizers and (A,mA) is a right A-module functor, also
A preserves coequalizers by Lemma 3.19, in particular, A preserves (C, c) . Since

c ◦ AµY ◦ (AAUf)
f∈AA= c ◦ (AUf) ◦ AµX

ccoequ
= c ◦ (AUg) ◦ AµX

g∈AA= c ◦ AµY ◦ (AAUg)

by the universal property of the coequalizer (AC,Ac) there exists a unique morphism
AµC : AC → C such that

c ◦ AµY = AµC ◦ (Ac) .

Moreover, by composing with uAY this identity we get

c = AµC ◦ (Ac) ◦ (uAY )
uA= AµC ◦ (uAC) ◦ c.

Since c is an epimorphism we obtain

C = AµC ◦ (uAC) .

Now, consider the following serially commutative diagram

AAX
mAX //

AAµX

//

AAAUf
��
AAAUg

��

AX
AµX //

AAUf
��
AAUg

��

X

AUf
��
AUg

��
AAY

mAY //

AAµY

//

AAc
��

AY
AµY //

Ac
��

Y

c

��
AAC

mAC //

AAµC

// AC
AµC // C.
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Since we already observed that the columns are coequalizers and also the first and
the second row are coequalizers by Proposition 3.14, in view of Lemma 2.11 also the
third row is a coequalizer, so that (C, c) has a left A-module structure, i.e. there
exists (Γ, γ) ∈ AA such that (Γ, γ) = Coequ

AA (f, g) and AU (Γ, γ) = (C, c) . �

Lemma 3.21 ([BMV, Lemma 4.3]). Let A = (A,mA, uA) be a monad on a category
A with coequalizers and let (AF, AU) be the adjunction associated. The following
statements are equivalent:

(i) A : A → A preserves coequalizers
(ii) AA : A → A preserves coequalizers

(iii) AA has coequalizers and they are preserved by AU : AA → A
(iv) AU : AA → A preserves coequalizers.

Proof. (i)⇒ (ii) and (iii)⇒ (iv) are clear.
(ii)⇒ (iii) follows by Lemma 3.20.
(iv)⇒ (i) Note that AF is a left adjoint, so that in particular it preserves coequal-
izers. Then AUAF = A also preserves coequalizers. �

Lemma 3.22. Let A = (A,mA, uA) be a monad over a category A and assume that A
preserves equalizers. Then AF preserves equalizers where (AF, AU) is the adjunction
associated to the monad.

Proof. Let

E
e // X

f //
g

// Y

be an equalizer in A. Let us consider the fork obtained by applying the functor AF
to the equalizer

AFE
AFe // AFX

AFf //

AFg
// AFY

i.e.

(AE,mAE)
Ae // (AX,mAX)

Af //
Ag

// (AY,mAY )

Now, let
(
Z, AµZ

)
∈ AA and z :

(
Z, AµZ

)
→ (AX,mAX) be a morphism in AA such

that (Af) ◦ z = (Ag) ◦ z. Since A preserves equalizers, we know that (AE,Ae) =
EquA (Af,Ag) . By the universal property of the equalizer (AE,Ae) in A, there
exists a unique morphism z′ : Z → AE in A such that (Ae) ◦ z′ = z. We now want
to prove that z′ is a morphism in AA, i.e. that (mAE) ◦ (Az′) = z′ ◦ AµZ . Since z is
a morphism in AA we have that

(mAX) ◦ (Az) = z ◦ AµZ
and since also Ae is a morphism in AA we have that

(mAX) ◦ (AAe) = (Ae) ◦ (mAE) .

Then we have

(Ae) ◦ (mAE) ◦ (Az′)
Ae∈AA= (mAX) ◦ (AAe) ◦ (Az′)

propz
= (mAX) ◦ (Az)

z∈AA= z ◦ AµZ
propz
= (Ae) ◦ z′ ◦ AµZ



23

and since A preserves equalizers, Ae is a monomorphism, so that we get

(mAE) ◦ (Az′) = z′ ◦ AµZ .
�

Lemma 3.23. Let A = (A,mA, uA) be a monad over a category A, let L,M : B → A
be functors and let µ : AL → L be an associative and unital functorial morphism,
that is (L, µ) is a left A-module functor. Let h : L → M and let ϕ : AM → M be
functorial morphisms such that

(5) h ◦ µ = ϕ ◦ (Ah) .

If AAh and h are epimorphisms, then ϕ is associative and unital, that is (M,ϕ) is
a left A-module functor.

Proof. We calculate

ϕ ◦ (Aϕ) ◦ (AAh)
(5)
= ϕ ◦ (Ah) ◦ (Aµ)

(5)
= h ◦ µ ◦ (Aµ)

µis ass.
= h ◦ µ ◦ (mAL)

(5)
= ϕ ◦ (Ah) ◦ (mAL)

mA= ϕ ◦ (mAM) ◦ (AAh) .

Since AAh is an epimorphism, we deduce that ϕ is associative. Moreover we have

ϕ ◦ (uAM) ◦ h uA= ϕ ◦ (Ah) ◦ (uAL)
(5)
= h ◦ µ ◦ (uAL) = h.

Since h is an epimorphism, we get that ϕ is unital. �

3.1. Liftings of module functors.

Proposition 3.24 ([Ap] and [J]). Let A = (A,mA, uA) be a monad on a category
A and let B = (B,mB, uB) be a monad on a category B and let Q : A → B be a
functor. Then there is a bijection between the following collections of data

F functors Q̃ : AA → BB that are liftings of Q (i.e. BUQ̃ = QAU)
M functorial morphisms Φ : BQ→ QA such that

Φ ◦ (mBQ) = (QmA) ◦ (ΦA) ◦ (BΦ) and Φ ◦ (uBQ) = QuA

given by

a : F →M where a
(
Q̃
)

=
(

BUλBQ̃AF
)
◦ (BUBFQuA)

b : M→ F where BUb (Φ) = QAU and BUλBb (Φ) = (QAUλA) ◦ Φ i.e.

b : M→ F where b (Φ)
((
X,A µX

))
=
(
QX,

(
QAµX

)
◦ (ΦX)

)
and b (Φ) (f) = Q (f) .

Proof. Let Q̃ : AA → BB be a lifting of the functor Q : A → B (i.e. BUQ̃ = QAU).

Define a functorial morphism φ : BFQ→ Q̃AF as the composite

φ :=
(
λBQ̃AF

)
◦ (BFQuA)

where uA : A → AUAF = A is also the unit of the adjunction (AF, AU) and λB :

BF BU → BB is the counit of the adjunction. Let now define

Φ
def
= BUφ : BUBFQ = BQ→ BUQ̃AF = QAUAF = QA.
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We have to prove that such a Φ satisfies Φ ◦ (mBQ) = (QmA) ◦ (ΦA) ◦ (BΦ) and
Φ ◦ (uBQ) = QuA. First, let us compute

(QmA) ◦ (ΦA) ◦ (BΦ) = (QmA) ◦
(

BUλBQ̃AFA
)
◦ (BUBFQuAA)

◦
(
BBUλBQ̃AF

)
◦ (BBUBFQuA)

AUλAAF= (QAUλAAF ) ◦
(

BUλBQ̃AFA
)

◦ (BUBFQuAA) ◦
(
BBUλBQ̃AF

)
◦ (BBUBFQuA)

eQlifting
=

(
BUQ̃λAAF

)
◦
(

BUλBQ̃AFA
)

◦ (BUBFQuAA) ◦
(
BBUλBQ̃AF

)
◦ (BBUBFQuA)

= BU
[(
Q̃λAAF

)
◦
(
λBQ̃AFA

)
◦ (BFQuAA)

]
◦
(
BBUλBQ̃AF

)
◦ (BBQuA)

λB= BU
[(
λBQ̃AF

)
◦
(

BFBUQ̃λAAF
)
◦ (BFQuAA)

]
◦
(
BBUλBQ̃AF

)
◦ (BBQuA)

eQlifting
= BU

[(
λBQ̃AF

)
◦ (BFQAUλAAF ) ◦ (BFQuAA)

]
◦
(
BBUλBQ̃AF

)
◦ (BBQuA)

AUλAAF= BU
[(
λBQ̃AF

)
◦ (BFQmA) ◦ (BFQuAA)

]
◦
(
BBUλBQ̃AF

)
◦ (BBQuA)

Amonad
=

(
BUλBQ̃AF

)
◦
(
BBUλBQ̃AF

)
◦ (BBQuA)

eQisBmod
=

(
BUλBQ̃AF

)
◦
(
mBBUQ̃AF

)
◦ (BBQuA)

mB=
(

BUλBQ̃AF
)
◦ (BQuA) ◦ (mBQ)

=
(

BUλBQ̃AF
)
◦ (BUBFQuA) ◦ (mBQ)

= (BUφ) ◦ (mBQ) = Φ ◦ (mBQ) .

Moreover we have

Φ ◦ (uBQ) = (BUφ) ◦ (uBQ) =
(

BUλBQ̃AF
)
◦ (BUBFQuA) ◦ (uBQ)

uB=
(

BUλBQ̃AF
)
◦ (uBQAUAF ) ◦ (QuA)

eQlifting
=

(
BUλBQ̃AF

)
◦
(
uBBUQ̃AF

)
◦ (QuA)

(BF,BU)adj
= QuA.
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Conversely, let Φ be a functorial morphism satisfying Φ ◦ (mBQ) = (QmA) ◦ (ΦA) ◦
(BΦ) and Φ ◦ (uBQ) = QuA. We define Q̃ : AA → BB by setting, for every(
X,A µX

)
∈ AA,

Q̃
((
X,A µX

))
=
(
QX,

(
QAµX

)
◦ (ΦX)

)
.

We have to check that
(
Q (X) ,

(
QAµX

)
◦ (ΦX)

)
∈ BB, that is

Bµ eQX ◦
(
BBµ eQX

)
= Bµ eQX ◦ (mBQX) and Bµ eQX ◦ (uBQX) = QX.

We compute

Bµ eQX ◦
(
BBµ eQX

)
=
(
QAµX

)
◦ (ΦX) ◦

(
BQAµX

)
◦ (BΦX)

Φ
=
(
QAµX

)
◦
(
QAAµX

)
◦ (ΦAX) ◦ (BΦX)

Xmodule
=

(
QAµX

)
◦ (QmAX) ◦ (ΦAX) ◦ (BΦX)

propertyofΦ
=

(
QAµX

)
◦ (ΦX) ◦ (mBQX) = Bµ eQX ◦ (mBQX) .

Moreover we have
Bµ eQX ◦ (uBQX) =

(
QAµX

)
◦ (ΦX) ◦ (uBQX)

propertyofΦ
=

(
QAµX

)
◦ (QuAX)

Xmodule
= QX.

Now, let f :
(
X, AµX

)
→
(
Y, AµY

)
a morphism of left A-modules, that is a morphism

f : X → Y in A such that
AµY ◦ (Af) = f ◦ AµX .

We have to prove that Q̃ (f) : Q̃X =
(
QX,B µQX

)
→ Q̃Y =

(
QX,B µQY

)
is a

morphism of left B-modules. We set Q̃ (f) = Q (f) and we compute

Bµ eQY ◦
(
BQ̃f

)
?
=
(
Q̃f
)
◦ Bµ eQX

i.e. by definition of the functor Q̃

BµQY ◦ (BQf)
?
= (Qf) ◦ BµQX

in fact
BµQY ◦ (BQf) =

(
QAµY

)
◦ (ΦY ) ◦ (BQf)

Φ
=
(
QAµY

)
◦ (QAf) ◦ (ΦX)

fmorphA-mod
= (Qf) ◦

(
QAµX

)
◦ (ΦX) = (Qf) ◦ BµQX .

Let now check that Q̃ is a lifting of Q. Let
(
X,A µX

)
∈ AA and compute

BUQ̃
((
X,A µX

))
= BU

(
QX,B µQX

)
= QX = QAU

((
X,A µX

))
and thus on the objects

BUQ̃ = QAU.

Let f :
(
X,A µX

)
→
(
Y,A µY

)
∈ AA be a morphism, we have

BUQ̃ (f) : QX → QY = QAU (f) : QX → QY.

Therefore Q̃ is a lifting of the functor Q.
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We have to prove that it is a bijection. Let us start with Q̃ : AA → BB a lifting
of the functor Q : A → B. Then we construct Φ : BQ→ QA given by

Φ =
(

BUλBQ̃AF
)
◦ (BUBFQuA)

and using this functorial morphism we define a functor Q : AA → BB as follows: for
every

(
X,A µX

)
∈ AA

Q
((
X,A µX

))
=
(
QX,

(
QAµX

)
◦ (ΦX)

)
.

Since both Q̃ and Q are lifting of Q, we have that BUQ̃ = QAU = BUQ. We have

to prove that BU
(
λBQ

)
= BU

(
λBQ̃

)
. Let Z ∈ AA. We compute

BU
(
λBQZ

)
= (QAUλAZ) ◦

(
BUλBQ̃AFAUZ

)
◦ (BUBFQuAAUZ)

eQliftingQ
=

(
BUQ̃λAZ

)
◦
(

BUλBQ̃AFAUZ
)
◦ (BUBFQuAAUZ)

λB=
(

BUλBQ̃Z
)
◦
(

BUBF BUQ̃λAZ
)
◦ (BUBFQuAAUZ)

=
(

BUλBQ̃Z
)
◦ (BUBF [QAUλAZ ◦QuAAUZ])

(uA,λA)adj
= BUλBQ̃Z.

Conversely, let us start with a functorial morphism Φ : BQ → QA satisfying Φ ◦
(mBQ) = (QmA) ◦ (ΦA) ◦ (BΦ) and Φ ◦ (uBQ) = QuA. Then we construct a functor

Q̃ : AA → BB by setting, for every
(
X,A µX

)
∈ AA,

Q̃
((
X,A µX

))
=
(
QX,

(
QAµX

)
◦ (ΦX)

)
which lifts Q : A → B. Now, we define a functorial morphism Ψ : BQ→ QA given
by

Ψ =
(

BUλBQ̃AF
)
◦ (BUBFQuA) .

Then we have

Ψ =
(

BUλBQ̃AF
)
◦ (BUBFQuA)

def eQ
= (QAUλAAF ) ◦ (ΦAF ) ◦ (BUBFQuA)

= (QmA) ◦ (ΦA) ◦ (BQuA)
Φ
= (QmA) ◦ (QAuA) ◦ Φ

Amonad
= Φ.

�

Corollary 3.25. Let X ,A be categories, let A = (A,mA, uA) be a monad on a cate-
gory A and let F : X → A be a functor. Then there exists a bijective correspondence
between the following collections of data:

H Left A-module actions AµF : AF → F
G Functors AF : X → AA such that AUAF = F ,

given by

ã : H → G where AUã
(
AµF

)
= F and AUλAã

(
AµF

)
= AµF i.e.

ã
(
AµF

)
(X) =

(
FX, AµFX

)
and ã

(
AµF

)
(f) = F (f)

b̃ : G → H where b̃ (AF ) = AUλAAF : AF → F.
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Proof. Apply Proposition 3.24 to the case A = X ,B = A, A = IdX and B = A.
Then Q̃ = AF is the lifting of F and Φ = AµF satisfies AµF ◦(mAF ) = AµF ◦

(
AAµF

)
and AµF ◦ (uAF ) = F that is

(
F, AµF

)
is a left A-module functor. �

Corollary 3.26. Let (L,R) be an adjunction with L : B → A and R : A → B
and let A = (A,mA, uA) be a monad on B. Then there is a bijective correspondence
between the following collections of data

K Functors K : A → AB such that AU ◦K = R,
L functorial morphism α : AR → R such that (R,α) is a left module functor

for the monad A
given by

Φ : K→ L where Φ (K) = AUλAK : AR→ R

Ω : L→ K where Ω (α) (X) = (RX,αX) and AUΩ (α) (f) = R (f) .

Proof. Apply Corollary 3.25 to the case ”F” = R : A → B where (L,R) is an
adjunction with L : B → A and R : A → B and A = (A,mA, uA) a monad on
B. �

In the following Proposition we give a more precise version of Lemma 3 in [J].

Proposition 3.27. Let A = (A,mA, uA) be a monad on a category A and let
B = (B,mB, uB) be a monad on a category B. Let Q : A → B be a functor and

let Q̃ : AA → BB be a lifting of Q (i.e. BUQ̃ = QAU) and Φ : BQ → QA as

in Proposition 3.24. Then Φ is an isomorphism if and only if φ =
(
λBQ̃AF

)
◦

(BFQuA) : BFQ→ Q̃AF is an isomorphism.

Proof. By construction in Proposition 3.24 we have that Φ = BUφ. Assume that
Φ is an isomorphism. Since, by Proposition 3.18, BU reflects isomorphisms, φ :

BFQ → Q̃AF is an isomorphism. Conversely, assume that φ : BFQ → Q̃AF is an
isomorphism. Then Φ = BUφ is also an isomorphism. �

Corollary 3.28. Let (L,R) be an adjunction where L : B → A and R : A → B
and let B = (B,mB, uB) be a monad on B. Let K : A → BB be a functor such that

BU ◦K = R and let (R,α) be a left B-module functor as in Corollary 3.26. Then α
is an isomorphism if and only if λBK : BFR→ K is an isomorphism.

Proof. Apply Proposition 3.27 with Q = R, A = IdA. Then Q̃ = K is the lifting of
R and Φ = α : BR→ R, given by α = BUφ = BUλBK. �

Some results in the following part of this section can be found in the literature
(see e.g. [BM] and [BMV]). To introduce our main tools of investigation, for the
reader’s sake, we give here a full description.

Lemma 3.29. Let A = (A,mA, uA) be a monad over a category A with coequalizers.
Let Q : B → A be a left A-module functor with functorial morphisms AµQ : AQ→ Q.
Then there exists a unique functor AQ : B → AA such that

AU ◦ AQ = Q and AUλAAQ = AµQ.
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Moreover if ϕ : Q→ T is a functorial morphism between left A-module functors and
ϕ satisfies

AµT ◦ (Aϕ) = ϕ ◦
(
AµQ

)
then there is a unique functorial morphism Aϕ : AQ→ AT such that

AUAϕ = ϕ.

Proof. Corollary 3.25 applied to the case where F = Q gives us the first statement.
Let B ∈ B. Then we have(

AµTB
)
◦ (AϕB) = (ϕB) ◦

(
AµQB

)
which means that ϕB yields a morphism AϕB in AA. �

Proposition 3.30. Let A = (A,mA, uA) be a monad over a category A and let
B = (B,mB, uB) be a monad over a category B. Assume that both A and B have
coequalizers and that A preserves coequalizers. Let Q : B → A be a functor and let
AµQ : AQ → Q and µBQ : QB → Q be functorial morphisms. Assume that AµQ is

associative and unital and that AµQ ◦
(
AµBQ

)
= µBQ ◦

(
AµQB

)
. Set

(6) (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
Then QB : BB → A is a left A-module functor where AµQB : AQB → QB is uniquely
determined by

(7) pQ ◦
(
AµQBU

)
= AµQB ◦ (ApQ) .

Moreover there exists a unique functor A (QB) : BB → AA such that

(8) AUA (QB) = QB and AUλAA (QB) = AµQB .

Proof. By Lemma 2.7 we can consider (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
. Since

AµQ ◦
(
AµBQ

)
= µBQ ◦

(
AµQB

)
we deduce that

(9) (AµQBU) ◦
(
AµBQBU

)
=
(
µBQBU

)
◦
(
AµQBBU

)
.

Also, in view of the naturality of AµQ, we have

(10) (AµQBU) ◦ (AQBUλB) = (QBUλB) ◦
(
AµQBBU

)
.

We compute

pQ ◦ (AµQBU) ◦ (AQBUλB)
(10)
= pQ ◦ (QBUλB) ◦

(
AµQBBU

)
pQ coeq

= pQ ◦ (µBQBU) ◦
(
AµQBBU

) (9)
= pQ ◦ (AµQBU) ◦

(
AµBQBU

)
and hence we obtain

pQ ◦ (AµQBU) ◦ (AQBUλB) = pQ ◦ (AµQBU) ◦
(
AµBQBU

)
.

Since A preserves coequalizers, we get

(AQB, ApQ) = CoequFun

(
AµBQBU,AQBUλB

)
.

Hence there exists a unique functorial morphism AµQB : AQB → QB such that

pQ ◦
(
AµQBU

)
= AµQB ◦ (ApQ) .
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Since Q is a left A-module functor, by Lemma 3.17, also QBU is a left A-module
functor. Now pQ is an epimorphism and hence, since A preserves coequalizers, also
AApQ is an epimorphism. Therefore we can apply Lemma 3.23 to ”ϕ” = AµQB ,
”h” = pQ and ”µ” = AµQBU and hence we obtain that

(
QB,

AµQB
)

is a left A-

module functor that is AµQB is associative and unital. By Lemma 3.29 applied
to
(
QB,

AµQB
)

there exists a functor A (QB) : BB → AA such that AUA (QB) =

QB and AUλAA (QB) = AµQB . Moreover A (QB) is unique with respect to these
properties. �

Proposition 3.31. Let A = (A,mA, uA) be a monad over a category A and let
B = (B,mB, uB) be a monad over a category B. Assume that both A and B have
coequalizers and A preserves them. Let Q : B → A be an A-B-bimodule functor
with functorial morphisms AµQ : AQ → Q and µBQ : QB → Q. Then the functor

AQ : B → AA is a right B-module functor via µB
AQ

: AQB → AQ where µB
AQ

is
uniquely determined by

(11) AUµ
B
AQ

= µBQ.

Let ((AQ)B , pAQ) = CoequFun

(
µB
AQBU, AQBUλB

)
. Then we have

(AQ)B = A (QB) : BB → AA.

Proof. Since Q is endowed with a left A-module structure, by Lemma 3.29 there
exists a unique functor AQ : B → AA such that AUAQ = Q and AUλAAQ =
AµQ. Note that, since Q is an A-B-bimodule functor, in particular the compatibility
condition

AµQ ◦
(
AµBQ

)
= µBQ ◦

(
AµQB

)
.

holds. Thus, by Lemma 3.29, there exists a functorial morphism µB
AQ

: AQB → AQ
such that

AUµ
B
AQ

= µBQ.

By the associativity and unitality properties of µBQ and since AU is faithful, we

get that also µB
AQ

is associative and unital, so that
(
AQ, µ

B
AQ

)
is a right B-module

functor. Thus we can consider the coequalizer

(12) AQBBU
µB
AQ

BU
//

AQBUλB

// AQBU
p
AQ // (AQ)B

so that we get a functor (AQ)B : BB → AA. Since A preserves coequalizers, by
Lemma 3.21, also AU preserves coequalizers. Then, by applying the functor AU to
12 we still get a coequalizer

AUAQBBU
AUµ

B

AQ
BU

//

AUAQBUλB

// AUAQBU
AUpAQ // AU (AQ)B

that can be written as

QBBU
µBQBU

//
QBUλB

// QBU
AUpAQ // AU (AQ)B
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Since, by Proposition 3.30, (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
, we get that

AU (AQ)B = QB and AUpAQ = pQ.

Moreover

AUλA (AQ)B : AAU (AQ)B = AQB → AU (AQ)B = QB.

By Proposition 3.30, we know that
(
QB,

A µQB
)

is a left A-module functor and

AUλAA (QB) = AµQB . Hence we get

AUλA (AQ)B = AµQB
(8)
= AUλAA (QB)

i.e.
(AQ)B = A (QB) .

�

Notation 3.32. Let A = (A,mA, uA) be a monad over a category A and let
B = (B,mB, uB) be a monad over a category B. Assume that both A and B have
coequalizers and A preserves them. Let Q : B → A be an A-B-bimodule functor. In
view of Proposition 3.31, we set

AQB = (AQ)B = A (QB) .

Lemma 3.33. Let B = (B,mB, uB) be a monad over a category B and assume that B
have coequalizers. Let

(
Q : B → A, µBQ

)
be a right B-module functor. With notations

of Proposition 3.30 we have that

(13) QBλBBF = µBQ.

Furthermore, if we assume that the functors Q,B preserve coequalizers we also have

(14) QBλBBP = pQBP .

Proof. Let us consider the following diagram

QBBUBF BUBF
µBQBUBFBUBF

//
QBUλBBFBUBF

//

QBBUλBBF

��

QBUBF BUBF
pQBFBUBF //

QBUλBBF

��

QBBF BUBF

QBλBBF

��
QBBUBF

µBQBUBF
//

QBUλBBF
// QBUBF

pQBF // QBBF

Note that QBBUλBBF = QBmB and QBUλBBF = QmB so that the left square
serially commutes because of the associativity of mB and of µBQ. Both the rows are
coequalizers in view of the dual version of Lemma 2.10 so that, by the universal prop-
erty of coequalizers, there exists a unique functorial morphism ζ : QBBFBUBF →
QBBF such that ζ ◦ (pQBFBUBF ) = (pQBF ) ◦ (QBUλBBF ). Since pQ : QBU → QB is
a functorial morphism, we know that QBλBBF makes the right square be com-
mutative, but since by (15) we have pQBF = µBQ we also have that µBQ makes

the right square commute. Therefore, we deduce that ζ = QBλBBF = µBQ. As-
suming that Q and B preserve coequalizers, by Lemma 3.21, we get that BU
also preserves coequalizers so that, in view of Corollary 2.12 we also have that
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(QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
preserves them. Hence, using that

(QB, QBλB) = CoequFun (QBλBBFBU,QBBFBUλB), in view of Lemmas 2.10 and
3.29, we have

(QBBP ,QBλBBP ) = CoequFun (QBλBBFBUBP,QBBFBUλBBP )

= CoequFun

(
µBQBUBP,Q

BµP
)

= (QBBP , pQBP )

so that we get QBλBBP = pQBP . �

Proposition 3.34. Let A = (A,mA, uA) be a monad over a category A and let
B = (B,mB, uB) be a monad over a category B. Assume that both A and B
have coequalizers and let Q : B → A be an A-B-bimodule functor. Then, with
notations of Proposition 3.30, we can consider the functor QB where (QB, pQ) =
CoequFun

(
µBQBU,QBUλB

)
. Then

(15) QBBF = Q and pQBF = µBQ.

Proof. By construction we have that (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
. By ap-

plying it to the functor BF we get that

(QBBF, pQBF ) = CoequFun

(
µBQBUBF,QBUλBBF

)
= CoequFun

(
µBQB,QmB

)
.

Since Q is a right B-module functor, by Proposition 3.16 we have that(
Q, µBQ

)
= CoequFun

(
µBQB,QmB

)
so that we get

(QBBF, pQBF ) = CoequFun

(
µBQB,QmB

)
=
(
Q,µBQ

)
.

�

Proposition 3.35. Let B = (B,mB, uB) be a monad on a category B with coequal-
izers such that B preserves coequalizers. Let G : BB → A be a functor preserving
coequalizers. Set

Q = G ◦ BF and let µBQ = GλBBF

Then
(
Q,µBQ

)
is a right B-module functor and

(16) QB = (G ◦ BF )B = G.

Proof. We compute

µBQ ◦
(
µBQB

)
= (GλBBF ) ◦ (GλBBFB)

λB= (GλBBF ) ◦ (GBF BUλBBF )

= (GλBBF ) ◦ (G ◦ BFmB) = µBQ ◦ (QmB)

and

µBQ ◦ (QuB) = (GλBBF ) ◦ (GBFuB)
adj
= G ◦ BF = Q.

Thus
(
Q, µBQ

)
is a right B-module functor. Recall that (see Proposition 3.30)

(QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
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and by Proposition 3.34 we have QBBF = Q and pQBF = µBQ. In particular we get

QBBF = Q = GBF.

In order to prove that QB = G it suffices to prove that
(G,GλB) = CoequFun

(
µBQBU,QBUλB

)
. In fact, by Corollary 3.15, (BU, BUλB) =

CoequFun (BBUλB,mBBU) and, since by Lemma 3.20 BU reflects coequalizers, we
have

(IdBB, λB) = CoequFun (BFBUλB, λBBFBU) .

Since G preserves coequalizers, we get that

(G,GλB) = CoequFun (GBFBUλB, GλBBFBU)

= CoequFun

(
QBUλB, µ

B
QBU

)
= (QB, pQ) .

�

Proposition 3.36. Let A = (A,mA, uA) be a monad on a category A with coequal-
izers such that A preserves coequalizers. Let H : B → AA be a functor preserving
coequalizers. Set

Q = AU ◦H and let AµQ = AUλAH

Then
(
Q, AµQ

)
is a left A-module functor and

(17) AQ = A (AU ◦H) = H.

Proof. First we want to prove that AµQ = AUλAH is associative. We have

AµQ ◦
(
AAµQ

)
= (AUλAH) ◦ (AAUλAH)

λA= (AUλAH) ◦ (AUλAAFAUH)

= (AUλAH) ◦ (mAAUH) = AµQ ◦ (mAQ)

so that we get
AµQ ◦

(
AAµQ

)
= AµQ ◦ (mAQ) .

Now we prove that AµQ = AUλAH is unital. We compute

AµQ ◦ (uAQ) = (AUλAH) ◦ (uAAUH)
adj
= AUH = Q

so that we get
AµQ ◦ (uAQ) = Q.

Thus
(
Q, AµQ

)
is a left A-module functor. Recall that (see Lemma 3.29) there exists

a unique functor AQ : B → AA such that

AU ◦ AQ = Q and AUλAAQ = AµQ.

Thus we have

AU ◦ AQ = Q = AU ◦H
and

AUλAAQ = AµQ = AUλAH

so that, by Proposition 3.12, we obtain that

AQ = H.

�
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Theorem 3.37. Let B = (B,mB, uB) be a monad on a category B with coequalizers
such that B preserves coequalizers. Then there exists a bijective correspondence
between the following collections of data:

FB right B-module functors Q : B → A such that QB preserves coequalizers
(A ← BB) functors G : BB → A preserving coequalizers

given by

νB : FB → (A ← BB) where νB
((
Q, µBQ

))
= QB

κB : (A ← BB)→ FB where κB (G) = (GBF,GλBBF )

where QB is uniquely determined by (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
.

Proof. Let Q : B → A be a right B-module functor. Then we can consider QB :

BB → A defined by (6) as

(QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
.

Since by assumption QB preserves coequalizers, by Lemma 3.19 also Q preserves
coequalizers. Moreover, since B preserves coequalizers, by Lemma 3.21 also the
functor BU preserves coequalizers. Thus both QBBU and QBU preserve coequalizers.
By Corollary 2.12 we get that also QB : BB → A preserves coequalizers.

Conversely, let us consider a functor G : BB → A that preserves coequalizers. By
Proposition 3.35 we can consider the right B-module functor defined as follows

Q = G ◦ BF and let µBQ = GλBBF .

Since BF is left adjoint to BU, in particular BF preserves coequalizers and since
by assumption G preserves coequalizers, we get that also Q = G ◦ BF preserves
coequalizers and so does QB.

Now, we want to prove that νB and κB determine a bijective correspondence be-
tween FB and (A ← BB). Let us start with a right B-module functor

(
Q : B → A, µBQ

)
.

Then we have

(κB ◦ νB)
((
Q,µBQ

))
= κB (QB) = (QBBF,QBλBBF )

=
(
QBBF,µ

B
QBBF

) (15)
=
(
Q,µBQ

)
.

Moreover we have

(νB ◦ κB) (G) = νB ((GBF,GλBBF )) = (GBF )B
(16)
= G.

�

Theorem 3.38. Let A = (A,mA, uA) be a monad on a category A with coequalizers
such that A preserves coequalizers. Then there exists a bijective correspondence
between the following collections of data:

AF left A-module functors Q : B → A such that AQ preserves coequalizers
(AA ← B) functors H : B → AA preserving coequalizers

given by

Aν : AF → (AA ← B) where Aν
((
Q, AµQ

))
= AQ

Aκ : (AA ← B)→ AF where Aκ (H) = (AU ◦H, AUλAH)
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where AQ : B → AA is the functor defined in Lemma 3.29.

Proof. Let
(
Q : B → A, AµQ

)
be a left A-module functor. Then, by Lemma 3.29,

there exists a unique functor AQ : B → AA such that

AU ◦ AQ = Q and AUλAAQ = AµQ.

Note that, since AQ preserves coequalizers, by Lemma 3.19, Q = AU ◦ AQ preserves
coequalizers. Then, by Lemma 3.20, also AQ preserves coequalizers. Conversely, if
H : B → AA is a functor preserving coequalizers, we get that AU ◦ H : B → A.
Moreover, by Lemma 3.21, AU preserves coequalizers and thus also AU ◦H preserves
coequalizers. Now, let us prove that Aν and Aκ determine a bijective correspondence
between AF and (AA ← B). We compute

(Aκ ◦ Aν)
((
Q, AµQ

))
= Aκ (AQ) = (AUAQ, AUλAAQ) =

(
Q, AµQ

)
.

On the other hand we have

(Aν ◦ Aκ) (H) = Aν ((AU ◦H, AUλAH)) = A (AU ◦H)
(17)
= H.

�

Theorem 3.39. Let A = (A,mA, uA) be a monad on a category A with coequalizers
such that A preserves coequalizers. Let B = (B,mB, uB) be a monad on a category
B with coequalizers such that B preserves coequalizers. Then there exists a bijective
correspondence between the following collections of data:

AFB A-B-bimodule functors Q : B → A such that AQ and QB preserve coequal-
izers

(AA ← BB) functors G : BB → AA preserving coequalizers

given by

AνB : AFB → (AA ← BB) where AνB
((
Q, AµQ, µ

B
Q

))
= AQB

AκB : (AA ← BB)→ AFB where AκB (G) = (AU ◦G ◦ BF , AUλAGBF , AUGλBBF ) .

Proof. Let us consider an A-B-bimodule functor
(
Q : B → A, AµQ, µBQ

)
such that AQ

and QB preserve coequalizers. In particular,
(
Q, µBQ

)
is a right B-module functor,

so that we can apply the map νB : FB → (A ← BB) of Theorem 3.37 and we get a
functor νB

((
Q,µBQ

))
= QB : BB → A which preserves coequalizers. By Proposition

3.30,
(
QB,

AµQB
)

is a left A-module functor so that we can also apply the map

Aν : AF → (AA ← B) of Theorem 3.38 where the category B is BB. The map Aν
is defined by Aν

((
QB,

AµQB
))

= A (QB) = AQB : BB → AA and AQB preserves
coequalizers. Conversely, let us consider a functor G : BB → AA which preserves
coequalizers. By Theorem 3.38, we get a left A-module functor given by

Aκ (G) = (AU ◦G, AUλAG)

where AU ◦ G : BB → A and AAUG preserves coequalizers. By Lemma 3.19, also

AU ◦G : BB → A preserves coequalizers. Thus, we can apply Theorem 3.37 and we
get a right B-module functor

κB (AUG) = (AUGBF,AUGλBBF )
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where AUGBF : B → A is such that AUGBFB preserves coequalizers. Clearly, since

AUG preserves coequalizers, BF is a left adjoint and A preserves coequalizers by
assumption, we deduce that also AAUGBF preserves coequalizers. Now, we want
to prove that AνB : AFB → (AA ← BB) and AκB : (AA ← BB)→ AFB determine a
bijection. We have

(AκB ◦ AνB)
((
Q, AµQ, µ

B
Q

))
= AκB (AQB)

= (AU ◦ AQB ◦ BF , AUλAAQBBF , AUAQBλBBF )

= (Q, AUλAAQ,QBλBBF ) =
(
Q, AµQ, µ

B
QBBF

)
=
(
Q, AµQ, µ

B
Q

)
and

(AνB ◦ AκB) (G) = AνB ((AU ◦G ◦ BF , AUλAGBF , AUGλBBF ))

= A (AU ◦G ◦ BF ) B = A ((AU ◦G ◦ BF ) B)

(16)
= A (AU ◦G)

(17)
= G.

�

Proposition 3.40. Let A = (A,mA, uA) be a monad over a category A with coequal-
izers and assume that A preserves coequalizers. Let Q : A → A be an A-bimodule
functor. Then there exists a unique lifted functor AQA : AA → AA such that

AUAQAAF = Q.

Proof. By Proposition 3.31 there exists a unique functor AQA : AA → AA such that

AUAQA = QA. Now, by Proposition 3.34 we also get that QAAF = Q so that we
obtain

AUAQAAF = Q.

�

Proposition 3.41. Let A = (A,mA, uA) be a monad over a category A with coequal-
izers and assume that A preserves coequalizers. Let B = (B,mB, uB) be a monad
over a category B with coequalizers and let Q : B → A be an A-B-bimodule functor.
Then there exists a unique lifted functor AQB : BB → AA such that

AUAQBBF = Q.

Proof. By Proposition 3.31 there exists a unique functor AQB : BB → AA such that

AUAQB = QB. Now, by Proposition 3.34 we also get that QBBF = Q so that we
obtain

AUAQBBF = Q.

�

Proposition 3.42. Let A = (A,mA, uA) be a monad over a category A with co-
equalizers and assume that A preserves coequalizers. Let B = (B,mB, uB) be a
monad over a category B with coequalizers and let P,Q : B → A be A-B-bimodule
functors. Let f : P → Q be a functorial morphism of left A-module functors and
of right B-module functors. Then there exists a unique functorial morphism of left
A-module functors

fB : PB → QB
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satisfying
fB ◦ pP = pQ ◦ (fBU) .

Then we can consider

AfB : APB → AQB

such that

AUAfB = fB.

Proof. Consider the following diagram

PBBU
µBP BU //
PBUλB

//

fBBU
��

P BU
pP //

fBU
��

PB

fB
��

QBBU
µBQBU

//
QBUλB

// QBU
pQ // QB

Since f is a functorial morphism and it is a functorial morphism of right B-module
functors, the left square serially commutes. Note that

pQ ◦ (fBU) ◦
(
µBP BU

)
= pQ ◦ (fBU) ◦ (P BUλB)

so that, by the universal property of the coequalizer, there exists a unique morphism
fB : PB → QB such that

(18) fB ◦ pP = pQ ◦ (fBU) .

We now want to prove that fB is a functorial morphism of left A-module functor.
In fact we have

fB ◦ AµPB ◦ (ApP )
(7)
= fB ◦ pP ◦

(
AµP BU

)
(18)
= pQ ◦ (fBU) ◦

(
AµP BU

) f leftAlin
= pQ ◦

(
AµQBU

)
◦ (AfBU)

(7)
= AµQB ◦ (ApQ) ◦ (AfBU)

(18)
= AµQB ◦ (AfB) ◦ (ApP )

and since A preserves coequalizers ApQ is an epimorphism so that we get

fB ◦ AµPB = AµQB ◦ (AfB) .

Then there exists a functorial morphism AfB : APB → AQB such that

AUAfB = fB.

�

3.2. The category of balanced bimodule functors. We will construct here the
monoidal category of balanced bimodule functors with respect to a monad.

Definition 3.43. Let A = (A,mA, uA) be a monad over a category A such thatA
has coequalizers and the underlying functor A preserves coequalizers. Let us define
the category (AA ← AA) of balanced bimodule functors as follows

Ob Objects are functors AQA : AA→ AA where Q : A → A is an A-A-bimodule
functor such that QA preserves coequalizers.

M Morphisms are functorial morphisms AfA : APA → AQA where f : P → Q is
a functorial morphism of A-A-bimodule functors.
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Proposition 3.44. Let A = (A,mA, uA) be a monad on a category A such that the
underlying functor A preserves coequalizers and let APA, AQA ∈ Ob ((AA ← AA)).
Then the functor APAAQA ∈ Ob ((AA ← AA)).

Proof. We will prove that APAAQA = A (PAAQ) A. Let us consider the functor
PAAQ : A → A. Since AQ is a right A-module functor by Proposition 3.31, then
also PAAQ is a right A-module functor by Lemma 3.17. Thus, we can consider

((PAAQ)A , pPAAQ) = CoequFun

(
µAPAAQAU, PAAQAUλA

)
Lem3.17

= CoequFun

(
PAµ

A
AQAU, PAAQAUλA

)
PApreserves coequ

= (PAAQA, PApAQ)

i.e.

(19) ((PAAQ)A , pPAAQ) = (PAAQA, PApAQ) .

Now, observe that (PAAQ)A is a left A-module functor by Proposition 3.30 and
PAAQA is a left A-module functor by Lemma 3.17. So we can consider both lifting
functors : A (PAAQ) A and A (PA) AQA and we have

AUA ((PAAQ) A)
Pro3.31

= (PAAQ) A
(19)
= PAAQA

Pro3.31
= A UA (PA) AQA

and

AUλAA ((PAAQ)A)
Pro3.30

= AµA(PAAQ)A

(19)
= µPAAQA

Lem3.17
= AµPAAQA

Pro3.30
= AUλAA (PA) AQA.

Hence

A ((PAAQ) A)
Pro3.31

= A (PAAQ) A = A (PA) AQA

Pro3.31
= APAAQA.

Thus

APAAQA = A (PAAQ) A

where PAAQ : A → A is an A-bimodule functor satisfying the required conditions.
�

Proposition 3.45. Let A = (A,mA, uA) be a monad on a category A such that the
underlying functor A preserves coequalizers. Then AAA ∈ Ob ((AA ← AA)) and it
is the unit element for the category (AA ← AA).

Proof. Since A is a monad, in particular an A-bimodule functor. Then we can
consider AAA ∈ Ob ((AA ← AA)) as the object coming from the endofunctor A :
A → A. By definition we have

(AA, pA) = CoequFun (mAAU,AAUλA) = (AU, AUλA)

and it is a left A-module functor by Proposition 3.13. By Lemma 3.29, we can
consider

AAA = A (AU) = IdAA
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as the unique functor which satisfies

AUAAA = AUIdAA = AU = AA

and

AUλAAAA = AUλAIdAA = AUλA = AµAU = AµAA .

Clearly AAA = IdAA is the identity element for the category (AA ← AA). �

Corollary 3.46. Let A = (A,mA, uA) be a monad on a category A such that the
underlying functor A preserves coequalizers. Then we have

AAA ◦ F = F and F ◦ AAA = F

for every F ∈ Ob ((AA ← AA)).

Proof. By Proposition 3.45 we have that AAA = IdAA is the identity element for the
category (AA ← AA). Therefore, in particular, we have that

AAA ◦ F = F and F ◦ AAA = F

for every F ∈ Ob ((AA ← AA)). �

Proposition 3.47. Let A = (A,mA, uA) be a monad on a category A such that the
underlying functor A preserves coequalizers, let APA, AQA, ATA ∈ Ob ((AA ← AA))
and let AfA : APA → AQA, AgA : AQA → ATA be morphisms in (AA ← AA). Then

AgA ◦ AfA is still a morphism in the category (AA ← AA) and

(20) A (g ◦ f) A = AgA ◦ AfA.

Proof. We will prove that AgA ◦ AfA = A (g ◦ f) A where g ◦ f is an A-bilinear func-
torial morphism as composite of A-bilinear functorial morphisms. By assumption,
using notations of Proposition 3.42 we have the following serially commutative dia-
gram

PAAU
µAP AU //
PAUλA

//

fAAU
��

PAU
pP //

fAU
��

PA

fA
��

QAAU
µAQAU

//
QAUλA

//

gAAU
��

QAU
pQ //

gAU
��

QA

gA
��

TAAU
µAT AU //
TAUλA

// TAU
pT // TA

Then AfA is the unique morphism such that

AUAfA = fA

where

(21) fA ◦ pP = pQ ◦ (fAU)

and AgA is the unique morphism such that

AUAgA = gA

where

(22) gA ◦ pQ = pT ◦ (gAU) .



39

Note that, since f and g are A-bilinear morphism, g ◦ f is still an A-bilinear mor-
phism, so that we can also consider (g ◦ f)A such that

(23) (g ◦ f)A ◦ pP = pT ◦ [(g ◦ f) AU ] = pT ◦ (gAU) ◦ (fAU) .

First we prove that (g ◦ f)A = gA ◦ fA. In fact we have

(g ◦ f)A ◦ pP
(23)
= pT ◦ (gAU) ◦ (fAU)

(22)
= gA ◦ pQ ◦ (fAU)

(21)
= gA ◦ fA ◦ pP

and since pP is an epimorphism we obtain

(g ◦ f)A = gA ◦ fA.

The, we can both consider A (g ◦ f) A = A ((g ◦ f) A) such that

AUA (g ◦ f) A = AUA ((g ◦ f) A) = (g ◦ f) A

and the composite of the liftings AgA ◦ AfA such that

AU [AgA ◦ AfA] = (AUAgA) ◦ (AUAfA) = gA ◦ fA.

We have

AUA (g ◦ f) A ◦ pP = AUA ((g ◦ f) A) ◦ pP = (g ◦ f) A ◦ pP
(23)
= pT ◦ (gAU) ◦ (fAU) = gA ◦ pQ ◦ (fAU) = gA ◦ fA ◦ pP

and since pP is an epimorphism we deduce that

AUA (g ◦ f) A = gA ◦ fA = AUAgA ◦ AUAfA.

Since AU reflects we conclude that

A (g ◦ f) A = AgA ◦ AfA
where AUA (g ◦ f) A = (g ◦ f) A and (g ◦ f)A ◦ pP = pT ◦ [(g ◦ f) AU ] . �

Proposition 3.48. Let A = (A,mA, uA) be a monad on a category A such that the
underlying functor A preserves coequalizers, let APA, AQA, ATA ∈ Ob ((AA ← AA))
and let AfA : APA → AQA, AgA : AQA → ATA, AhA : ATA → AWA be morphisms in
(AA ← AA). Then

AhA ◦ (AgA ◦ AfA) = (AhA ◦ AgA) ◦ AfA.

Proof. By Proposition 3.47 we have that, for every morphisms AfA : APA → AQA,

AgA : AQA → ATA in (AA ← AA) , also the morphism AgA ◦ AfA is in (AA ← AA)
and A (g ◦ f) A = AgA ◦ AfA. Hence we have that

AhA ◦ (AgA ◦ AfA)
(20)
= AhA ◦ (A (g ◦ f) A)

(20)
= (A (h ◦ (g ◦ f)) A)

Astrictly monoidal
= (A ((h ◦ g) ◦ f) A)

(20)
= A (h ◦ g) A ◦ AfA

(20)
= (AhA ◦ AgA) ◦ AfA.

�
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Theorem 3.49. Let A = (A,mA, uA) be a monad over a category A such thatA
has coequalizers and the underlying functor A preserves coequalizers. The category
(AA ← AA) of balanced bimodule functors is a strict monoidal category.

Proof. By Proposition 3.44, we defined a composition of the objects of the cate-
gory (AA ← AA). Moreover, by Proposition 3.45, AAA is the unit for the category
(AA ← AA). Since the composition of functors is associative and by Corollary 3.46,
it is easy to prove that (AA ← AA) is a strict monoidal category. �

3.3. The comparison functor for monads.

Proposition 3.50. Let (L,R) be an adjunction where L : B → A and R : A → B
with unit η and counit ε and let A = (A,mA, uA) be a monad on the category B.
There exists a bijective correspondence between the following collections of data:

M monad morphisms ψ : A = (A,mA, uA)→ RL = (RL,RεL, η)
R functorial morphism r : LA → L such that (L, r) is a right module functor

for the monad A
L functorial morphism l : AR→ R such that (R, l) is a left module functor for

the monad A
given by

Θ : M→ R where Θ (ψ) = (εL) ◦ (Lψ)

Ξ : R→M where Ξ (r) = (Rr) ◦ (ηA)

Γ : M→ L where Γ (ψ) = (Rε) ◦ (ψR)

Λ : L→M where Λ (l) = (lL) ◦ (Aη) .

Theorem 3.51. Let (L,R) be an adjunction where L : B → A and R : A → B
and let A = (A,mA, uA) be a monad on the category B. There exists a bijective
correspondence between the following collections of data:

K Functors K : A → AB such that AU ◦K = R
M monad morphisms ψ : A = (A,mA, uA)→ RL = (RL,RεL, η)

given by

Ψ : K→M where Ψ (K) = ([AUλAK]L) ◦ (Aη)

Υ : M→ K where Υ (ψ) (X) = (RX, (RεX) ◦ (ψRX)) and Υ (ψ) (f) = Rf.

Remark 3.52. When A = RL = (RL,RεL, η) and ψ = IdRL the functor K =
Υ (ψ) : A → RLB such that RLU ◦K = R is called the Eilenberg-Moore comparison
functor.

Corollary 3.53. Let A = (A,mA, uA) and B = (B,mB, uB) be monads on a
category B. There exists a bijective correspondence between the following collections
of data:

K Functors K : AB → BB such that BU ◦K = AU ,
M monad morphisms ψ : A→ B

given by

Ψ : K →M where Ψ (K) = ([AUλAK] AF ) ◦ (AuA)

Υ : M→K where Υ (ψ) (X) = (AUX, (AUλAX) ◦ (ψAUX)) and Υ (ψ) (f) = AU (f) .
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Proposition 3.54. Let (L,R) be an adjunction where L : B → A and R : A → B,
let A = (A,mA, uA) be a monad on the category B and let ψ : A = (A,mA, uA) →
RL = (RL,RεL, η) be a monad morphism. Let r = Θ (ψ) = (εL) ◦ (Lψ). Then the
functor Kψ = Υ (ψ) : A → AB has a left adjoint Dψ : AB → A if and only if, for
every

(
Y, AµY

)
∈ AB, there exists CoequA

(
rY, LAµY

)
. In this case, there exists a

functorial morphism dψ : LAU → Dψ such that

(Dψ, dψ) = CoequFun (rAU,LAUλA)

and thus [
Dψ

((
Y, AµY

))
, dψ

(
Y, AµY

)]
= CoequA

(
rY, LAµY

)
.

Corollary 3.55. Let (L,R) be an adjunction where L : B → A and R : A →
B. Let r = Θ (IdRL) = εL. Then the functor K = Υ (IdRL) : A → RLB has a
left adjoint D : RLB → A if and only, for every

(
Y, RLµY

)
∈ RLB, there exists

CoequA
(
εLY, LRLµY

)
. In this case, there exists a functorial morphism d : LRLU →

D such that

(D, d) = CoequFun (εLRLU,LRLUλRL)

and thus [
D
((
Y, RLµY

))
, d
(
Y, RLµY

)]
= CoequA

(
εLY, LRLµY

)
.

Remark 3.56. In the setting of Proposition 3.54, for every X ∈ A, we note that
the counit of the adjunction (Dψ, Kψ) is given by

ε̃X = ã−1
X,KψX

(
IdKψX

)
: DψKψ (X)→ X.

We will consider the diagram

(24) HomA
(
Dψ

((
Y, AµY

))
, X
) ãX,Y //

HomA(dψ((Y,AµY )),X)
��

HomAB
((
Y, AµY

)
, KψX

)
��

HomA (LY,X)
aX,Y //

HomA(LAµY ,X)
��

HomA(rY,X)

��

HomB (Y,RX)

HomB(AµY ,RX)
��

(Γ(ψ)X)◦(A−)

��
HomA (LAY,X)

aX,AY // HomB (AY,RX)

defining ã−,Y in the particular case of
(
Y, AµY

)
= KψX. Note that, since KψX =

(RX, (RεX) ◦ (ψRX)) = (RX, lX) , we have

(DψKψ (X) , dψKψ (X)) = (Dψ (RX, lX) , dψKψ (X)) = CoequB (rRX,LlX)

= CoequB ((εLRX) ◦ (LψRX) , (LRεX) ◦ (LψRX))

i.e.

(25) (DψKψ (X) , dψKψ (X)) = CoequB (rRX,LlX)

where l = Γ (ψ) = (Rε) ◦ (ψR) . We compute

(ε̃X) ◦ (dψKψX) = HomA (dψKψX,X) ((ε̃X))

= HomA (dψKψX,X)
(
ã−1
X,KψX

(
IdKψX

))
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=
[
HomA (dψKψX,X) ◦ ã−1

X,KψX

] (
IdKψX

)
(24)
= a−1

X,KψXAU
(
IdKψX

)
= a−1

X,KψX

(
IdAUKψX

)
= a−1

X,KψX
(IdRX) = εX

so that

(ε̃X) ◦ (dψKψX) = εX.

Since ε̃X = ã−1
X,KψX

(
IdKψX

)
and ã−1

X,KψX
is an isomorphism, we deduce that ε̃X :

DψKψ (X)→ X is defined as the unique morphism such that

(26) (ε̃X) ◦ (dψKψX) = εX.

On the other hand, for every
(
Y, AµY

)
∈ AB, the unit of the adjunction (Dψ, Kψ) ,

η̃ : AB → KψDψ, is given by

η̃
(
Y, AµY

)
= ãDψ(Y,AµY ),Y

(
IdDψ(Y,AµY )

)
:
(
Y, AµY

)
→ KψDψ

((
Y, AµY

))
.

Then by commutativity of the diagram (24), we deduce that

AUη̃
(
Y, AµY

)
= AUãDψ(Y,AµY ),Y

(
IdDψ(Y,AµY )

)
= aDψ(Y,AµY ),Y ◦ HomA

(
dψ
((
Y, AµY

))
, Dψ

(
Y, AµY

)) (
IdDψ(Y,AµY )

)
= aDψ(Y,AµY ),Y

(
dψ
((
Y, AµY

)))
=
(
Rdψ

(
Y, AµY

))
◦ (ηY ) .

Thus we obtain that

(27) AUη̃
(
Y, AµY

)
=
(
Rdψ

(
Y, AµY

))
◦ (ηY ) .

Observe that, for every Y ∈ B we have that AF (Y ) = (AY,mAY ) . Moreover

(DψAF (Y ) , dψAF (Y )) = (Dψ (AY,mAY ) , dψ (AY,mAY ))

= CoequA (rAY, LmAY )
(2)
= (LY, rY )

so that we get

(28) (DψAF , dψAF ) = (L, r) .

In particular

(29) dψ (AY,mAY ) = rY.

Theorem 3.57. Let (L,R) be an adjunction where L : B → A and R : A → B, let
A = (A,mA, uA) be a monad on the category B and let ψ : A = (A,mA, uA)→ RL =
(RL,RεL, η) be a monad morphism. Let r = Θ (ψ) = (εL) ◦ (Lψ). Assume that, for
every

(
Y, AµY

)
∈ AB, there exists CoequA

(
rY, LAµY

)
. Then we can consider the

functor Kψ = Υ (ψ) : A → AB. Its left adjoint Dψ : AB → A is full and faithful if
and only if

1) R preserves the coequalizer

(Dψ, dψ) = CoequFun (rAU,LAUλA)

2) ψ : A→ RL is a monad isomorphism.
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Corollary 3.58. Let (L,R) be an adjunction where L : B → A and R : A → B.
Let r = Θ (IdRL) = εL. Assume that, for every

(
Y, RLµY

)
∈ RLB, there exists

CoequA
(
εLY, LRLµY

)
. Then we can consider the functor K = Υ (IdRL) : A → RLB.

Its left adjoint D : RLB → A is full and faithful if and only if R preserves the
coequalizer

(D, d) = CoequFun (εLRLU,LRLUλRL) .

Theorem 3.59. Let (L,R) be an adjunction where L : B → A and R : A → B,
let A = (A,mA, uA) be a monad on the category B and let ψ : A = (A,mA, uA) →
RL = (RL,RεL, η) be a monad morphism. Let r = Θ (ψ) = (εL) ◦ (Lψ) and
l = Γ (ψ) = (Rε) ◦ (ψR). Assume that, for every

(
Y, AµY

)
∈ AB, there exists

CoequA
(
rY, LAµY

)
. Then we can consider the functor Kψ = Υ (ψ) : A → AB and

its left adjoint Dψ : AB → A. The functor Kψ is an equivalence of categories if and
only if

1) R preserves the coequalizer

(Dψ, dψ) = CoequFun (rAU,LAUλA)

2) R reflects isomorphisms and
3) ψ : A→ RL is a monad isomorphism.

Definition 3.60. Let A = (A,mA, uA) be a monad on the category B and let(
R, AµR

)
be a left A-module functor. We say that

(
R, AµR

)
is a left A-coGalois

functor if R has a left adjoint L and if the canonical morphism

cocan :=
(
AµRL

)
◦ (Aη) : A→ RL

is a monad isomorphism, where η denotes the unit of the adjunction (L,R).

Corollary 3.61. Let
(
R, AµR

)
be a left A-coGalois functor where R : A → B

preserves coequalizers, R reflects isomorphisms and A = (A,mA, uA) is a monad on
B. Assume that, for every

(
Y, AµY

)
∈ AB, there exists CoequA

(
rY, LAµY

)
where

r = (εL) ◦ (Lcocan) where L is the left adjoint of R and ε is the counit of the
adjunction (L,R). Then we can consider the functor Kcocan : A → AB and its left
adjoint Dcocan : AB → A. Then the functor Kcocan is an equivalence of categories.

Theorem 3.62 ( Beck’s Theorem for monads). Let (L,R) be an adjunction where
L : B → A and R : A → B. Let r = Θ (IdRL) = εL and assume that, for every(
Y, RLµY

)
∈ RLB, there exists CoequA

(
εLY, LRLµY

)
. Then we can consider the

functor K = Υ (IdRL) : A → RLB and its left adjoint D : RLB → A. The functor K
is an equivalence of categories if and only if

1) R preserves the coequalizer

(D, d) = CoequFun (εLRLU,LRLUλRL) .

2) R reflects isomorphisms.

Definition 3.63. Let A = (A,mA, uA) be a monad on the category B and let
R : A → B be a functor. The functor R is called ψ-monadic if it has a left adjoint
L : B → A for which there exists ψ : A → RL a monad morphism such that the
functor Kψ = Υ (ψ) : A → AB is an equivalence of categories.
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Definition 3.64. Let R : A → B be a functor. The functor R is called monadic if
it has a left adjoint L : B → A for which the functor K = Υ (IdRL) : A → RLB is an
equivalence of categories.

The following is a slightly improved version of Theorem 3.14 p. 101 [BW].

Theorem 3.65 (Generalized Beck’s Precise Tripleability Theorem). Let R : A → B
be a functor and let A = (A,mA, uA) be a monad on the category B. Then R is
ψ-monadic if and only if

1) R has a left adjoint L : B → A,
2) ψ : A→ RL is a monads isomorphism where RL = (RL,RεL, η) with η and

ε unit and counit of (L,R) ,
3) for every

(
Y, AµY

)
∈ AB, there exist CoequA

(
rY, LAµY

)
, where r = Θ (ψ) =

(εL) ◦ (Lψ) , and R preserves the coequalizer

CoequFun (rAU,LAUλA) ,

4) R reflects isomorphisms.

In this case in A there exist coequalizers of R-contractible coequalizer pairs and R
preserves them.

Corollary 3.66 (Beck’s Precise Tripleability Theorem). Let R : A → B be a
functor. Then R is monadic if and only if

1) R has a left adjoint L : B → A,
2) for every

(
Y, RLµY

)
∈ RLB, there exist CoequA

(
εLY, LRLµY

)
and R pre-

serves the coequalizer

CoequFun (εLRLU,LRLUλRL) ,

3) R reflects isomorphisms.

In this case in A there exist coequalizers of R-contractible coequalizer pairs and R
preserves them.

Theorem 3.67 (Generalized Beck’s Theorem for Monads). Let (L,R) be an ad-
junction where L : B → A and R : A → B, let A = (A,mA, uA) be a monad on
the category B and let ψ : A = (A,mA, uA) → RL = (RL,RεL, η) be a monads
morphism such that ψY is an epimorphism for every Y ∈ B. Let Kψ = Υ (ψ) =
(R, (Rε) ◦ (ψR)) and AUKψ (f) = AUΥ (ψ) (f) = R (f) for every morphism f in A.
Then Kψ : A → AB is full and faithful if and only if for every X ∈ A we have that
(X, εX) = CoequA (LRεX, εLRX) .

Corollary 3.68 (Beck’s Theorem for Monads). Let (L,R) be an adjunction where
L : B → A and R : A → B. Then K = Υ (IdRL) : A → RLB is full and faithful if
and only if for every X ∈ A we have that (X, εX) = CoequA (LRεX, εLRX) .

4. Comonads

Definition 4.1. A comonad on a category A is a triple C =
(
C,∆C , εC

)
, where

C : A → A is a functor, ∆C : C → CC and εC : C → A are functorial morphisms
satisfying the coassociativity and the counitality conditions(

∆CC
)
◦∆C =

(
C∆C

)
◦∆C and

(
CεC

)
◦∆C = C =

(
εCC

)
◦∆C .
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Definition 4.2. A morphism between two comonads C =
(
C,∆C , εC

)
and D =(

D,∆D, εD
)

on a category A is a functorial morphism ϕ : C → D such that

∆C ◦ ϕ = (ϕϕ) ◦∆D and εC ◦ ϕ = εD.

Example 4.3. Let
(
C,∆C, εC

)
an A-coring where A is a ring. Then

• C is an A-A-bimodule
• ∆C : C → C ⊗A C is a morphism of A-A-bimodules
• εC : C → A is a morphism of A-A-bimodules satisfying the following(

∆C ⊗A C
)
◦∆C =

(
C ⊗A ∆C

)
◦∆C,

(
C ⊗A εC

)
◦∆C = r−1

C and
(
εC ⊗A C

)
◦∆C = l−1

C

where rC : C⊗AA→ C and lC : A⊗AC → C are the right and left constraints.
Let

C = −⊗A C : Mod-A→Mod-A

∆C = −⊗A ∆C : −⊗A C → −⊗A C ⊗A C
εC = r− ◦

(
−⊗A εC

)
: −⊗A C → −⊗A A→ −

Then, dually to the case of the R-ring, C =
(
C,∆C , εC

)
is a comonad on the

category Mod-A.

Proposition 4.4 ([H]). Let (L,R) be an adjunction with unit η and counit ε where
L : B → A and R : A → B. Then LR = (LR,LηR, ε) is a comonad on the category
A.

Proof. Dual to the proof of Proposition 3.4. �

Definition 4.5. A left comodule functor for a comonad C =
(
C,∆C , εC

)
on a

category A is a pair
(
Q, CρQ

)
where Q : B → A is a functor and CρQ : Q→ CQ is

a functorial morphism such that(
CCρQ

)
◦ CρQ =

(
∆CQ

)
◦ CρQ and Q =

(
εCQ

)
◦ CρQ.

Definition 4.6. A right comodule functor for a comonad C =
(
C,∆C , εC

)
on a

category A is a pair
(
P, ρCP

)
where P : A → B is a functor and ρCP : P → PC is a

functorial morphism such that(
ρCPC

)
◦ ρCP =

(
P∆C

)
◦ ρCP and P =

(
PεC

)
◦ ρCP .

Definition 4.7. For two comonads C =
(
C,∆C , εC

)
on a category A and D =(

D,∆D, εD
)

on a category B, a C-D-bicomodule functor is a triple
(
Q, CρQ, ρ

D
Q

)
,

where Q : B → A is a functor and
(
Q, CρQ

)
is a left C-comodule,

(
Q, ρDQ

)
is a right

D-comodule such that in addition

(CρDQ) ◦ CρQ =
(
CρQD

)
◦ ρDQ .

Definition 4.8. A morphism between two left C-comodule functors
(
Q, CρQ

)
and(

Q′, CρQ
)

is a morphism f : Q→ Q′ in A such that

CρQ ◦ f = (Cf) ◦ CρQ.
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Definition 4.9. A comodule for a comonad C =
(
C,∆C , εC

)
on a category A is a

pair
(
X, CρX

)
where X ∈ A and CρX : X → CX is a morphism in A such that(
CCρX

)
◦ CρX =

(
∆CX

)
◦ CρX and X =

(
εCX

)
◦ CρX .

A morphism between two C-comodules
(
X, CρX

)
and

(
X ′, CρX′

)
is a morphism f :

X → X ′ in A such that
CρX ◦ f = (Cf) ◦ CρX .

We denote by CA the category of C-comodule and their morphisms.

Definition 4.10. Corresponding to a comonad C =
(
C,∆C , εC

)
on A, there is an

adjunction
(CU, CF

)
where CU is the forgetful functor and CF is the free functor

CU : CA → A CF : A → CA(
X, CρX

)
→ X X →

(
CX,∆CX

)
f → f f → Cf

Note that CUCF = C. The counit of the adjunction is given by the counit εC of the
comonad C

εC : C = CUCF → A.

The unit γC : CA → CFCU of this adjunction is defined by setting

CU
(
γC
(
X, CρX

))
= CρX for every

(
X, CρX

)
∈ CA.

Therefore we have(
εCCU

)
◦
(CUγC

)
= CU and

(CFεC
)
◦
(
γCCF

)
= CF .

Proposition 4.11. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let

Z,W ∈ CA. Then Z = W if and only if CU (Z) = CU (W ) and CU
(
γCZ

)
=

CU
(
γCW

)
. In particular, if F,G : X →CA are functors, we have

F = G if and only if CUF = CUG and CU
(
γCF

)
= CU

(
γCG

)
.

Proposition 4.12. Let C =
(
C,∆C , εC

)
be a comonad on a category A. Then(CU,

(CUγC
))

is a left C-comodule functor.

Proof. We have to prove these two equalities(
CCUγC

)
◦
(CUγC

)
=

(
∆CCU

)
◦
(CUγC

)(
εCCU

)
◦
(CUγC

)
= CU

Let us consider
(
X, CρX

)
∈ CA, we have to show that(

CCUγC
) (
X, CρX

)
◦
(CUγC

) (
X, CρX

)
=
(
∆CCU

) (
X, CρX

)
◦
(CUγC

) (
X, CρX

)
and that (

εCCU
) (
X, CρX

)
◦
(CUγC

) (
X, CρX

)
= CU

(
X, CρX

)
i.e. (

CCρX
)
◦ CρX =

(
∆CX

)
◦ CρX and (εCX) ◦ CρX = X

which both hold in view of the definition of C-comodule. �
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Proposition 4.13. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let(

X, CρX
)

be a comodule for C. Then we have(
X, CρX

)
= EquA

(
CCρX ,∆

CX
)
.

In particular if
(
Q, CρQ

)
is a left C-comodule functor, then(
Q, CρQ

)
= EquFun

(
CCρQ,∆

CQ
)
.

Corollary 4.14. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let(CU, CF

)
be the associated adjunction. Then

(CU,
(CUγC

))
is a left C-comodule

functor and (CU,
(CUγC

))
= EquFun

(
CCUγC ,∆CCU

)
.

Proof. By Proposition 4.12
(CU,

(CUγC
))

is a left C-comodule functor. By Propo-

sition 4.13 we get that
(CU,

(CUγC
))

= EquFun

(
CCUγC ,∆CCU

)
. �

Proposition 4.15. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let(

P, ρCP
)

where P : A → B a right C-comodule functor. Then we have(
P, ρCP

)
= EquFun

(
ρCPC,P∆C

)
.

Proof. By definition we have that(
ρCPC

)
◦ ρCP =

(
P∆C

)
◦ ρCP .

Now, let ζ : Z → PC be a functorial morphism such that
(
ρCPC

)
◦ ζ =

(
P∆C

)
◦ ζ

and consider ζ :=
(
PεC

)
◦ ζ : Z → P. Then we have

ρCP ◦ ζ = ρCP ◦
(
PεC

)
◦ ζ

ρCP=
(
PCεC

)
◦
(
ρCPC

)
◦ ζ =

=
(
PCεC

)
◦
(
P∆C

)
◦ ζ Ccomonad

= ζ.

Moreover, let ζ ′ : Z → PC be another functorial morphism such that
(
ρCPC

)
◦ζ ′ = ζ.

Then

ζ ′ =
(
PεC

)
◦ ρCP ◦ ζ ′ =

(
PεC

)
◦ ζ = ζ

so that ζ is the unique functorial morphism such that
(
ρCPC

)
◦ ζ = ζ. �

Lemma 4.16. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let

(
Q, CρQ

)
be

a left and
(
P, ρCP

)
be a right C-comodule functors where Q : Q → A and P : A → P.

Let F : X → Q and G : P → B be functors. Then

(1)
(
QF, CρQF

)
is a left C-comodule functor and

(2)
(
GP,GρCP

)
is a right C-comodule functor.

Proposition 4.17. Let C =
(
C,∆C , εC

)
be a comonad on A and let

(CU, CF
)

be

the adjunction associated. Then CU reflects isomorphisms.

Proof. Let f :
(
X, CρX

)
→
(
Y, CρY

)
be a morphism in CA such that CUf has a

two-sided inverse f−1 in A. Since

CρY ◦ f = (Cf) ◦ CρX
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we get that (
Cf−1

)
◦ CρY = CρX ◦ f−1.

�

Lemma 4.18. Let C =
(
C,∆C , εC

)
be a comonad on a category A, let

(
P, ρCP

)
be a

right C-comodule functor where P : A → B and let
(
Q, CρQ

)
be a left C-comodule

functor. Then any equalizer preserved by PC is also preserved by P and any equalizer
preserved by CQ is also preserved by Q.

Proof. Consider the following equalizer

X
x // Y

f //
g

// Z

in the category A and assume that PC preserves it. Applying to it functors PC
and P we get the following diagrams in B

PX
Px //

ρCPX
��

PY
Pf //
Pg

//

ρCP Y
��

PZ

ρCPZ
��

PCX
PCx //

PεCX

OO

PCY
PCf //
PCg

//

PεCY

OO

PCZ

PεCZ

OO

By assumption, the second row is an equalizer. Assume that there exists a morphism
h : H → PY such that

(Pf) ◦ h = (Pg) ◦ h.
Then, by composing with ρCPZ we get(

ρCPZ
)
◦ (Pf) ◦ h =

(
ρCPZ

)
◦ (Pg) ◦ h

and since ρCP is a functorial morphism we obtain

(PCf) ◦
(
ρCPY

)
◦ h = (PCg) ◦

(
ρCPY

)
◦ h.

Since (PCX,PCx) = EquB (PCf, PCg), there exists a unique morphism k : H →
PCX such that

(30) (PCx) ◦ k =
(
ρCPY

)
◦ h.

By composing with PεCY we get(
PεCY

)
◦ (PCx) ◦ k =

(
PεCY

)
◦
(
ρCPY

)
◦ h

and thus
(Px) ◦

(
PεCX

)
◦ k = h.

Let l :=
(
PεCX

)
◦ k : H → PX. Then we have

(Px) ◦ l = (Px) ◦
(
PεCX

)
◦ k εC

=
(
PεCY

)
◦ (PCx) ◦ k

(30)
=
(
PεCY

)
◦
(
ρCPY

)
◦ h = h.

Let l′ : H → PX be another morphism such that

(Px) ◦ l′ = h.
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Then we have

(PCx) ◦
(
ρCPX

)
◦ l′ =

(
ρCPY

)
◦ (Px) ◦ l′ =

(
ρCPY

)
◦ h

=
(
ρCPY

)
◦ (Px) ◦ l = (PCx) ◦

(
ρCPX

)
◦ l.

Since PC preserves equalizers, we have that PCx is a monomorphism. Since ρCPX is
also a monomorphism, we deduce that l = l′. Therefore we obtain that (PX,Px) =
EquB (Pf, Pg) . The second statement can be proved similarly. �

Lemma 4.19. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let f, g :(

X, CρX
)
→

(
Y, CρY

)
be morphisms in CA. Assume that there exists (E, e) =

EquA
(CUf, CUg

)
and assume that CC preserves equalizers. Then there exists (Ξ, ξ) =

EquCA (f, g) and CU (Ξ, ξ) = (E, e) .

Proof. Since CC preserves equalizers and
(
C,∆C

)
is a right C-comodule functor,

also C preserves equalizers by Lemma 4.18, in particular, C preserves (E, e) . Since(
CCUf

)
◦ CρX ◦ e

f∈CA
= CρY ◦

(CUf
)
◦ e

eequ
= CρY ◦

(CUg
)
◦ e g∈

CA
=
(
CCUg

)
◦ CρX ◦ e

by the universal property of the equalizer (CE,Ce) there exists a unique morphism
CρE : E → CE such that

(Ce) ◦ CρE = CρX ◦ e.
Moreover, by composing with εCX the first term of this equality we get(

εCX
)
◦ (Ce) ◦ CρE

εC
= e ◦

(
εCE

)
◦ CρE

whereas the second term becomes(
εCX

)
◦ CρX ◦ e = e

so that we obtain the following equality

e ◦
(
εCE

)
◦ CρE = e.

Since e is a monomorphism we deduce that(
εCE

)
◦ CρE = E.

Now, consider the following serially commutative diagram

E
CρE //

e

��

CE
∆CE //

CCρE

//

Ce

��

CCE

CCe

��
X

CρX //

CUf

��

CUg

��

CX
∆CX //

CCρX

//

CCUf

��

CCUg

��

CCX

CCCUf

��

CCCUg

��
Y

CρY // CY
∆CY //

CCρY

// CCY
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Since we already observed that the columns are equalizers and also the second and
the third row are equalizers by Proposition 4.13, in view of Lemma 2.13 also the
first row is an equalizer, so that (E, e) has a left C-comodule structure, i.e. there
exists (Ξ, ξ) ∈ CA such that (Ξ, ξ) = EquCA (f, g) and CU (Ξ, ξ) = (E, e) . �

Lemma 4.20. Let C =
(
C,∆C , εC

)
be a comonad on a category A with equalizers and

let
(CU, CF

)
be the adjunction associated. The following statements are equivalent:

(i) C : A → A preserves equalizers
(ii) CC : A → A preserves equalizers

(iii) CA has equalizers and they are preserved by CU : CA → A
(iv) CU : CA → A preserves equalizers.

Proof. (i)⇒ (ii) and (iii)⇒ (iv) are clear.
(ii)⇒ (iii) follows by Lemma 4.19.
(iv)⇒ (i) Note that CF is a right adjoint, so that in particular it preserves equalizers.
Then CUCF = C also preserves equalizers. �

Lemma 4.21. Let C =
(
C,∆C , εC

)
be a comonad over a category A and assume

that C preserves coequalizers. Then CF preserves coequalizers where
(CU, CF

)
is

the adjunction associated to the comonad.

Proof. Dual to proof of Lemma 3.22. Let

X
f //
g

// Y
k // K

be a coequalizer in A. Let us consider the fork obtained by applying the functor CF
to the coequalizer

CFX
CFf //
CFg

// CFY
CFk // CFK

i.e. (
CX,∆CX

) Cf //
Cg

//
(
CY,∆CY

) Ck //
(
CK,∆CK

)
Now, let

(
Z, CρZ

)
∈ CA and z :

(
CY,∆CY

)
→
(
Z, CρZ

)
be a morphism in CA such

that z ◦ (Cf) = z ◦ (Cg). Since C preserves coequalizers, we know that (CK,Ck) =
CoequA (Cf,Cg) . By the universal property of the coequalizer (CK,Ck) in A, there
exists a unique morphism z′ : CK → Z in A such that z′ ◦ (Ck) = z. We now want
to prove that z′ is a morphism in CA, i.e. that (Cz′) ◦

(
∆CK

)
= CρZ ◦ z′. Since z

is a morphism in CA we have that

(Cz) ◦
(
∆CY

)
= CρZ ◦ z

and since also Ck is a morphism in CA we have that

(CCk) ◦
(
∆CY

)
=
(
∆CK

)
◦ (Ck) .

Then we have

(Cz′) ◦
(
∆CK

)
◦ (Ck) = (Cz′) ◦ (CCk) ◦

(
∆CY

)
propz
= (Cz) ◦

(
∆CY

)
= CρZ ◦ z

propz
= CρZ ◦ z′ ◦ (Ck)
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and since C preserves coequalizers, Ck is an epimorphism, so that we get

(Cz′) ◦
(
∆CK

)
= CρZ ◦ z′.

�

Lemma 4.22. Let C =
(
C,∆C , εC

)
be a comonad over a category A, let L,N :

B → A be functors and let ρ : L → CL be a coassociative and counital functorial
morphism, that is (L, ρ) is a left C-comodule functor. Let u : N → L and let
φ : N → CN be functorial morphisms such that

(31) ρ ◦ u = (Cu) ◦ φ.
If CCu and u are monomorphisms, then φ is coassociative and counital, that is
(N, φ) is a left C-comodule functor.

Proof. Let us prove that φ is coassociative

(CCu) ◦ (Cφ) ◦ φ (31)
= (Cρ) ◦ (Cu) ◦ φ (31)

= (Cρ) ◦ ρ ◦ u
ρcoass
=

(
∆CL

)
◦ ρ ◦ u (31)

=
(
∆CL

)
◦ (Cu) ◦ φ ∆C

= (CCu) ◦
(
∆CN

)
◦ φ.

Since CCu is a monomorphism we get that

(Cφ) ◦ φ =
(
∆CN

)
◦ φ.

Let us prove that φ is counital

u ◦
(
εCN

)
◦ φ εC

=
(
εCL

)
◦ (Cu) ◦ φ (31)

=
(
εCL

)
◦ ρ ◦ u ρcounit

= u.

Since u is a monomorphism we conclude. �

4.1. Lifting of comodule functors. This subsection collects the dual results for
liftings of module functors so that one can skip reading all the proofs we keep here
in order to give details of the results we use in the following.

Proposition 4.23 ([W] 3.5). Let C =
(
C,∆C , εC

)
be a comonad on a category A,

let D =
(
D,∆D, εD

)
be a comonad on a category B and let T : A → B be a functor.

Then there is a bijection between the following collections of data

F functors T̃ : CA → DB that are liftings of T (i.e. DUT̃ = TCU)
M functorial morphisms Ξ : TC → DT such that(

∆DT
)
◦ Ξ = (DΞ) ◦ (ΞC) ◦

(
T∆C

)
and

(
εDT

)
◦ Ξ = TεC

given by

a : F →M where a
(
T̃
)

=
(DUDFTεC

)
◦
(

DUγDT̃CF
)

b :M→ F where DUb (Ξ) = TCU and DUγDb (Ξ) = Ξ ◦
(
TCUγC

)
i.e.

b (Ξ)
((
X,C ρX

))
=
(
TX, (ΞX) ◦

(
TCρX

))
and b (Ξ) (f) = T (f) .

Proof. Let T̃ : CA → DB be a lifting of the functor T : A → B (i.e. DUT̃ = TCU).

Define a functorial morphism ξ : T̃CF → DFT as the composite

ξ :=
(DFTεC

)
◦
(
γDT̃CF

)
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where εC : C = CUCF → A is also the counit of the adjunction
(CU, CF

)
and

γD : DB → DFDU is the unit of the adjunction
(DU, DF

)
. Let now define

Ξ
def
= DUξ : DUT̃CF = TCUCF = TC → DUDFT = DT

that is

Ξ = DUξ =
(DUDFTεC

)
◦
(

DUγDT̃CF
)
.

Dually to Proposition 3.24 you can prove that Ξ is a functorial morphism satisfying(
∆DT

)
◦ Ξ = (DΞ) ◦ (ΞC) ◦

(
T∆C

)
and

(
εDT

)
◦ Ξ = TεC .

Conversely, let Ξ be a functorial morphism satisfying
(
∆DT

)
◦ Ξ = (DΞ) ◦ (ΞC) ◦(

T∆C
)

and
(
εDT

)
◦ Ξ = TεC . We define T̃ : CA → DB by setting, for every(

X,C ρX
)
∈ CA,

T̃
((
X,C ρX

))
=
(
TX, (ΞX) ◦

(
TCρX

))
and for every f :

(
X,C ρX

)
→
(
Y,C ρY

)
∈ CA,

T̃ (f) = T (f) .

Dually to Proposition 3.24 you can prove that T̃ is a functor between CA → DB which
lifts T and that a : F →M and b :M→ F define a bijective correspondence. �

Corollary 4.24. Let X ,A be categories and let C =
(
C,∆C , εC

)
be a comonad on

a category A and let F : X → A be a functor. Then there is a bijection between the
following collections of data:

F Functors CF : X → CA such that CUCF = F ,
G Left C-comodule coactions CρF : F → CF

given by

α : F → G where α
(
CF
)

= CUγCCF : F → CF

β : G → F where CUβ
(
CρF

)
= F and CUγCβ

(
CρF

)
= CρF i.e.

β : G → F where β
(
CρF

)
(X) =

(
FX, CρFX

)
and β

(
CρF

)
(f) = F (f) .

Proof. Apply Proposition 4.23 to the case A = X ,B = A,C = IdX ,D = C. Then

T̃ = CF is the lifting of F and Ξ = CρF : F → CF satisfies
(
∆CF

)
◦ CρF =(

CCρF
)
◦CρF and

(
εCF

)
◦CρF = F that is

(
F, CρF

)
is a left C-comodule functor. �

Corollary 4.25. Let (L,R) be an adjunction where L : B → A, R : A → B and
let C =

(
C,∆C , εC

)
be a comonad on a category A. Then there exists a bijective

correspondence between the following collections of data:

K Functors K : B → CA such that CU ◦K = L,
L Functorial morphism β : L→ CL such that (L, β) is a left comodule functor

for the comonad C
given by

Φ : K→ L where Φ (K) = CU
(
γCK

)
: L→ CL

Ω : L→ K where Ω (β) (Y ) = (LY, βY ) and CUΩ (β) (f) = L (f) .
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Proof. Apply Corollary 4.24 to the case ”F” = L : B → A where (L,R) is an
adjunction and C =

(
C,∆C , εC

)
a comonad on A. �

Proposition 4.26. Let C =
(
C,∆C , εC

)
be a comonad on a category A and let

D =
(
D,∆D, εD

)
be a comonad on a category B. Let T : A → B be a functor,

let T̃ : CA → DB be a lifting of T (i.e. DUT̃ = TCU) and let Ξ : TC → DT
as in Proposition 4.23. Then Ξ is an isomorphism if and only if ξ =

(DFTεC
)
◦(

γDT̃CF
)

: T̃CF → DFT is an isomorphism.

Proof. By construction in Proposition 4.23 we have that Ξ = DUξ. Assume that
Ξ is an isomorphism. Since, by Proposition 4.17, DU reflects isomorphisms, ξ :

T̃CF → DFT is an isomorphism. Conversely, assume that ξ : T̃CF → DFT is an
isomorphism. Then DUξ is also an isomorphism. �

Corollary 4.27. Let (L,R) be an adjunction where L : B → A and R : A → B
and let C =

(
C,∆C , εC

)
be a comonad on B. Let K : B → CA be a functor such

that CU ◦K = L and let (L, β) be a left C-comodule functor as in Corollary 4.25.
Then β is an isomorphism if and only if γCK : K → CFL is an isomorphism.

Proof. Apply Proposition 4.26 with T = L so that the categories A and B are

interchanged, C = IdB and D = C. Then T̃ = K is the lifting of L and Ξ = β : L→
CL, given by β = CUξ = CUγCK. �

Lemma 4.28. Let C =
(
C,∆C , εC

)
be a comonad over a category A with equalizers.

Let Q : B → A be a left C-comodule functor with functorial morphisms CρQ : Q →
CQ. Then there exists a unique functor CQ : B → CA such that

CUCQ = Q and CUγCCQ = CρQ.

Moreover if ψ : Q→ T is a functorial morphism between left C-module functors and
ψ satisfies

CρQ ◦ (Cψ) = ψ ◦
(
CρT

)
then there is a unique functorial morphism Cψ : CQ→ CT such that

CUCψ = ψ.

Proof. Corollary 4.24 applied to the case where F = Q and CρF = CρQ gives us the
first statement. Let B ∈ B. Then we have(

CρQB
)
◦ (CψB) = (ψB) ◦

(
CρTB

)
which means that ψB yields a morphism CψB in CA. �

Proposition 4.29. Let C =
(
C,∆C , εC

)
be a comonad over a category A and let

D =
(
D,∆D, εD

)
be a comonad over a category B. Assume that both A and B have

equalizers and that C preserves equalizers. Let Q : B → A be a functor and let
CρQ : Q → CQ and ρDQ : Q → QD be functorial morphisms. Assume that CρQ is

coassociative and counital and that
(
CρDQ

)
◦ CρQ =

(
CρQD

)
◦ ρDQ. Set

(32)
(
QD, ιQ

)
= EquFun

(
ρDQ

DU,QDUγD
)
.
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Then QD : DB → A is a left C-comodule functor where CρQD : QD → CQD is
uniquely determined by

(33)
(
CρQ

DU
)
◦ ιQ =

(
CιQ

)
◦ CρQD .

Moreover there exists a unique functor C
(
QD
)

: DB → CA such that

(34) CUC
(
QD
)

= QD and CUγCC
(
QD
)

= CρQD .

Proof. By Lemma 2.8 we can consider
(
QD, ιQ

)
= EquFun

(
ρDQ

DU,QDUγD
)
. Since(

CρDQ
)
◦ CρQ =

(
CρQD

)
◦ ρDQ

we deduce that

(35)
(
CρDQ

DU
)
◦
(
CρQ

DU
)

=
(
CρQD

DU
)
◦
(
ρDQ

DU
)
.

Also, in view of the naturality of CρQ, we have

(36)
(
CQDUγ

D
)
◦
(
CρQ

DU
)

=
(
CρQD

DU
)
◦
(
QDUγ

D
)
.

We compute(
CQDUγ

D
)
◦
(
CρQ

DU
)
◦ ιQ (36)

=
(
CρQD

DU
)
◦
(
QDUγ

D
)
◦ ιQ

ιQequ
=

(
CρQD

DU
)
◦
(
ρDQ

DU
)
◦ ιQ (35)

=
(
CρDQ

DU
)
◦
(
CρQ

DU
)
◦ ιQ.

Since C preserves equalizers, we have(
CQD, CιQ

)
= EquFun

(
CρDQ

DU,CQDUγD
)

hence there exists a unique functorial morphism CρQD : QD → CQD such that(
CιQ

)
◦ CρQD =

(
CρQ

DU
)
◦ ιQ.

Since Q is a left C-comodule functor, by Lemma 4.16, also QDU is a left C-comodule
functor. Now ιQ is a monomorphism and hence, since C preserves equalizers, also
CCιQ is a monomorphism. Therefore we can apply Lemma 4.22 to ”φ” = CρQD ,
”u” = ιQ and ”ρ” = CρQ

DU and hence we obtain that
(
QD, CρQD

)
is a left C-

comodule functor that is CρQD is coassociative and counital. By Lemma 4.28 applied
to
(
QD, CρQD

)
there exists a functor C

(
QD
)

: DB → CA such that CUC
(
QD
)

=

QD and CρQD = CUγCC
(
QD
)
. Moreover C

(
QD
)

is unique with respect to these
properties. �

Proposition 4.30. Let C =
(
C,∆C , εC

)
be a comonad over a category A and let

D =
(
D,∆D, εD

)
be a comonad over a category B. Assume that both A and B have

equalizers and C preserves them. Let Q : B → A be a C-D-bicomodule functor
with functorial morphisms CρQ : Q → CQ and ρDQ : Q → QD. Then the functor
CQ : B → CA is a right D-comodule functor via ρDCQ : CQ → CQD where ρDCQ is
uniquely determined by

(37) CUρDCQ = ρDQ .
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Let
((

CQ
)D
, ι
CQ
)

= EquFun

(
ρDCQ

CU, CQCUγD
)
. Then we have(

CQ
)D

= C
(
QD
)

: DB → CA.

Proof. Since Q is endowed with a left C-comodule structure, by Lemma 4.28 there
exists a unique functor CQ : B → CA such that CUCQ = Q and CUγCCQ = CρQ.
Note that, since Q is a C-D-bicomodule functor, in particular the compatibility
condition

(CρDQ) ◦ CρQ =
(
CρQD

)
◦ ρDQ

holds, that is ρDQ : Q = CUCQ→ QD = CUCQD is a morphism in CA. Thus, there

exists a functorial morphism ρDCQ : CQ→ CQD such that

CUρDCQ = ρDQ .

By the coassociativity and counitality properties of ρDQ we get that also ρDCQ is

coassociative and counital, so that
(
CQ, ρDCQ

)
is a right D-comodule functor. Thus

we can consider the equalizer

(38)
(
CQ
)D ι

CQ
// CQDU

ρDCQ
DU

//
CQDUγD

// CQDDU

so that we get a functor
(
CQ
)D

: DB → CA. Since C preserves equalizers, by Lemma

4.20 also CU preserves equalizers. Then, by applying the functor CU to (38) we still
get an equalizer

CU
(
CQ
)D CUι

CQ
// CUCQDU

CUρDCQ
DU

//
CUCQDUγD

// CUCQDDU

that is

CU
(
CQ
)D CUι

CQ
// QDU

ρDQ
DU

//

QDUγD
// QDDU

By Proposition 4.29
(
QD, ιQ

)
= EquFun

(
ρDQ

DU,QDUγD
)
, then we have

CU
(
CQ
)D

= QD and CUι
CQ = ιQ.

Moreover
CUγ

C(CQ)D : CU
(
CQ
)D

= QD → CCU
(
CQ
)D

= CQD

so that, using Proposition 4.29 where we prove that
(
QD,C ρQD

)
is a left C-comodule

functor and that CUγCC
(
QD
)

= CρQD , we get

CUγ
C(CQ)D = CρQD = CUγ

CC
(
QD
)

i.e. (
CQ
)D

= C
(
QD
)
.

�
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Notation 4.31. Let C =
(
C,∆C , εC

)
be a comonad over a category A and let

D =
(
D,∆D, εD

)
be a comonad over a category B. Assume that both A and B have

equalizers and A preserves them. Let Q : B → A be a C-D-bicomodule functor. In
view of Proposition 4.30, we set

CQD =
(
CQ
)D

= C
(
QD
)
.

Proposition 4.32. Let C =
(
C,∆C , εC

)
be a comonad over a category A and let

D =
(
D,∆D, εD

)
be a comonad over a category B. Assume that both A and B

have equalizers and let Q : B → A be an C-D-bicomodule functor. Then, with
notations of Proposition 4.29, we can consider the functor QD where

(
QD, ιQ

)
=

EquFun

(
ρDQ

DU,QDUγD
)
. Then

(39) QDDF = Q and ιQDF = ρDQ .

Proof. By construction we have that
(
QD, ιQ

)
= EquFun

(
ρDQ

DU,QDUγD
)
. By ap-

plying it to the functor DF we get that(
QDDF , ιQDF

)
= EquFun

(
ρDQ

DUDF ,QDUγDDF
)

= EquFun

(
ρDQD,Q∆D

)
.

Since Q is a right D-comodule functor, by Proposition 4.15 we have that(
Q, ρDQ

)
= EquFun

(
ρDQD,Q∆D

)
so that we get (

QDDF , ιQDF
)

= EquFun

(
ρDQD,Q∆D

)
=
(
Q, ρDQ

)
.

�

Proposition 4.33. Let D =
(
D,∆D, εD

)
be a comonad over a category B with

equalizers such that D preserves equalizers. Let G : DB → A be a functor preserving
equalizers. Set

Q = G ◦ DF and let ρDQ = GγDDF

Then
(
Q, ρDQ

)
is a right D-comodule functor and

(40) QD =
(
G ◦ DF

)D
= G.

Proof. We compute(
ρDQD

)
◦ ρDQ =

(
GγDDFD

)
◦
(
GγDDF

) γD
=
(
GDFDUγDDF

)
◦
(
GγDDF

)
=

(
GDF∆D

)
◦
(
GγDDF

)
=
(
Q∆D

)
◦ ρDQ

and (
QεD

)
◦ ρDQ =

(
GDFεD

)
◦
(
GγDDF

) adj
= GDF = Q.

Thus
(
Q, ρDQ

)
is a right D-comodule functor. Recall that (see Proposition 4.29)(

QD, ιQ
)

= EquFun

(
ρDQ

DU,QDUγD
)

and by Proposition 4.32 we have QDDF = Q and ιQDF = ρDQ . In particular we get

QDDF = Q = GDF .
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In order to prove that QD = G it suffices to prove that(
G,GγD

)
= EquFun

(
ρDQ

DU,QDUγD
)
. In fact, by Corollary 4.14,(DU,

(DUγD
))

= EquFun

(
DDUγD,∆DDU

)
= EquFun

(
DDUγD, DUγDDFDU

)
and,

since by Lemma 4.19 DU reflects equalizers, we have(
IdDB, γ

D
)

= EquFun

(DFDUγD, γDDFDU
)
.

Since G preserves equalizers, we get that(
G,GγD

)
= EquFun

(
GDFDUγD, GγDDFDU

)
= EquFun

(
QDUγD, ρDQ

DU
)

=
(
QD, ιQ

)
.

�

Proposition 4.34. Let C =
(
C,∆C , εC

)
be a comonad on a category A with equal-

izers such that C preserves equalizers. Let H : B → CA be a functor preserving
equalizers. Set

Q = CU ◦H and let CρQ = CUγCH.

Then
(
Q, CρQ

)
is a left C-comodule functor and

(41) CQ = C
(CU ◦H

)
= H.

Proof. First we want to prove that CρQ = CUγCH is coassociative. We have(
CCρQ

)
◦ CρQ =

(
CCUγCH

)
◦
(CUγCH

) γC
=
(CUγCCFCUH

)
◦
(CUγCH

)
=
(
∆CCUH

)
◦
(CUγCH

)
=
(
∆CQ

)
◦ CρQ

so that we get (
CCρQ

)
◦ CρQ =

(
∆CQ

)
◦ CρQ.

Now we prove that CρQ = CUγCH is counital. We compute(
εCQ

)
◦ CρQ =

(
εCCUH

)
◦ CUγCH

adj
= CUH = Q

so that we get (
εCQ

)
◦ CρQ = Q.

Thus
(
Q, CρQ

)
is a left C-comodule functor. Recall that (see Lemma 4.28) there

exists a unique functor CQ : B → CA such that
CU ◦ CQ = Q and CUγCCQ = CρQ.

Thus we have
CU ◦ CQ = Q = CU ◦H

and
CUγCCQ = CρQ = CUγCH

so that, by Proposition 4.11, we obtain that
CQ = H.

�

Theorem 4.35. Let D =
(
D,∆D, εD

)
be a comonad on a category B with equaliz-

ers such that D preserves equalizers. Then there exists a bijective correspondence
between the following collections of data:
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FD right D-comodule functors Q : B → A such that QD preserves equalizers.(
A ← DB

)
functors G : DB → A preserving equalizers

given by

νD : FD →
(
A ← DB

)
where νD

((
Q, ρDQ

))
= QD

κD :
(
A ← DB

)
→ FD where κD (G) =

(
GDF ,GγDDF

)
where QD is uniquely determined by

(
QD, ιQ

)
= EquFun

(
ρDQ

DU,QDUγD
)
.

Proof. Let Q : B → A be a right D-comodule functor. Then we can consider
QD : DB → A defined by (32) as(

QD, ιQ
)

= EquFun

(
ρDQ

DU,QDUγD
)
.

Since by assumption QD preserves equalizers, by Lemma 4.18 also Q preserves
equalizers. Moreover, since D preserves equalizers, by Lemma 4.20 also the func-
tor DU preserves equalizers. Thus both QDDU and QDU preserve equalizers. By
Corollary 2.14 we get that also QD : DB → A preserves equalizers.

Conversely, let us consider a functor G : DB → A that preserves equalizers. By
Proposition 4.33 we can consider the right D-comodule functor defined as follows

Q = G ◦ DF and let ρDQ = GγDDF .

Since DF is right adjoint to DU in particular DF preserves equalizers and since by
assumption G preserves equalizers, we get that also Q = G◦DF preserves equalizers
and so does QD.

Now, we want to prove that νD and κD determine a bijective correspondence
between FD and

(
A ← DB

)
. Let us start with a right D-comodule functor(

Q : B → A, ρDQ
)
. Then we have(
κD ◦ νD

) ((
Q, ρDQ

))
= κD

(
QD
)

=
(
QDDF ,QDγDDF

)
=
(
QDDF , ρDQDDF

) (39)
=
(
Q, ρDQ

)
.

Moreover we have(
νD ◦ κD

)
(G) = νD

((
GDF ,GγDDF

))
=
(
GDF

)D (40)
= G.

�

Theorem 4.36. Let C =
(
C,∆C , εC

)
be a comonad on a category A with equaliz-

ers such that C preserves equalizers. Then there exists a bijective correspondence
between the following collections of data:

CF left C-comodule functors Q : B → A such that CQ preserves equalizers(CA ← B
)

functors H : B → CA preserving equalizers

given by

Cν : CF →
(CA ← B

)
where Cν

((
Q, CρQ

))
= CQ

Cκ :
(CA ← B

)
→ CF where Cκ (H) =

(CU ◦H, CUγCH
)

where CQ : B → CA is the functor defined in Lemma 4.28.
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Proof. Let
(
Q : B → A, CρQ

)
be a left C-comodule functor. Then, by Lemma 4.28,

there exists a unique functor CQ : B → CA such that
CU ◦ CQ = Q and CUγCCQ = CρQ.

Note that, since CQ preserves equalizers, by Lemma 4.18, Q = CU ◦ CQ preserves
equalizers. Then, by Lemma 4.19, also CQ preserves equalizers. Conversely, if
H : B → CA is a functor preserving equalizers, we get that CU ◦ H : B → A.
Moreover, by Lemma 4.20, CU preserves equalizers and thus also CU ◦H preserves
equalizers. Now, let us prove that Cν and Cκ determine a bijective correspondence
between CF and

(CA ← B
)
. We compute(

Cκ ◦ Cν
) ((

Q, CρQ
))

= Cκ
(
CQ
)

=
(CUCQ, CUγCCQ

)
=
(
Q, CρQ

)
.

On the other hand we have(
Cν ◦ Cκ

)
(H) = Cν

((CU ◦H, CUγCH
))

= C
(CU ◦H

) (41)
= H.

�

Theorem 4.37. Let C =
(
C,∆C , εC

)
be a comonad on a category A with equalizers

such that C preserves equalizers. Let D =
(
D,∆D, εD

)
be a comonad on a category

B with equalizers such that D preserves equalizers. Then there exists a bijective
correspondence between the following collections of data:
CFD C-D-bimodule functors Q : B → A such that CQ and QD preserve equalizers(CA ← DB

)
functors G : DB → CA preserving equalizers

given by
CνD : CFD →

(CA ← DB
)

where CνD
((
Q, CρQ, ρ

D
Q

))
= CQD

CκD :
(CA ← DB

)
→ CFD where CκD (G) =

(CU ◦G ◦ DF, CUγCGDF, CUGγDDF
)
.

Proof. Let us consider a C-D-bicomodule functor
(
Q : B → A, CρQ, ρDQ

)
such that

CQ and QD preserve equalizers. In particular,
(
Q, ρDQ

)
is a right D-comodule func-

tor, so that we can apply the map νD : FD →
(
A ← DB

)
of Theorem 4.35 and we

get a functor νD
((
Q, ρDQ

))
= QD : DB → A which preserves equalizers. By Propo-

sition 4.29,
(
QD, CρQD

)
is a left C-comodule functor so that we can also apply the

map Cν : CF →
(CA ← B

)
of Theorem 4.36 where the category B is DB. The map

Cν is defined by Cν
((
QD, CρQD

))
= C

(
QD
)

= CQD : DB → CA and CQD preserves

equalizers. Conversely, let us consider a functor G : DB → CA which preserves
equalizers. By Theorem 4.36, we get a left C-comodule functor given by

Cκ (G) =
(CU ◦G, CUγCG

)
where CU ◦ G : DB → A and CCUG preserves equalizers. By Lemma 4.18, also
CU ◦ G : DB → A preserves equalizers. Thus, we can apply Theorem 4.35 and we
get a right D-comodule functor

κD
(CUG

)
=
(CUGDF , CUGγDDF

)
where CUGDF : B → A is such that CUGDFD preserves equalizers. Clearly, since
CUG preserves equalizers, DF is a right adjoint and C preserves equalizers by as-
sumption, we deduce that also CCUGDF preserves equalizers. Now, we want to
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prove that CνD : CFD →
(CA ← DB

)
and CκD :

(CA ← DB
)
→ CFD determine a

bijection. We have (
CκD ◦ CνD

) ((
Q, CρQ, ρ

D
Q

))
= CκD

(
CQD

)
=
(CU ◦ CQD ◦ DF , CUγCCQDDF , CUCQDγDDF

)
=
(
Q, CUγCCQ,QDγDDF

)
=
(
Q, CρQ, ρ

D
QDDF

)
=
(
Q, CρQ, ρ

D
Q

)
and (

CνD ◦ CκD
)
(G) = CνD

((CU ◦G ◦ DF , CUγCGDF , CUGγDDF
))

= C
(CU ◦G ◦ DF

)D
= C

((CU ◦G ◦ DF
)
D
)

(40)
= C

(CU ◦G
) (41)

= G.

�

Proposition 4.38. Let C =
(
C,∆C , εC

)
be a comonad over a category A with equal-

izers and assume that C preserves equalizers. Let D =
(
D,∆D, εD

)
be a comonad

over a category B with equalizers and let Q : B → A be a C-D-bicomodule functor.
Then there exists a unique lifted functor CQD : DB → CA such that

CUCQDDF = Q.

Proof. By Proposition 4.30 there exists a unique functor CQD : DB → CA such that
CUCQD = QD. Now, by Proposition 4.32 we also get that QDDF = Q so that we
obtain

CUCQDDF = Q.

�

Corollary 4.39. Let C =
(
C,∆C , εC

)
be a comonad over a category A with equal-

izers and assume that C preserves equalizers and let Q : A → A be a C-bicomodule
functor. Then there exists a unique lifted functor CQC : CA → CA such that

CUCQCCF = Q.

Proof. We can apply Proposition 4.38 to the case D = C and B = A. �

Proposition 4.40. Let C =
(
C,∆C , εC

)
be a comonad over a category A with equal-

izers and assume that C preserves equalizers. Let D =
(
D,∆D, εD

)
be a comonad

over a category B with equalizers and let P,Q : B → A be C-D-bicomodule func-
tors. Let f : P → Q be a functorial morphism of left C-comodule functors and of
right D-comodule functors. Then there exists a unique functorial morphism of left
C-comodule functors

fD : PD → QD

satisfying
ιQ ◦ fD =

(
fDU

)
◦ ιP .

Then we can consider
CfD : CPD → CQD

such that
DUCfD = fD.
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Proof. Consider the following diagram

PD
ιP //

fD

��

PDU

fDU
��

ρDP
DU

//

PDUγD
//

fDU
��

PDDU

fDDU
��

QD ιQ // QDU
ρDQ

DU
//

QDUγD
// QDDU

Since f is a functorial morphism and it is a functorial morphism of right D-comodule
functors, the right square serially commutes. Note that(

ρDQ
DU
)
◦
(
fDU

)
◦ ιP =

(
QDUγD

)
◦
(
fDU

)
◦ ιP

so that, by the universal property of the equalizer, there exists a unique morphism
fD : PD → QD such that

(42)
(
fDU

)
◦ ιP = ιQ ◦ fD.

We now want to prove that fD is a functorial morphism of left C-comodule functor.
In fact we have (

CιQ
)
◦ CρQD ◦ fD

(33)
=
(
CρQ

DU
)
◦ ιQ ◦ fD

(42)
=
(
CρQ

DU
)
◦
(
fDU

)
◦ ιP

f leftCcolin
=

(
CfDU

)
◦
(
CρP

DU
)
◦ ιP

(33)
=
(
CfDU

)
◦
(
CιP

)
◦ CρPD

(42)
=
(
CιQ

)
◦
(
CfD

)
◦ CρPD

and since C preserves equalizers CιQ is a monomorphism so that we get
CρQD ◦ fD =

(
CfD

)
◦ CρPD .

Then there exists a functorial morphism CfD : CPD → CQD such that
CUCfD = fD.

�

Corollary 4.41. Let C =
(
C,∆C , εC

)
be a comonad over a category A with equal-

izers and assume that C preserves equalizers and let P,Q : B → A be C-bicomodule
functors. Let f : P → Q be a functorial morphism of C-bicomodule functors. Then
there exists a unique functorial morphism of left C-comodule functors

fC : PC → QC

satisfying
ιQ ◦ fC =

(
fCU

)
◦ ιP .

Then we can consider
CfC : CPC → CQC

such that
CUCfC = fC .

Proof. We can apply Proposition 4.40 to the case D = C and B = A. �



62

4.2. The comparison functor for comonads.

Proposition 4.42 ([GT, Proposition 2.1]). Let (L,R) be an adjunction where L :
B → A and R : A → B and let C =

(
C,∆C , εC

)
be a comonad on a category A.

There exists a bijective correspondence between the following collections of data:

M comonad morphisms ϕ : LR = (LR,LηR, ε)→ C =
(
C,∆C , εC

)
R functorial morphism α : R→ RC such that (R,α) is a right comodule functor

for the comonad C
L functorial morphism β : L→ CL such that (L, β) is a left comodule functor

for the comonad C
given by

Θ : M→ R where Θ (ϕ) = (Rϕ) ◦ (ηR)

Ξ : R→M where Ξ (α) = (εC) ◦ (Lα)

Γ : M→ L where Γ (ϕ) = (ϕL) ◦ (Lη)

Λ : L→M where Λ (β) = (Cε) ◦ (βR) .

Proof. For a given ϕ ∈M, we compute

(Θ (ϕ)C) ◦Θ (ϕ) = (RϕC) ◦ (ηRC) ◦ (Rϕ) ◦ (ηR)
η
= (RϕC) ◦ (RLRϕ) ◦ (ηRLR) ◦ (ηR)

η,ϕ
= (Rϕϕ) ◦ (RLηR) ◦ (ηR)

ϕmorphcom
=

(
R∆C

)
◦ (Rϕ) ◦ (ηR) =

(
R∆C

)
◦Θ (ϕ)

and (
RεC

)
◦Θ (ϕ) =

(
RεC

)
◦ (Rϕ) ◦ (ηR)

ϕmorphcom
= (Rε) ◦ (ηR) = R.

Therefore we deduce that Θ (ϕ) ∈ R. For a given α ∈ R, we compute

(Ξ (α) Ξ (α)) ◦ (LηR)
Ξ(α)
= (Ξ (α)C) ◦ (LRΞ (α)) ◦ (LηR)

= (εCC) ◦ (LαC) ◦ (LRεC) ◦ (LRLα) ◦ (LηR)

η
= (εCC) ◦ (LαC) ◦ (Lα)

(R,α)
= (εCC) ◦

(
LR∆C

)
◦ (Lα)

ε
= ∆C ◦ (εC) ◦ (Lα) = ∆C ◦ Ξ (α)

and

εC ◦ Ξ (α) = εC ◦ (εC) ◦ (Lα)
ε
= ε ◦

(
LRεC

)
◦ (Lα)

(R,α)
= ε.

Therefore we deduce that Ξ (α) ∈M. For a given ϕ ∈M, we compute

[CΓ (ϕ)] ◦ Γ (ϕ) = (CϕL) ◦ (CLη) ◦ (ϕL) ◦ (Lη)
ϕ
= (ϕCL) ◦ (LRϕL) ◦ (LRLη) ◦ (Lη)

η
= (ϕCL) ◦ (LRϕL) ◦ (LηRL) ◦ (Lη)

= (ϕϕL) ◦ (LηRL) ◦ (Lη)
ϕmorphcom

=
(
∆CL

)
◦ (ϕL) ◦ (Lη) =

(
∆CL

)
◦ Γ (ϕ)

and (
εCL

)
◦ Γ (ϕ) =

(
εCL

)
◦ (ϕL) ◦ (Lη)

ϕmorphcom
= (εL) ◦ (Lη) = L.

Therefore we deduce that Γ (ϕ) ∈ L. For a given β ∈ L, we compute

(Λ (β) Λ (β)) ◦ (LηR)
Λ(β)
= (CΛ (β)) ◦ (Λ (β)LR) ◦ (LηR)
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= (CCε) ◦ (CβR) ◦ (CεLR) ◦ (βRLR) ◦ (LηR)

β
= (CCε) ◦ (CβR) ◦ (CεLR) ◦ (CLηR) ◦ (βR) = (CCε) ◦ (CβR) ◦ (βR)

(L,β)
= (CCε) ◦

(
∆CLR

)
◦ (βR) =

∆C

= ∆C ◦ (Cε) ◦ (βR) = ∆C ◦ Λ (β)

and

εC ◦ Λ (β) = εC ◦ (Cε) ◦ (βR)
εC
= ε ◦

(
εCLR

)
◦ (βR)

(L,β)
= ε.

Therefore we deduce that Λ (β) ∈M. Let now ϕ ∈M and let us calculate

ΞΘ (ϕ) = (εC) ◦ (LRϕ) ◦ (LηR)
ε
= ϕ ◦ (εLR) ◦ (LηR) = ϕ.

Let now α ∈ R and let us calculate

ΘΞ (α) = (RΞ (α)) ◦ (ηR) = (RεC) ◦ (RLα) ◦ (ηR) (RεC) ◦ (ηRC) ◦ α = α.

Let now ϕ ∈M and let us calculate

ΛΓ (ϕ) = (Cε) ◦ (Γ (ϕ)R) = (Cε) ◦ (ϕLR) ◦ (LηR)
ϕ
= ϕ ◦ (LRε) ◦ (LηR) = ϕ.

Let now β ∈ L and let us calculate

ΓΛ (β) = (Λ (β)L) ◦ (Lη) = (CεL) ◦ (βRL) ◦ (Lη)
β
= (CεL) ◦ (CLη) ◦ β = β.

�

Theorem 4.43 ([D, Theorem II.1.1] and [GT, Theorem 1.2]). Let (L,R) be an ad-
junction where L : B → A and R : A → B and let C =

(
C,∆C , εC

)
be a comonad

on a category A. There exists a bijective correspondence between the following col-
lections of data:

K Functors K : B → CA such that CU ◦K = L,
M comonad morphisms ϕ : LR = (LR,LηR, ε)→ C =

(
C,∆C , εC

)
given by

Ψ : K→M where Ψ (K) = (Cε) ◦
([CU (γCK)]R)

Υ : M→ K where Υ (ϕ) (Y ) = (LY, (ϕLY ) ◦ (LηY )) and Υ (ϕ) (f) = L (f) .

Proof. By Corollary 4.25, there exists a bijective correspondence between K and the
collection L of functorial morphisms β : L→ CL such that (L, β) is a left comodule
functor for the comonad C given by

Φ : K→ L where Φ (K) = CU
(
γCK

)
: L→ CL

Ω : L→ K where Ω (β) (Y ) = (LY, βY ) and Ω (β) (f) = L (f) .

By Proposition 4.42, there exists a bijective correspondence between L and the
collection M of comonad morphisms ϕ : LR = (LR,LηR, ε) → C =

(
C,∆C , εC

)
given by

Λ : L→M where Λ (β) = (Cε) ◦ (βR)

Γ : M→ L where Γ (ϕ) = (ϕL) ◦ (Lη) .

We compute
(Λ ◦ Φ) (K) = (Cε) ◦

([CU (γCK)]R) = Ψ (K)
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and

[(Ω ◦ Γ) (ϕ)] (Y ) = (LY, (ϕLY ) ◦ (LηY )) = Υ (ϕ) (Y ) and [(Ω ◦ Γ) (ϕ)] (f) = Lf.

�

Remark 4.44. When C = LR = (LR,LηR, ε) and ϕ = IdLR the functor K =
Υ (ϕ) : B → LRA such that LRU ◦K = L is called the Eilenberg-Moore comparison
functor.

Corollary 4.45. Let C =
(
C,∆C , εC

)
and D =

(
D,∆D, εD

)
be comonads on a

category A. There exists a bijective correspondence between the following collections
of data:

K Functors K : CA → DA such that DU ◦K = CU ,
M comonad morphisms ϕ : C→ D

given by

Ψ : K →M where Ψ (K) = (Cε) ◦
([DU (γDK)] CF

)
Υ : M→K where Υ (ϕ) (Y ) =

(CUY,
(
ϕCUY

)
◦
(CUγCY

))
and Υ (ϕ) (f) = CU (f) .

Proof. Apply Theorem 4.43 to the case L = CU : CA → A and R = CF : A → CA
and note that (LR,LηR, ε) =

(CUCF , CUγCCF , εC
)

=
(
C,∆C , εC

)
. �

Proposition 4.46. Let (L,R) be an adjunction where L : B → A and R : A →
B , let C =

(
C,∆C , εC

)
be a comonad on the category A and let ϕ : LR =

(LR,LηR, ε) → C =
(
C,∆C , εC

)
be a comonad morphism. Let α = Θ (ϕ) =

(Rϕ) ◦ (ηR). Then the isomorphism aX,Y : HomA (LY,X) → HomB (Y,RX) of the
adjunction (L,R) induces an isomorphism

â
X,Y

: HomCA
(
KϕY,

(
X, CρX

))
→ EquSets

(
HomB (Y, αX) ,HomB

(
Y,RCρX

))
.

Proof. Let

aX,Y : HomA (LY,X)→ HomB (Y,RX)

be the isomorphism of the adjunction (L,R) for every Y ∈ B and for every X ∈ A.
Recall that aX,Y (ξ) = (Rξ) ◦ (ηY ) and a−1

X,Y (ζ) = (εX) ◦ (Lζ) . Let us check that
we can apply Lemma 2.15 to the case Z = HomA (L−, X) , Z ′ = HomB (−, RX) ,
W = HomA (L−, CX) , W ′ = HomB (−, RCX), a = CρX ◦ −, b = C − ◦Γ (ϕ)Y,
a′ = HomB (−, αX), b′ = HomB

(
−, RCρX

)
and ϕ = aX,−, ψ = aCX,−, E =

EquFun

(
CρX ◦ −, C (−) ◦ Γ (ϕ)Y

)
and

E ′ = EquFun

(
HomB (−, αX) ,HomB

(
−, RCρX

))
EquFun

(CρX ◦ −, C (−) ◦ Γ (ϕ)−
) âX,− //

i
��

EquFun

(
HomB (−, αX) ,HomB

(
−, RCρX

))
i′

��
Z = HomA (L−, X)

aX,− //

b=C−◦Γ(ϕ)−
��

a=CρX◦−
��

Z ′ = HomB (−, RX)

b′=HomB(−,RCρX)
��

a′=HomB(−,αX)
��

W = HomA (L−, CX)
aCX,− // W ′ = HomB (−, RCX)
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For every Y ∈ B, X ∈ A and for every ξ ∈ HomA (LY,X) , let us compute

HomB (Y, αX) ◦ aX,Y (ξ) = αX ◦ aX,Y (ξ) = (RϕX) ◦ (ηRX) ◦ aX,Y (ξ)

defa
= (RϕX) ◦ (ηRX) ◦ (Rξ) ◦ (ηY )

η
= (RϕX) ◦ (RLRξ) ◦ (RLηY ) ◦ (ηY )

defa
= aCX,Y [(ϕX) ◦ (LRξ) ◦ (LηY )]

ϕ
=

= aCX,Y [(Cξ) ◦ (ϕLY ) ◦ (LηY )]

Since Γ (ϕ) = (ϕL) ◦ (Lη) we have obtained that

HomB (Y, αX) ◦ aX,Y = aCX,Y ◦ [(C−) ◦ (Γ (ϕ)Y )] .

Let us calculate

HomB
(
Y,RCρX

)
◦ aX,Y (ξ) =

(
RCρX

)
◦ aX,Y (ξ)

defa
=
(
RCρX

)
◦ (Rξ) ◦ (ηY )

defa
= aCX,Y

(
CρX ◦ ξ

)
Therefore we get that

HomB
(
Y,RCρX

)
◦ aX,Y = aCX,Y ◦

(
CρX ◦ −

)
Since Kϕ (Y ) = Υ (ϕ) (Y ) = (LY, (ϕLY ) ◦ (LηY )), for every χ ∈ HomA (LY ,X) we
have

[C (−) ◦ Γ (ϕ)Y ] (χ) = Γ (ϕ)Y = (Cχ) ◦ (ϕLY ) ◦ (LηY ) = (Cχ) ◦ CρLY
and [

CρX ◦ −
]
(χ) = CρX ◦ χ

so that

[C (−) ◦ Γ (ϕ)Y ] (χ) =
[
CρX ◦ −

]
(χ) if and only if

χ ∈ HomCA
(
((LY ) , (ϕLY ) ◦ (LηY )) ,

(
X, CρX

))
.

Thus we get

EquHomA(LY ,X)

(
CρX ◦ −, C (−) ◦ Γ (ϕ)Y

)
=
{
f ∈ HomA (LY ,X) | CρX ◦ f = (Cf) ◦ (Γ (ϕ)Y )

}
=
{
f ∈ HomA (LY ,X) | CρX ◦ f = (Cf) ◦ (ϕLY ) ◦ (LηY )

}
=
{
f ∈ HomA

(CU (KϕY ) , CU
(
X, CρX

))
| CρX ◦ f = (Cf) ◦ CρCU(KϕY )

}
= HomCA

(
KϕY,

(
X, CρX

))
so that EquFun

(
CρX ◦ −, C (−) ◦ Γ (ϕ)−

)
= HomCA

(
Kϕ−,

(
X, CρX

))
. �

Part of the following Proposition is already in [GT], Proposition 2.3.

Proposition 4.47. Let (L,R) be an adjunction where L : B → A and R : A → B,
let C =

(
C,∆C , εC

)
be a comonad on a category A and let ϕ : LR = (LR,LηR, ε)→

C =
(
C,∆C , εC

)
be a comonad morphism. Let α = Θ (ϕ) = (Rϕ) ◦ (ηR). Then

the functor Kϕ = Υ (ϕ) : B → CA has a right adjoint Dϕ : CA → B if and only if,
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for every
(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
. In this case there exists a

functorial morphism dϕ : Dϕ → RCU such that

(Dϕ, dϕ) = EquFun

(
αCU,RCUγC

)
.

and thus [
Dϕ

((
X, CρX

))
, dϕ

(
X, CρX

)]
= EquB

(
αX,R

(
CρX

))
.

Proof. Assume first that, for every
(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
.

By Proposition 4.46, the isomorphism aX,Y : HomA (LY,X) → HomB (Y,RX) of
the adjunction (L,R) induces an isomorphism

âX,Y : HomCA
(
KϕY,

(
X, CρX

))
→ EquSets

(
HomB (Y, αX) ,HomB

(
Y,RCρX

))
.

Let
(
Dϕ

((
X, CρX

))
, dϕ

((
X, CρX

)))
denote the equalizer

Dϕ

(
X, CρX

) dϕ // RX
RCρX //
αX

// RCX

where dϕ
(
X, CρX

)
: Dϕ

((
X, CρX

))
→ RX is the canonical embedding. Then, by

Lemma 2.17 we have(
HomB

(
Y,Dϕ

((
X, CρX

)))
,HomB

(
Y, dϕ

((
X, CρX

))))
= EquSets

(
HomB (Y, αX) ,HomB

(
Y,RCρX

))
.

Thus, for every
(
X, CρX

)
∈ CA and for every Y ∈ B, aX,Y induces an isomorphism

âX,Y : HomCA
(
KϕY,

(
X, CρX

))
→ HomB

(
Y,Dϕ

(
X, CρX

))
such that the following

diagram is commutative

(43) HomCA
(
KϕY,

(
X, CρX

)) âX,Y //

��

HomB
(
Y,Dϕ

(
X, CρX

))
HomB(Y,dϕ)

��
HomA (LY,X)

aX,Y //

(C−)◦(βX)
��

CρX◦−
��

HomB (Y,RX)

HomB(Y,αX)
��

HomB(Y,RCρX)
��

HomA (LY,CX)
aCX,Y // HomB (Y,RCX)

i.e. (Kϕ, Dϕ) is an adjunction.
Conversely, assume now that the functor Kϕ = Υ (ϕ) : B → CA has a right adjoint
Dϕ : CA → B. Let ε̂ : KϕDϕ → IdCA be the counit of the adjunction (Kϕ, Dϕ) and
let

dϕ = aCU,Dϕ

(CUε̂
)

=
(
RCUε̂

)
◦ (ηDϕ) : Dϕ → RCU.

We will prove that
(Dϕ, dϕ) = EquFun

(
αCU,RCUγC

)
.

First of all let us compute(
αCU

)
◦ dϕ =

(
αCU

)
◦
(
RCUε̂

)
◦ (ηDϕ)

=
(
RϕCU

)
◦
(
ηRCU

)
◦
(
RCUε̂

)
◦ (ηDϕ)

η
=
(
RϕCU

)
◦
(
RLRCUε̂

)
◦ (RLηDϕ) ◦ (ηDϕ)



67

ϕ
=
(
RCCUε̂

)
◦ (RϕLDϕ) ◦ (RLηDϕ) ◦ (ηDϕ)

and also (
RCUγC

)
◦ dϕ =

(
RCUγC

)
◦
(
RCUε̂

)
◦ (ηDϕ)

bεmorphCA
=

(
RCCUε̂

)
◦
(
RCUγCKϕDϕ

)
◦ (ηDϕ)

defKϕ
=

(
RCCUε̂

)
◦ (RϕLDϕ) ◦ (RLηDϕ) ◦ (ηDϕ)

so that (
αCU

)
◦ dϕ =

(
RCUγC

)
◦ dϕ.

Now, we will prove that the following diagram is commutative

HomCA
(
KϕY,

(
X, CρX

)) ba(X,CρX),Y
//

CU
��

HomB
(
Y,Dϕ

(
X, CρX

))
HomB(Y,dϕ(X,CρX))

��
HomA (LY,X)

aX,Y // HomB (Y,RX) .

In fact, for every ζ ∈ HomCA
(
KϕY,

(
X, CρX

))
, we have[

HomB
(
Y, dϕ

(
X, CρX

))
◦ â(X,CρX),Y

]
(ζ)

defba
= HomB

(
Y, dϕ

(
X, CρX

))
[(Dϕζ) ◦ (η̂Y )]

=
(
dϕ
(
X, CρX

))
◦ (Dϕζ) ◦ (η̂Y )

defdϕ
=
(
RCUε̂

(
X, CρX

))
◦
(
ηDϕ

(
X, CρX

))
◦ (Dϕζ) ◦ (η̂Y )

η
=
(
RCUε̂

(
X, CρX

))
◦ (RLDϕζ) ◦ (RLη̂Y ) ◦ (ηY )

defKϕ
=

(
RCUε̂

(
X, CρX

))
◦
(
RCUKϕDϕζ

)
◦
(
RCUKϕη̂Y

)
◦ (ηY )

bε
=
(
RCUζ

)
◦
(
RCUε̂KϕY

)
◦
(
RCUKϕη̂Y

)
◦ (ηY )

(Kϕ,Dϕ)
=

(
RCUζ

)
◦ (ηY )

and on the other hand(
aX,Y ◦ CU

)
(ζ) = aX,Y

(CUζ
) defa

=
(
RCUζ

)
◦ (ηY )

so that, for every
(
X, CρX

)
∈ CA we have

HomB
(
−, dϕ

(
X, CρX

))
◦ â(X,CρX),− = aX,− ◦ CU.

Since aX,− and â(X,CρX),− are isomorphisms, we deduce that HomB
(
−, dϕ

(
X, CρX

))
is mono. Applying the commutativity of this diagram in the particular case of(
X, CρX

)
= KϕY, we get that

(dϕKϕY ) ◦ (η̂Y ) = HomB (Y, dϕKϕY ) (η̂Y )

= HomB (Y, dϕKϕY )
(
âKϕY,Y

(
IdKϕY

))
=
[
HomB (Y, dϕKϕY ) ◦ âKϕY,Y

] (
IdKϕY

)
=
[
aCUKϕY,Y ◦

CU
] (

IdKϕY
)

= (aLY,Y )
(CUIdKϕY

)
= (aLY,Y )

(
IdCUKϕY

)
= aLY,Y (IdLY ) = ηY
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i.e.

(44) (dϕKϕY ) ◦ (η̂Y ) = ηY.

Now, we have to prove the universal property of the equalizer. Let Z ∈ B and let
ζ : Z → RX be a morphism such that (αX) ◦ ζ =

(
RCρX

)
◦ ζ, i.e.

(RϕX) ◦ (ηRX) ◦ ζ =
(
RCρX

)
◦ ζ.

This means ζ ∈ EquSets

(
HomB (Y, αX) ,HomB

(
Y,RCρX

))
' HomCA

(
KϕY,

(
X, CρX

))
by Proposition 4.46. Then,

a−1
X,Z (ζ) = (εX) ◦ (Lζ) ∈ HomCA

(
(LZ, (ϕLZ) ◦ (LηZ)) ,

(
X, CρX

))
= HomCA

(
KϕZ,

(
X, CρX

))
.

We want to prove that there exists ζ ′ : Z → Dϕ

(
X, CρX

)
such that dϕ

(
X, CρX

)
◦ζ ′ =

ζ. By hypothesis the map

HomCA
(
KϕY,

(
X, CρX

)) ba(X,CρX),Y
// HomB

(
Y,Dϕ

(
X, CρX

))
is bijective. Hence, given (εX) ◦ (Lζ) ∈ HomCA

(
KϕZ,

(
X, CρX

))
,

â(X,CρX),Z ((εX) ◦ (Lζ)) = (DϕεX) ◦ (DϕLζ) ◦ (η̂Z) ∈ HomB
(
Z,Dϕ

(
X, CρX

))
. We

want to prove that(
dϕ
(
X, CρX

))
◦ (DϕεX) ◦ (DϕLζ) ◦ (η̂Z) = ζ.

We compute(
dϕ
(
X, CρX

))
◦ (Dϕε) ◦ (DϕLζ) ◦ (η̂Z)

dϕ
= (RεX) ◦ (RLζ) ◦ (dϕKϕZ) ◦ (η̂Z)

(44)
= (RεX) ◦ (RLζ) ◦ (ηZ)

η
= (RεX) ◦ (ηRX) ◦ ζ (L,R)

= ζ.

Let us denote by ζ ′ = (DϕεX)◦(DϕLζ)◦(η̂Z) the morphism such that
(
dϕ
(
X, CρX

))
◦

ζ ′ = ζ. We have to prove that ζ ′ is unique with respect to this property. Let
ζ ′′ : Z → Dϕ

(
X, CρX

)
be another morphism in B such that

(
dϕ
(
X, CρX

))
◦ ζ ′′ = ζ.

Then we have

HomB
(
Z, dϕ

(
X, CρX

))
(ζ ′′) =

(
dϕ
(
X, CρX

))
◦ ζ ′′ = ζ

=
(
dϕ
(
X, CρX

))
◦ ζ ′ = HomB

(
Z, dϕ

(
X, CρX

))
(ζ ′)

and since HomB
(
Z, dϕ

(
X, CρX

))
is mono we deduce that

ζ ′′ = ζ ′.

�

Corollary 4.48. Let (L,R) be an adjunction where L : B → A and R : A → B.
Let α = Θ (IdLR) = ηR. Then the functor K = Υ (IdLR) : B → LRA has a right
adjoint D : LRA → B if and only if, for every

(
X, LRρX

)
∈ LRA, there exists

EquB
(
ηRX,RLRρX

)
. In this case there exists a functorial morphism d : D → RLRU

such that

(D, d) = EquFun

(
ηRLRU,RLRUγLR

)
.
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and thus [
D
((
X, LRρX

))
, d
(
X, LRρX

)]
= EquB

(
ηRX,R

(
LRρX

))
.

Proof. We can apply Proposition 4.47 with ”ϕ” = IdLR. �

Remark 4.49 ([GT]). In the setting of Proposition 4.47, for every Y ∈ B, we note
that the unit of the adjunction (Kϕ, Dϕ) is given by

η̂Y = âKϕY,Y
(
IdKϕY

)
: Y → DϕKϕ (Y ) .

We will consider the diagram (43) in the particular case of
(
X, CρX

)
= KϕY. Note

that since KϕY = (LY, (ϕLY ) ◦ (LηY )) = (LY, βY ) we have

(DϕKϕ (Y ) , dϕKϕ (Y )) = (Dϕ ((LY, βY )) , dϕKϕ (Y )) = EquB (αLY,RβY )

i.e.

(45) (DϕKϕ (Y ) , dϕKϕ (Y )) = EquB (αLY,RβY )

where β = Γ (ϕ) = (ϕL) ◦ (Lη). We compute

(dϕKϕY ) ◦ (η̂Y ) = HomB (Y, dϕKϕY ) (η̂Y ) = HomB (Y, dϕKϕY )
(
âKϕY,Y

(
IdKϕY

))
=
[
HomB (Y, dϕKϕY ) ◦ âKϕY,Y

] (
IdKϕY

) (43)
= aKϕY,Y

CU
(
IdKϕY

)
= aKϕY,Y

(
IdCUKϕY

)
= aKϕY,Y (IdRY ) = ηY

so that

(46) (dϕKϕY ) ◦ (η̂Y ) = ηY.

On the other hand, for every
(
X, CρX

)
∈ CA, the counit of the adjunction (Kϕ, Dϕ)

is given by

ε̂
(
X, CρX

)
= â−1

X,Dϕ(X,CρX)

(
IdDϕ(X,CρX)

)
: KϕDϕ

((
X, CρX

))
→
(
X, CρX

)
.

Then we have that

âX,Dϕ(X,CρX)

(
ε̂
(
X, CρX

))
= IdDϕ(X,CρX).

By commutativity of the diagram (43), we deduce that

dϕ
(
X, CρX

)
= dϕ

(
X, CρX

)
◦
(
âX,Dϕ(X,CρX)

(
ε̂
(
X, CρX

)))
= aX,Dϕ(X,CρX)

(CUε̂
(
X, CρX

))
.

Thus we obtain that

(47) CUε̂
(
X, CρX

)
= a−1

X,Dϕ(X,CρX)

(
dϕ
(
X, CρX

))
= (εX) ◦

(
Ldϕ

(
X, CρX

))
.

Observe that, for every X ∈ A, we have that CF (X) =
(
CX,∆CX

)
∈ CA. More-

over (
Dϕ

CF (X) , dϕ
CF (X)

)
=
(
Dϕ

(
CX,∆CX

)
, dϕ

(
CX,∆CX

))
=

= EquB
(
αCX,R∆CX

) (4.15)
= (RX,αX)

so that we get

(48)
(
Dϕ

CF , dϕ
CF
)

= (R,α) .
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In particular

(49) dϕ
(
CX,∆CX

)
= αX.

Corollary 4.50. In the setting of Proposition 4.47, assume that, for every
(
X, CρX

)
∈

CA, there exists EquB
(
αX,RCρX

)
. Then for every X ∈ A we have

CUε̂
(
CX,∆CX

)
= ϕX

and hence
CUε̂CF = ϕ

where ε̂ is the counit of the adjunction (Kϕ, Dϕ).

Proof. Let us calculate

CUε̂
(
CX,∆CX

) (47)
= (εCX) ◦

(
Ldϕ

(
CX,∆CX

))
(48)
= (εCX) ◦ (LαX) = Ξ (α) (X) = ϕX.

�

Corollary 4.51. In the setting of Proposition 4.47, assume that, for every
(
X, CρX

)
∈

CA, there exists EquB
(
αX,RCρX

)
. Then, the functor Dϕ is full and faithful if and

only if ε̂ is a functorial isomorphism.

Proof. By Proposition 4.47, (Kϕ, Dϕ) is an adjunction with counit ε̂ : KϕDϕ → CA.
Then we can apply Proposition 2.32. �

Lemma 4.52 ([GT, Lemma 2.5]). In the setting of Proposition 4.47, assume that, for
every

(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
. Then, for every

(
X, CρX

)
∈

CA the following diagram

LDϕ

(
X, CρX

) CUbε(X,CρX)
//

Ldϕ(X,CρX)
��

CU
(
X, CρX

)
CUCγ(X,CρX)

��

LRCU
(
X, CρX

) ϕCU(X,CρX)
//

LRCUCγ(X,CρX)
��

LαCU(X,CρX)
��

CCU
(
X, CρX

)
CCUCγ(X,CρX)

��
∆CCU(X,CρX)

��

LRCCU
(
X, CρX

) ϕCCU(X,CρX)
// CCCU

(
X, CρX

)
serially commutes. Therefore we get(CUγC

)
◦
(CUε̂

)
=
(
ϕCU

)
◦ (Ldϕ) and

(
∆CCU

)
◦
(
ϕCU

)
=
(
ϕCCU

)
◦
(
LαCU

)
.

Proof. Let us compute

CρX ◦ CUε̂
(
X, CρX

) (47)
= CρX ◦ (εX) ◦

(
Ldϕ

(
X, CρX

))
ϕmorphcomonads

= CρX ◦
(
εCX

)
◦ (ϕX) ◦

(
Ldϕ

(
X, CρX

))
εC
=
(
εCCX

)
◦
(
CCρX

)
◦ (ϕX) ◦

(
Ldϕ

(
X, CρX

))
ϕ
=
(
εCCX

)
◦ (ϕCX) ◦

(
LRCρX

)
◦
(
Ldϕ

(
X, CρX

))
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defdϕ
=
(
εCCX

)
◦ (ϕCX) ◦ (LαX) ◦

(
Ldϕ

(
X, CρX

))
defα
=
(
εCCX

)
◦ (ϕCX) ◦ (LRϕX) ◦ (LηRX) ◦

(
Ldϕ

(
X, CρX

))
ϕ
=
(
εCCX

)
◦ (ϕϕX) ◦ (LηRX) ◦

(
Ldϕ

(
X, CρX

))
ϕmorphcomonads

=
(
εCCX

)
◦
(
∆CX

)
◦ (ϕX) ◦

(
Ldϕ

(
X, CρX

))
Ccomonad

= (ϕX) ◦
(
Ldϕ

(
X, CρX

))
so that we deduce that

CρX ◦
(CUε̂

(
X, CρX

))
= (ϕX) ◦

(
Ldϕ

(
X, CρX

))
and thus (CUγC

)
◦
(CUε̂

)
=
(
ϕCU

)
◦ Ldϕ.

Let us calculate(
∆CCU

)
◦
(
ϕCU

) ϕcomonadmorph
=

(
ϕϕCU

)
◦
(
LηRCU

)
=
(
ϕCCU

)
◦
(
LRϕCU

)
◦
(
LηRCU

) defα
=
(
ϕCCU

)
◦
(
LαCU

)
.

�

Theorem 4.53 ([GT] Theorem 2.6). Let (L,R) be an adjunction where L : B → A
and R : A → B, let C =

(
C,∆C , εC

)
be a comonad on a category A and let ϕ : LR =

(LR,LηR, ε)→ C =
(
C,∆C , εC

)
be a comonad morphism. Let α = Θ (ϕ) = (Rϕ) ◦

(ηR) and assume that, for every
(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
.

Then we can consider the functor Kϕ = Υ (ϕ) : B → CA and its right adjoint
Dϕ : CA → B. Dϕ is full and faithful if and only if

1) L preserves the equalizer

(Dϕ, dϕ) = EquFun

(
αCU,RCUγC

)
.

2) ϕ : LR→ C is a comonad isomorphism.

Proof. Recall that, by Corollary 4.50,

(50) CUε̂CF = ϕ.

By Corollary 4.51, Dϕ is full and faithful if and only if ε̂ is a functorial isomorphism.
Let us assume that ε̂ is a functorial isomorphism, hence ϕ is an isomorphism too.

Recall that, by Lemma4.52, we have

(51)
(CUγC

)
◦
(CUε̂

)
=
(
ϕCU

)
◦ (Ldϕ)

so that

(52) CUγC =
(
ϕCU

)
◦ (Ldϕ) ◦

(CUε̂−1
)
.

Let us consider the diagram

LDϕ
dϕ // LRCU

LRCUγC //

LαCU

// LRCCU
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We have to prove that (LDϕ, Ldϕ) = EquFun

(
LαCU,LRCUγC

)
. Since L is a functor,

we clearly have
(
LαCU

)
◦(Ldϕ) =

(
LRCUγC

)
◦(Ldϕ). Let Z : Z → CA be a functor

and let ξ : Z → LRCU be a functorial morphism such that(
LαCU

)
◦ ξ =

(
LRCUγC

)
◦ ξ.

Recall that
(
εCCU

)
◦
(CUγC

)
= CU and

(CFεC
)
◦
(
γCCF

)
= CF . We compute(

ϕCU
)
◦ ξ = IdCCU ◦ ϕCU ◦ ξ Ccomonad

=
(
εCCCU

)
◦
(
∆CCU

)
◦
(
ϕCU

)
◦ ξ =

ϕcomonadmorp
=

(
εCCCU

)
◦
(
ϕϕCU

)
◦
(
LηRCU

)
◦ ξ =

=
(
εCCCU

)
◦
(
ϕCCU

)
◦
(
LRϕCU

)
◦
(
LηRCU

)
◦ ξ =

=
(
εCCCU

)
◦
(
ϕCCU

)
◦
(
LαCU

)
◦ ξ =

(
εCCCU

)
◦
(
ϕCCU

)
◦
(
LRCUγC

)
◦ ξ =

ϕ
=
(
εCCCU

)
◦
(
CCUγC

)
◦
(
ϕCU

)
◦ ξ εC

=
(CUγC

)
◦
(
εCCU

)
◦
(
ϕCU

)
◦ ξ =

(52)
=
(
ϕCU

)
◦ (Ldϕ) ◦

(CUε̂−1
)
◦
(
εCCU

)
◦
(
ϕCU

)
◦ ξ.

Since ϕ is iso, we get

ξ = (Ldϕ) ◦
[(CUε̂−1

)
◦
(
εCCU

)
◦
(
ϕCU

)
◦ ξ
]
.

Let now w : Z → LDϕ be a functorial morphism such that

ξ = (Ldϕ) ◦ w.

We compute (CUγC
)
◦
(CUε̂

)
◦
[(CUε̂−1

)
◦
(
εCCU

)
◦
(
ϕCU

)
◦ ξ
]

=

(51)
=
(
ϕCU

)
◦ (Ldϕ) ◦

[(CUε̂−1
)
◦
(
εCCU

)
◦
(
ϕCU

)
◦ ξ
]

=

=
(
ϕCU

)
◦ ξ =

(
ϕCU

)
◦ (Ldϕ) ◦ w

(51)
=
(CUγC

)
◦
(CUε̂

)
◦ w

and since CUγC is a monomorphism (since it is an equalizer) and ε̂ is an isomorphism
we obtain that (CUε̂−1

)
◦
(
εCCU

)
◦
(
ϕCU

)
◦ ξ = w.

Conversely, assume that 1) and 2) hold. Then ϕ is a functorial isomorphism. Con-
sider the diagram

LDϕ

(
X, CρX

) CUbε(X,CρX)
//

Ldϕ(X,CρX)
��

CU
(
X, CρX

)
CUCγ(X,CρX)

��

LRCU
(
X, CρX

) ϕCU(X,CρX)
//

LRCUCγ(X,CρX)
��

LαCU(X,CρX)
��

CCU
(
X, CρX

)
CCUCγ(X,CρX)

��
∆CCU(X,CρX)

��

LRCCU
(
X, CρX

) ϕCCU(X,CρX)
// CCCU

(
X, CρX

)
of Lemma 4.52 where the last row is always an equalizer (see Proposition 4.13) and
the first row is also an equalizer by the assumption 1). Then we can apply Lemma
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2.15 and hence we get that CUε̂ is a functorial isomorphism. Since,by Proposition
4.17, CU reflects isomorphism we deduce that ε̂ is a functorial isomorphism. �

Corollary 4.54. Let (L,R) be an adjunction where L : B → A and R : A → B.
Let α = Θ (IdLR) = ηR and assume that, for every

(
X, LRρX

)
∈ LRA, there exists

EquB
(
ηRX,RLRρX

)
. Then we can consider the functor K = Υ (IdLR) : B → LRA

and its right adjoint D : LRA → B. D is full and faithful if and only if L preserves
the equalizer

(D, d) = EquFun

(
ηRLRU,RLRUγLR

)
.

Proof. We can apply Theorem 4.53 with ”ϕ” = IdLR. �

Theorem 4.55 ([GT, Theorem 2.7]). Let (L,R) be an adjunction where L : B → A
and R : A → B, let C =

(
C,∆C , εC

)
be a comonad on a category A and let ϕ : LR =

(LR,LηR, ε)→ C =
(
C,∆C , εC

)
be a comonad morphism. Let α = Θ (ϕ) = (Rϕ) ◦

(ηR) and assume that, for every
(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
.

Then we can consider the functor Kϕ = Υ (ϕ) : B → CA and its right adjoint
Dϕ : CA → B. The functor Kϕ is an equivalence of categories if and only if

1) L preserves the equalizer

(Dϕ, dϕ) = EquFun

(
αCU,RCUγC

)
2) L reflects isomorphisms and
3) ϕ : LR→ C is a comonad isomorphism.

Proof. If Kϕ is an equivalence then, by Lemma 2.33, Dϕ is an equivalence of cate-
gories so that, by Theorem 4.53, 1) and 3) hold. By Proposition 4.17, the functor
CU reflects isomorphisms. Since L = CUKϕ we get that 2) holds.

Conversely assume that 1), 2) and 3) hold. By Theorem 4.53 , Dϕ is full and
faithful and hence by Corollary 4.51 ε̂ is a functorial isomorphism. Let us prove
that η̂ is an isomorphism as well. Since L reflects isomorphisms, it is enough to
prove that Lη̂ is an isomorphism. As observed in Remark 4.49, by (44), η̂Y is the
unique morphism such that

(dϕKϕY ) ◦ (η̂Y ) = ηY.

Hence we get

(LdϕKϕY ) ◦ (Lη̂Y ) = LηY

so that

(εLY ) ◦ (LdϕKϕY ) ◦ (Lη̂Y ) = (εLY ) ◦ (LηY ) = LY.

We now want to prove that (εLY ) ◦ (LdϕKϕY ) is also a right inverse for Lη̂Y . We
compute

(LdϕKϕY ) ◦ (Lη̂Y ) ◦ (εLY ) ◦ (LdϕKϕY )
(44)
= (LηY ) ◦ (εLY ) ◦ (LdϕKϕY )

(L,R)adj
= (LdϕKϕY ) .

Since L preserves the equalizer

(Dϕ, dϕ) = EquFun

(
αCU,RCUγC

)
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we have that LdϕKϕY is mono and hence we obtain

(Lη̂Y ) ◦ (εLY ) ◦ (LdϕKϕY ) = LDϕKϕY

so that Lη̂ is a functorial isomorphism. �

Definition 4.56. Let
(
L, CρL

)
be a left comodule functor for a comonad C =(

C,∆C , εC
)

such that L has a right adjoint R. Then we can consider a canonical
comonad morphism

can := (Cε) ◦
(
CρLR

)
: LR→ C

where ε denotes the counit of the adjunction (L,R) . A left C-Galois functor is a
left C-comodule functor

(
L, CρL

)
with a right adjoint R such that can is a comonad

isomorphism.

Corollary 4.57. Let
(
L, CρL

)
be a left C-Galois comodule functor such that L

preserves equalizers, L reflects isomorphisms and let C =
(
C,∆C , εC

)
be a comonad

on A. Assume that, for every
(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
where

α = (Rcan) ◦ (ηR) where R is the right adjoint of L and η is the unit of the
adjunction. Then we can consider the functor Kcan : B → CA. Then the functor
Kcan is an equivalence of categories.

Proof. We can apply Theorem 4.55 to the case ϕ = can. �

Theorem 4.58 (Beck’s Theorem). Let (L,R) be an adjunction where L : B → A and
R : A → B. Let α = Θ (IdLR) = ηR and assume that, for every

(
X, LRρX

)
∈ LRA,

there exists EquB
(
ηRX,RLRρX

)
. Then we can consider the functor K = Υ (IdLR) :

B → LRA and its right adjoint D : LRA → B. The functor K is an equivalence of
categories if and only if

1) L preserves the equalizer

(D, d) = EquFun

(
ηRLRU,RLRUγLR

)
.

2) L reflects isomorphisms.

Proof. Apply Theorem 4.55 taking ϕ = IdLR and thus α = Θ (IdLR) = ηR. �

Definition 4.59. Let C =
(
C,∆C , εC

)
be a comonad on the category A and let

L : B → A. The functor L is called ϕ-comonadic if it has a right adjoint R : A → B
for which there exists ϕ : LR → C a comonad morphism such that the functor
Kϕ = Υ (ϕ) : B → CA is an equivalence of categories with Dϕ : CA → B which is
right adjoint.

Definition 4.60. Let L : B → A be a functor. The functor L is called comonadic
if it has a right adjoint R : A → B such that the functor K = Υ (IdLR) : B → LRA
is an equivalence of categories with right adjoint D : LRA → B.

Lemma 4.61. Let L : B → A be a ϕ-comonadic functor and let

(53) X ′
d0 //
d1

// X
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be a L-contractible equalizer pair in B. Then (53) has an equalizer d : X ′′ → X ′ in
B and

LX ′′
Ld // LX ′

Ld0 //
Ld1

// LX

is an equalizer in A.

Proof. Since L is a ϕ-comonadic functor we know that Kϕ = Υ (ϕ) : B → CA is an
equivalence of categories. Then, instead of considering

X ′
d0 //
d1

// X

in the category B, we can consider

KϕX
′

Kϕd0 //
Kϕd1

// KϕX

in CA which is a CU -contractible equalizer pair. Let us denote by
(
Z ′, CρZ′

)
:= KϕX

′

and
(
Z, CρZ

)
:= KϕX so that we can rewrite the CU -contractible equalizer pair as

follows (
Z ′, CρZ′

) Kϕd0 //
Kϕd1

//
(
Z, CρZ

)
We want to prove that this pair has an equalizer in CA. Since the pair (Kϕd0, Kϕd1)
is a CU -contractible equalizer in CA, we have that

Z ′′
d //

Z ′
s

oo

Ld0 //

Ld1

// Z
too

is a contractible equalizer and thus, by Proposition 2.19, an equalizer in A. Let us
consider the following diagram

Z ′′
d //

CρZ′′
��

Z ′

CρZ′
��

Ld0 //
Ld1

// Z

CρZ
��

CZ ′′
Cd //

∆CZ′′

��
CCρZ′′

��

CZ ′

∆CZ′

��
CCρZ′

��

CLd0 //
CLd1

// CZ

∆CZ
��

CCρZ
��

CCZ ′′
CCd // CCZ ′

CCLd0 //
CCLd1

// CCZ

By Proposition 2.20, all the rows are contractible equalizers. Since Ld0 = CUKϕd0

and Ld1 = CUKϕd1 where Kϕd0 and Kϕd1 are morphisms in CA, we have that the
upper right square serially commutes. Moreover, since we also have that ∆C is a
functorial morphism, the lower right square serially commutes. We also have that
CρZ′◦d is a fork for (CLd0, CLd1) and, since (CZ ′′, CZ ′, CZ,Cd, CLd0, CLd1, Cs, Ct)
is a contractible equalizer, in particular (CZ ′′, Cd) = EquA (CLd0, CLd1); by the
universal property of the equalizer, there exists a unique morphism CρZ′′ : Z ′′ →
CZ ′′ such that

(54) CρZ′ ◦ d = (Cd) ◦ CρZ′′ .
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Let us prove that
(
Z ′′, CρZ′′

)
∈ CA and thus formula (54) will say that d is a

morphism in CA. Since ∆C is a functorial morphism and by definition of CρZ′′ , the
lower left square serially commutes. We have

(CCd) ◦
(
CCρZ′′

)
◦ CρZ′′

(54)
=
(
CCρZ′

)
◦ (Cd) ◦ CρZ′′

(54)
=
(
CCρZ′

)
◦ CρZ′ ◦ d

CρZ′coass
=

(
∆CZ ′

)
◦ CρZ′ ◦ d

(54)
=
(
∆CZ ′

)
◦ (Cd) ◦ CρZ′′

∆C

= (CCd) ◦
(
∆CZ ′′

)
◦ CρZ′′

and since CCd is a monomorphism we get(
CCρZ′′

)
◦ CρZ′′ =

(
∆CZ ′′

)
◦ CρZ′′

that is that CρZ′′ is coassociative. Moreover we have

d ◦
(
εCZ ′′

)
◦ CρZ′′

εC
=
(
εCZ ′

)
◦ (Cd) ◦ CρZ′′

(54)
=
(
εCZ ′

)
◦ CρZ′ ◦ d

CρZ′counit
= d

and since d is mono we get that(
εCZ ′′

)
◦ CρZ′′ = Z ′′

so that CρZ′′ is also counital. Therefore
(
Z ′′, CρZ′′

)
∈ CA and d is a morphism in

CA. Now we want to prove that it is an equalizer in CA. Let
(
E, CρE

)
∈ CA and

f :
(
E, CρE

)
→
(
Z ′, CρZ′

)
be a morphism in CA such that (Kϕd0) ◦ f = (Kϕd1) ◦ f.

Then, by regarding f as a morphism in A we also have that

(Ld0) ◦ f = (Ld1) ◦ f.

Since (Z ′′, d) = EquA (Ld0, Ld1) , there exists a unique morphism h : E → Z ′′ such
that

d ◦ h = f.

Now we want to prove that h is a morphism in CA. In fact, let us consider the
following diagram

E
h //

CρE
��

Z ′′
d //

CρZ′′
��

Z ′

CρZ′
��

CE
Ch // CZ ′′

Cd // CZ ′.

Since d ∈ CA, the right square commutes. Since f ∈ CA we have

(Cd) ◦ (Ch) ◦ CρE = (Cf) ◦ CρE = CρZ′ ◦ f = CρZ′ ◦ d ◦ h

so that we have

(Cd) ◦ CρZ′′ ◦ h
(54)
= CρZ′ ◦ d ◦ h = (Cd) ◦ (Ch) ◦ CρE

and since Cd is a monomorphism, we deduce that

CρZ′′ ◦ h = (Ch) ◦ CρE
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i.e. h ∈ CA. Therefore (Z ′′, d) = EquCA (Kϕd0, Kϕd1). Now, since Kϕ : B → CA is
an equivalence of categories, there exist X ′′, e ∈ B such that

KϕX
′′ =

(
Z ′′, CρZ′′

)
and Kϕe = d

and thus (X ′′, e) = EquB (d0, d1). Moreover, since

Z ′′
d //

Z ′
s

oo

Ld0 //

Ld1

// Z
too

is a contractible coequalizer and (Z ′′, d) =
(CUKϕX

′′, CUKϕe
)
, we deduce that(CUKϕX

′′, CUKϕe
)

is a contractible coequalizer of (Ld0, Ld1). Then (LX ′′, Le) =(CUKϕX
′′, CUKϕe

)
is a contractible coequalizer of (Ld0, Ld1) so that (LX ′′, Le) =

EquA (Ld0, Ld1). �

The following is a slightly improved version of Theorem 3.14 p. 101 [BW] for the
dual case.

Theorem 4.62 (Generalized Beck’s Precise Cotripleability Theorem). Let L : B →
A be a functor, let C =

(
C,∆C , εC

)
be a comonad on a category A. Then L is

ϕ-comonadic if and only if

1) L has a right adjoint R : A → B,
2) ϕ : LR → C is a comonads isomorphism where LR = (LR,LηR, ε) with η

and ε unit and counit of (L,R) ,
3) for every

(
X, CρX

)
∈ CA, there exist EquB

(
αX,RCρX

)
, where α = (Rϕ) ◦

(ηR), and L preserves the equalizer

EquFun

(
αCU,RCUγC

)
,

4) L reflects isomorphisms.

In this case in B there exist equalizers of reflexive L-contractible equalizer pairs
and L preserves them.

Proof. Assume first that L is ϕ-comonadic. Then by definition L has a right adjoint
R : A → B and a comonad morphism ϕ : LR → C such that the functor Kϕ =
Υ (ϕ) : B → CA is an equivalence of categories. Let K ′ϕ be an inverse of Kϕ. Then

in particular K ′ϕ : CA → B is a right adjoint of Kϕ so that by Proposition 4.47 for

every
(
X, CρX

)
∈ CA, there exists EquB

(
αX,RCρX

)
where α = Θ (ϕ) = (Rϕ) ◦

(ηR) and thus
(
K ′ϕ, k

′
ϕ

)
= EquFun

(
αCU,RCUγC

)
. Then we can apply Theorem 4.55

to get that L preserves the equalizer
(
K ′ϕ, k

′
ϕ

)
= EquFun

(
αCU,RCUγC

)
, L reflects

isomorphisms and ϕ : LR→ C is a comonads isomorphism.
Conversely, by assumption 1) L has a right adjoint R : A → B so that (L,R)

is an adjunction and by assumption 2) there exist EquB
(
αX,RCρX

)
, for every(

X, CρX
)
∈ CA so that we can apply one direction of Proposition 4.47. Thus the

functor Kϕ = Υ (ϕ) : B → CA has a right adjoint Dϕ : CA → B. Now, by applying
Theorem 4.55 in the converse direction, we deduce that Kϕ = Υ (ϕ) : B → CA is an
equivalence of categories, i.e. L is ϕ-comonadic.

In the case L is ϕ-comonadic, by Lemma 4.61, in B there exist equalizers of
reflexive L-contractible equalizer pairs and L preserves them. �
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Corollary 4.63 (Beck’s Precise Cotripleability Theorem). Let L : B → A be a
functor. Then L is comonadic if and only if

1) L has a right adjoint R : A → B,
2) for every

(
X, LRρX

)
∈ LRA, there exist EquB

(
ηRX,RLRρX

)
and L preserves

the equalizer

EquFun

(
(ηR) ◦

(LRU
)
, RLRUγLR

)
3) L reflects isomorphisms.

In this case in B there exist equalizers of reflexive L-contractible equalizer pairs
and L preserves them.

Proof. Apply Theorem 4.62 to the case ϕ = IdLR. �

Lemma 4.64. Let (L,R) be an adjunction, where L : B → A and R : A → B, with
unit η and counit ε. Then for every Y ∈ B,
(LY,LRLY,LRLRLY,LηY, LηRLY, LRLηY, εLY, εLRLY ) is a contractible equal-
izer and in particular, for every Y ∈ B

(LY,LηY ) = EquA (LηRLY, LRLηY ) .

Proof. Consider the following diagram

LY
LηY //

LRLY
εLY

oo

LηRLY //

LRLηY
// LRLRLY

εLRLYoo

and let us compute

(εLRLY ) ◦ (LηRLY ) = IdLRLY

(εLY ) ◦ (LηY ) = IdLY

(εLRLY ) ◦ (LRLηY ) = (LηY ) ◦ (εLY ) = IdLRLY

(LηRLY ) ◦ (LηY ) = (LRLηY ) ◦ (LηY ) .

Thus (LY,LRLY,LRLRLY,LηY, LηRLY, LRLηY, εLY, εLRLY ) is a contractible
equalizer for every Y ∈ B and by Proposition 2.19 we get that (LY,LηY ) =
EquA (LηRLY, LRLηY ) . �

Lemma 4.65. Let (L,R) be an adjunction where L : B → A and R : A → B, let
C =

(
C,∆C , εC

)
be a comonad on a category A and let ϕ : LR = (LR,LηR, ε) →

C =
(
C,∆C , εC

)
be a comonad morphism. Let Kϕ = Υ (ϕ) = (L, (ϕL) ◦ (Lη)) and

CUKϕ (f) = L (f) for every morphism f in B. For every Y ∈ B we have

(55) (KϕY,KϕηY ) = EquCA (KϕηRLY,KϕRLηY ) .

Proof. By Lemma 4.64 we have that (LY,LηY ) = EquA (LηRLY, LRLηY ). Let
h : Z → KϕRLY = (LRLY, (ϕLRLY ) ◦ (LηRLY )) be a morphism in CA such that

(KϕRLηY ) ◦ h = (KϕηRLY ) ◦ h.

Then

(56) (LRLηY ) ◦
(CUh

)
= (LηRLY ) ◦

(CUh
)
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and hence there exists a ζ : CUZ → LY = CUKϕY such that

(57)
(CUh

)
= (LηY ) ◦ ζ =

(CUKϕηY
)
◦ ζ.

Let us prove that ζ gives rise to a morphism in CA. Since h is a morphism in CA
we have that

(58) (ϕLRLY ) ◦ (LηRLY ) ◦
(CUh

)
=
(
CCUh

)
◦
(CUγCZ

)
.

Let us compute

(CLηY ) ◦ (Cζ) ◦
(CUγCZ

) (57)
=
(
CCUh

)
◦
(CUγCZ

)
(58)
= (ϕLRLY ) ◦ (LηRLY ) ◦

(CUh
)

(56)
= (ϕLRLY ) ◦ (LRLηY ) ◦

(CUh
)

(57)
= (ϕLRLY ) ◦ (LRLηY ) ◦ (LηY ) ◦ ζ

ϕ
= (CLηY ) ◦ (ϕLY ) ◦ (LηY ) ◦ ζ

so that

(CLηY ) ◦ (Cζ) ◦
(CUγCZ

)
= (CLηY ) ◦ (ϕLY ) ◦ (LηY ) ◦ ζ.

Since (CεLY ) ◦ (CLηY ) = CLRLY , CLηY is mono and hence we get

(Cζ) ◦
(CUγCZ

)
= (ϕLY ) ◦ (LηY ) ◦ ζ

i.e. ζ : CUZ → LY = CUKϕY is a morphism of C-comodules. �

Proposition 4.66. Let (L,R) be an adjunction where L : B → A and R : A → B,
let C =

(
C,∆C , εC

)
be a comonad on a category A and let ϕ : LR = (LR,LηR, ε)→

C =
(
C,∆C , εC

)
be a comonad morphism. Let Kϕ = Υ (ϕ) = (L, (ϕL) ◦ (Lη)) and

CUKϕ (f) = L (f) for every morphism f in B. If ϕX is a monomorphism for
every X ∈ A, the assignment KY,RLY ′ : HomB (Y,RLY ′)→ HomCA (KϕY,KϕRLY

′)
defined by setting

KY,RLY ′ (f) = Kϕ (f)

is an isomorphism whose inverse is defined by

K−1
Y,RLY ′ (h) = (RεLY ′) ◦

(
RCUh

)
◦ (ηY ) .

Proof. Let f ∈ HomB (Y,RLY ′). We compute

K̃−1
Y,RLY ′

(
K̃Y,RLY ′ (f)

)
= (RεLY ′) ◦

(
RCUKϕf

)
◦ (ηY ) = (RεLY ′) ◦ (RLf) ◦ (ηY )

η
= (RεLY ′) ◦ (ηRLY ′) ◦ f = f.

Let h ∈ HomCA (KϕY,KϕRLY
′). This means that

(ϕLRLY ′) ◦ (LηRLY ′) ◦
(CUh

)
=
(
CCUh

)
◦ (ϕLY ) ◦ (LηY )

ϕ
= (ϕLRLY ′) ◦

(
LRCUh

)
◦ (LηY ) .

Since ϕX is a monomorphism for every X ∈ A, we deduce that

(59) (LηRLY ′) ◦
(CUh

)
=
(
LRCUh

)
◦ (LηY ) .
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We compute

(LRεLY ′) ◦
(
LRCUh

)
◦ (LηY )

(59)
= (LRεLY ′) ◦ (LηRLY ′) ◦

(CUh
)

= CUh

and since L = CUKϕ and CU reflects, we get

(KϕRεLY
′) ◦
(
KϕR

CUh
)
◦ (KϕηY ) = h.

Then we deduce that

KY,RLY ′
(
K−1
Y,RLY ′ (h)

)
= KY,RLY ′

(
(RεLY ′) ◦

(
RCUh

)
◦ (ηY )

)
= (KϕRεLY

′) ◦
(
KϕR

CUh
)
◦ (KϕηY ) = h.

�

Proposition 4.67. Let (L,R) be an adjunction where L : B → A and R : A → B,
let C =

(
C,∆C , εC

)
be a comonad on a category A and let ϕ : LR = (LR,LηR, ε)→

C =
(
C,∆C , εC

)
be a comonad morphism. Let Kϕ = Υ (ϕ) = (L, (ϕL) ◦ (Lη)) and

CUKϕ (f) = L (f) for every morphism f in B. If Kϕ is full and faithful then, for
every Y ∈ B, we have

(Y, ηY ) = EquB (RLηY, ηRLY ) .

Proof. By Lemma 4.65 we have

(KϕY,KϕηY ) = EquCA (KϕRLηY,KϕηRLY ) .

Then we can apply Lemma 2.16 and deduce that (Y, ηY ) = EquB (RLηY, ηRLY ) .
�

Theorem 4.68 (Generalized Beck’s Theorem for comonads). Let (L,R) be an ad-
junction where L : B → A and R : A → B, let C =

(
C,∆C , εC

)
be a comonad

on a category A and let ϕ : LR = (LR,LηR, ε) → C =
(
C,∆C , εC

)
be a comon-

ads morphism such that ϕX is a monomorphism for every X ∈ A. Let Kϕ =
Υ (ϕ) = (L, (ϕL) ◦ (Lη)) and CUKϕ (f) = L (f) for every morphism f in B. Then
Kϕ : B → CA is full and faithful if and only if for every Y ∈ B we have that
(Y, ηY ) = EquB (ηRLY,RLηY ) .

Proof. If Kϕ is full and faithful then we can apply Proposition 4.67 to get that for
every Y ∈ B we have that (Y, ηY ) = EquB (RLηY, ηRLY ) .
Conversely assume that for every Y ∈ B we have that (Y, ηY ) = EquB (ηRLY,RLηY ) .
We want to prove that KY,Y ′ is bijective for every Y, Y ′ ∈ B. Let us consider the



81

following diagram

0

��

0

��
HomB (Y, Y ′)

KY,Y ′ //

HomB(Y,ηY ′)
��

HomCA (KϕY,KϕY
′)

HomCA(KϕY,KϕηY ′)

��
HomB (Y,RLY ′)

KY,RLY ′ //

HomB(Y,ηRLY ′)
��

HomB(Y,RLηY ′)
��

HomCA (KϕY,KϕRLY
′)

HomCA(KϕY,KϕηRLY ′)

��
HomCA(KϕY,KϕRLηY ′)

��
HomB (Y,RLRLY ′)

KY,RLRLY ′// HomCA (KϕY,KϕRLRLY
′)

Since (Y ′, ηY ′) = EquB (ηRLY ′, RLηY ′) the left column of the diagram is exact by
Lemma 2.17. By Lemma 4.65 we have (KϕY,KϕηY ) = EquCA (KϕηRLY,KϕRLηY )
so that also the right column is also exact by Lemma 2.17. Let f ∈ HomB (Y, Y ′)
and g ∈ HomB (Y,RLY ′). Since

Kϕ (ηY ′ ◦ f) = (KϕηY
′) ◦ (Kϕf) ,

Kϕ (ηRLY ′ ◦ g) = (KϕηRLY
′) ◦ (Kϕg) and Kϕ (RLηY ′ ◦ g) = (KϕRLηY

′) ◦ (Kϕg)

the diagram is serially commutative. By Proposition 4.66, KY,RLY ′ and KY,RLRLY ′
are isomorphisms and so is KY,Y ′ by Lemma 2.15. �

Corollary 4.69 (Beck’s Theorem for comonads). Let (L,R) be an adjunction
where L : B → A and R : A → B. Then K = Υ (IdLR) : B → LRA is full and
faithful if and only if for every Y ∈ B we have that (Y, ηY ) = EquB (ηRLY,RLηY ) .

5. Liftings and distributive laws

5.1. Distributive laws.

Definition 5.1. Let A = (A,m, u) be a monad and C = (C,∆, ε) be a comonad
on the same category A. A functorial morphism Φ : AC → CA is called a mixed
distributive law (or in some papers an entwining) if

• Φ ◦ (mC) = (Cm) ◦ (ΦA) ◦ (AΦ) and Φ ◦ (uC) = Cu
• (∆A) ◦ Φ = (CΦ) ◦ (ΦC) ◦ (A∆) and (εA) ◦ Φ = Aε.

Definition 5.2. Let A = (A,m, u) be a monad and C = (C,∆, ε) be a comonad
on the same category A. A functorial morphism Ψ : CA→ AC is called an opposite
mixed distributive law if

• Ψ ◦ (Cm) = (mC) ◦ (AΨ) ◦ (ΨA) and Ψ ◦ (Cu) = uC
• (A∆) ◦Ψ = (ΨC) ◦ (CΨ) ◦ (∆A) and (Aε) ◦Ψ = εA.

Lemma 5.3. Let A = (A,mA, uA) be a monad and let C =
(
C,∆C , εC

)
be a comonad

on the category A. Let Q : B → A be a functor such that
(
Q, AµQ

)
is left A-

module functor. Assume that Φ : AC → CA is a mixed distributive law. Then(
CQ, AµCQ

)
=
(
CQ,

(
CAµQ

)
◦ (ΦQ)

)
is a left A-module functor.
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Proof. First of all we prove that AµCQ =
(
CAµQ

)
◦ (ΦQ) is associative. In fact we

have

AµCQ ◦
(
AAµCQ

) defAµCQ
=

(
CAµQ

)
◦ (ΦQ) ◦

(
ACAµQ

)
◦ (AΦQ)

Φ
=
(
CAµQ

)
◦
(
CAAµQ

)
◦ (ΦAQ) ◦ (AΦQ)

AµQass
=

(
CAµQ

)
◦ (CmAQ) ◦ (ΦAQ) ◦ (AΦQ)

Φmdl
=
(
CAµQ

)
◦ (ΦQ) ◦ (mACQ)

defAµCQ
= AµCQ ◦ (mACQ) .

Now we prove the unitality condition. We have

AµCQ ◦ (uACQ)
defAµCQ

=
(
CAµQ

)
◦ (ΦQ) ◦ (uACQ)

Φmdl
=
(
CAµQ

)
◦ (CuAQ)

AµCQuni
= CQ.

�

Proposition 5.4. Let A = (A,mA, uA) be a monad and let C =
(
C,∆C , εC

)
be a

comonad on the category A. Assume that Φ : AC → CA is a mixed distributive law
between them. Let F,G be left A-module functors and α : F → G be a functorial
morphism between them satisfying

AµG ◦ (Aα) = α ◦
(
AµF

)
,

i.e. there exists a functorial morphism Aα : AF → AG such that AUAα = α. Then
also Cα is a functorial morphism between left A-module functors satisfying

AµCG ◦ (ACα) = (Cα) ◦ AµCF
i.e. there exists a functorial morphism A (Cα) : A (CF ) → A (CG) such that

AUA (Cα) = Cα. Moreover we have

A (Cα) = C̃Aα

where C̃ is the lifted comonad on the category AA, i.e. AUC̃ = CAU .

Proof. By Lemma 3.29 there exists Aα : AF → AG such that AUAα = α. Moreover,
by Lemma 5.3, we know that

(
CF, AµCF

)
=
(
CF,

(
CAµF

)
◦ (ΦF )

)
and

(
CG, AµCG

)
=(

CG,
(
CAµG

)
◦ (ΦG)

)
are left A-module functors. Then we have

AµCG ◦ (ACα)
defAµCG=

(
CAµG

)
◦ (ΦG) ◦ (ACα)

Φ
=
(
CAµG

)
◦ (CAα) ◦ (ΦG)

αmorpAmod
= (Cα) ◦

(
CAµF

)
◦ (ΦG)

defAµCF= (Cα) ◦ AµCF
i.e. Cα is a functorial morphism between left A-module functors. Then there exists
a functorial morphism A (Cα) : A (CF )→ A (CG) such that AUA (Cα) = Cα. Since
we also have

AUC̃Aα = CAUAα = Cα

we deduce that

AUA (Cα) = AUC̃Aα.
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Since AU is faithful, this implies that A (Cα) = C̃Aα. �

Lemma 5.5. Let A = (A,mA, uA) be a monad and let C =
(
C,∆C , εC

)
be a comonad

on the category A. Let Q : B → A be a functor such that
(
Q, CρQ

)
is a left C-

comodule functor. Assume that Φ : AC → CA is a mixed distributive law. Then(
AQ, CρAQ

)
=
(
AQ, (ΦQ) ◦

(
ACρQ

))
is a left C-comodule functor.

Proof. First of all we prove that CρAQ = (ΦQ) ◦
(
ACρQ

)
is coassociative. In fact we

have (
CCρAQ

)
◦ CρAQ

defCρAQ
= (CΦQ) ◦

(
CACρQ

)
◦ (ΦQ) ◦

(
ACρQ

)
Φ
= (CΦQ) ◦ (ΦCQ) ◦

(
ACCρQ

)
◦
(
ACρQ

)
CρQcoass

= (CΦQ) ◦ (ΦCQ) ◦
(
A∆CQ

)
◦
(
ACρQ

)
Φmdl
=
(
∆CAQ

)
◦ (ΦQ) ◦

(
ACρQ

) defCρAQ
=

(
∆CAQ

)
◦ CρAQ.

Now we prove the counitality condition. We have(
εCAQ

)
◦ CρAQ

defCρAQ
=

(
εCAQ

)
◦ (ΦQ) ◦

(
ACρQ

)
Φmdl
=
(
AεCQ

)
◦
(
ACρQ

) CρQcouni
= AQ.

�

Proposition 5.6. Let A = (A,mA, uA) be a monad and let C =
(
C,∆C , εC

)
be a

comonad on the category A. Assume that Φ : AC → CA is a mixed distributive law
between them. Let F,G be left C-comodule functors and α : F → G be a functorial
morphism between them satisfying

CρG ◦ α = (Cα) ◦
(
CρF

)
,

i.e. there exists Cα : CF → CG such that CUCα = α. Then also Aα is a morphism
between left C-comodule functors satisfying

(CAα) ◦ CρAF = CρAG ◦ (Aα)

i.e. there exists a functorial morphism C (Aα) : C (AF ) → C (AG) such that
CUC (Aα) = Aα. Moreover we have

C (Aα) = ÃCα

where Ã is the lifted monad on the category CA, i.e. CUÃ = ACU .

Proof. Since F,G are left C-comodule functors, by Lemma 5.5 we know that(
AF, CρAF

)
=
(
AF, (ΦF ) ◦

(
ACρF

))
and

(
AG, CρAG

)
=
(
AG, (ΦG) ◦

(
ACρG

))
are

left C-comodule functors. Then we have

(CAα) ◦ CρAF
defCρAF= (CAα) ◦ (ΦF ) ◦

(
ACρF

)
Φ
= (ΦG) ◦ (ACα) ◦

(
ACρF

)
αmorpCcom

= (ΦG) ◦
(
ACρG

)
◦ (Aα)

defCρAG= CρAG ◦ (Aα)
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i.e. Aα is a functorial morphism between left C-comodule functors. Then there
exists a functorial morphism C (Aα) : C (AF )→ C (AG) such that CUC (Aα) = Aα.
Since we also have

CUÃCα = ACUCα = Aα

we deduce that
CUC (Aα) = CUÃCα.

Since CU is faithful, this implies that C (Aα) = ÃCα. �

5.2. Liftings of monads and comonads.

Theorem 5.7 ([Be, Proposition p. 122] and [Mesa, Theorem 2.1]). Let A =
(A,mA, uA) be a monad and let C =

(
C,∆C , εC

)
be a comonad on a category A.

There is a bijection between the following collections of data:

C liftings of C to a comonad C̃ on the category AA, that is comonads

C̃ =
(
C̃,∆

eC , ε eC
)

on AA such that

AUC̃ = CAU, AU∆
eC = ∆C

AU and AUε
eC = εCAU

D mixed distributive laws Φ : AC → CA
M liftings of A to a monad Ã on the category CA, that is monads

Ã =
(
Ã,m eA, u eA

)
on CA such that

CUÃ = ACU, CUm eA = mA
CU and CUu eA = uA

CU

given by

a : C→ D where a
(
C̃
)

=
(

BUλBC̃AF
)
◦ (BUBFCuA)

b : D→ C where AUb (Φ) = CAU and AUλAb (Φ) = (CAUλA) ◦ Φ i.e.

b (Φ)
((
X,A µX

))
=
(
CX,

(
CAµX

)
◦ (ΦX)

)
and b (Φ) (f) = C (f)

d : M→ D where d
(
Ã
)

=
(CUCFAεC

)
◦
(

CUγCÃCF
)

m : D→M where CUm (Φ) = ACU and CUγCm (Φ) = Φ ◦
(
ACUγC

)
i.e.

m (Φ)
((
X, CρX

))
=
(
AX, (ΦX) ◦

(
ACρX

))
and m (Φ) (f) = A (f) .

Proof. In order to prove the bijection between C and D, we apply Proposition 3.24,
to the case (A,mA, uA) = (B,mB, uB) monad on A and Q = C. In particular we
will prove that the bijection a : F →M, b :M→ F of Proposition 3.24 induces a
bijection between C and D.

Let C̃ ∈ C. We have to prove that Φ = a
(
C̃
)

=
(

AUλAC̃AF
)
◦ (AUAFCuA) ∈ D.

We have

(CΦ) ◦ (ΦC) ◦
(
A∆C

)
=(

CAUλAC̃AF
)
◦ (CAUAFCuA) ◦

(
AUλAC̃AFC

)
◦ (AUAFCuAC) ◦

(
A∆C

)
=
(

AUC̃λAC̃AF
)
◦
(

AUC̃AFCuA

)
◦
(

AUλAC̃AFC
)
◦ (AUAFCuACX) ◦

(
A∆C

)
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= AU
[(
C̃λAC̃AF

)
◦
(
C̃AFCuA

)
◦
(
λAC̃AFC

)
◦ (AFCuAC) ◦

(
AF∆C

)]
λA= AU

[(
λAC̃C̃AF

)
◦
(

AFAUC̃λAC̃AF
)
◦
(

AFAUC̃AFCuA

)
◦ (AFCuAC) ◦

(
AF∆C

)]
= AU

[(
λAC̃C̃AF

)
◦
(

AFCAUλAC̃AF
)
◦ (AFCAUAFCuA) ◦ (AFCuAC) ◦

(
AF∆C

)]
uA= AU

[(
λAC̃C̃AF

)
◦
(

AFCAUλAC̃AF
)
◦ (AFCuACA) ◦ (AFCCuA) ◦

(
AF∆C

)]
= AU

[(
λAC̃C̃AF

)
◦
(

AFCAUλAC̃AF
)
◦
(

AFCuAAUC̃AF
)
◦ (AFCCuA) ◦

(
AF∆C

)]
(λA,uA)adj,∆C

= AU
[(
λAC̃C̃AF

)
◦
(

AF∆CA
)
◦ (AFCuA)

]
= AU

[(
λAC̃C̃AF

)
◦
(

AFAU∆
eC

AF
)
◦ (AFCuA)

]
λA= AU

[(
∆
eC

AF
)
◦
(
λAC̃AF

)
◦ (AFCuA)

]
=
(

AU∆
eC

AF
)
◦
(

AUλAC̃AF
)
◦ (AUAFCuA) =

(
∆CA

)
◦ (Φ)

so that

(CΦ) ◦ (ΦC) ◦
(
A∆C

)
=
(
∆CA

)
◦ (Φ) .

Moreover (
εCA

)
◦ (Φ) =

(
εCA

)
◦
(

AUλAC̃AF
)
◦ (AUAFCuA)

=
(

AUε
eC

AF
)
◦
(

AUλAC̃AF
)
◦ (AUAFCuA)

= AU
[(
ε
eC

AF
)
◦
(
λAC̃AF

)
◦ (AFCuA)

]
λA= AU

[
(λAAF ) ◦

(
AFAUε

eC
AF
)
◦ (AFCuA)

]
= AU

[
(λAAF ) ◦

(
AFε

C
AUAF

)
◦ (AFCuA)

]
εC
= AU

[
(λAAF ) ◦ (AFuA) ◦

(
AFε

C
)]

(λA,uA)adj
= AUAFε

C = AεC

so that (
εCA

)
◦ (Φ) = AεC .

Therefore Φ is a mixed distributive law.
Conversely let Φ ∈ D. Then we know that b (Φ) = C̃ is a functor C̃ : AA → AA
that is a lifting of C (i.e. AUC̃ = CAU). We have to prove that such a C̃ gives
rise to a comonad on the category AA. Let us prove that ∆C and εC are A-modules
morphisms. Indeed, for every

(
X, AµX

)
∈ AA, by Lemma 5.3 we have

AµCX =
(
CAµX

)
◦ (ΦX)

and also

AµCCX =
(
CAµCX

)
◦ (ΦCX) =

(
CCAµX

)
◦ (CΦX) ◦ (ΦCX) .
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Then we have

AµCCX ◦
(
A∆CX

)
=
(
CCAµX

)
◦ (CΦX) ◦ (ΦCX) ◦

(
A∆CX

)
Φm.d.l.

=
(
CCAµX

)
◦
(
∆CAX

)
◦ (ΦX)

∆C

=
(
∆CX

)
◦
(
CAµX

)
◦ (ΦX)

and (
εCX

)
◦
(
AµCX

)
=
(
εCX

)
◦
(
CAµX

)
◦ (ΦX)

εC
= AµX ◦

(
εCAX

)
◦ (ΦX)

Φm.d.l.
= AµX ◦

(
AεCX

)
.

Thus ∆C and εC lift to functorial morphisms ∆
eC and ε

eC uniquely defined by

AU∆
eC = ∆C

AU and AUε
eC = εCAU .

We compute(
AUC̃∆

eC
)
◦
(

AU∆
eC
)

=
(
CAU∆

eC
)
◦
(
∆C

AU
)

=
(
C∆C

AU
)
◦
(
∆C

AU
)

=
[(
C∆C

)
◦∆C

]
AU

Ccomonad
=

[(
∆CC

)
◦∆C

]
AU =

(
∆CCAU

)
◦
(
∆C

AU
)

=
(
∆C

AUC̃
)
◦
(

AU∆
eC
)

=
(

AU∆
eCC̃
)
◦
(

AU∆
eC
)

and since AU is faithful , we deduce(
C̃∆

eC
)
◦∆

eC =
(
∆
eCC̃
)
◦∆

eC .

We compute(
AUC̃ε

eC
)
◦
(

AU∆
eC
)

=
(
CAUε

eC
)
◦
(
∆C

AU
)

=
(
CεCAU

)
◦
(
∆C

AU
)

=
[(
CεC

)
◦∆C

]
AU

Ccomonad
= CAU = AUC̃

and since AU is faithful, we obtain(
C̃ε

eC
)
◦∆

eC = C̃.

Similarly we compute(
AUε

eCC̃
)
◦
(

AU∆
eC
)

=
(
εCAUC̃

)
◦
(
∆C

AU
)

=
(
εCCAU

)
◦
(
∆C

AU
)

=
[(
εCC

)
◦∆C

]
AU

Ccomonad
= CAU = AUC̃

and since AU is faithful, we obtain(
ε
eCC̃
)
◦∆

eC = C̃.

Therefore C̃ =
(
C̃,∆

eC , ε eC
)

is a comonad on AA.

Similarly, in order to prove the bijection between D and M, we apply Proposition
4.23, taking both

(
C,∆C , εC

)
,
(
D,∆D, εD

)
=
(
C,∆C , εC

)
comonad on A and T =

A. In particular we will prove that the bijection a : F → M, b : M → F of
Proposition 4.23 induces a bijection between M and D.
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Let Ã ∈M. We have to prove that Φ = a
(
Ã
)

=
(CUCFAεC

)
◦
(

CUγCÃCF
)
∈ D.

We have

(CmA) ◦ (ΦA) ◦ (AΦ) =

(CmA) ◦
(CUCFAεCA

)
◦
(

CUγCÃCFA
)
◦
(
ACUCFAεC

)
◦
(
ACUγCÃCF

)
Alift
=
(CUCFmA

)
◦
(CUCFAεCA

)
◦
(

CUγCÃCFA
)
◦
(

CUÃCFAεC
)
◦
(

CUÃγCÃCF
)

= CU
[(CFmA

)
◦
(CFAεCA

)
◦
(
γCÃCFA

)
◦
(
ÃCFAεC

)
◦
(
ÃγCÃCF

)]
γC

= CU
[(CFmA

)
◦
(CFAεCA

)
◦
(

CFCUÃCFAεC
)
◦
(

CFCUÃγCÃCF
)
◦
(
γCÃÃCF

)]
Alift
= CU

[(CFmA

)
◦
(CFAεCA

)
◦
(CFACUCFAεC

)
◦
(

CFACUγCÃCF
)
◦
(
γCÃÃCF

)]
εC
= CU

[(CFmA

)
◦
(CFAAεC

)
◦
(CFAεCAC

)
◦
(

CFACUγCÃCF
)
◦
(
γCÃÃCF

)]
Alift
= CU

[(CFmA

)
◦
(CFAAεC

)
◦
(

CFAεCCUÃCF
)
◦
(

CFACUγCÃCF
)
◦
(
γCÃÃCF

)]
(εC ,γC)adj,mA

= CU
[(CFAεC

)
◦
(CFmAC

)
◦
(
γCÃÃCF

)]
Alift
= CU

[(CFAεC
)
◦
(CFCUm eA

CF
)
◦
(
γCÃÃCF

)]
γC

= CU
[(CFAεC

)
◦
(
γCÃCF

)
◦
(
m eA

CF
)]

=
(CUCFAεC

)
◦
(

CUγCÃCF
)
◦
(CUm eA

CF
) Alift

= Φ ◦ (mAC)

so that we get

(CmA) ◦ (ΦA) ◦ (AΦ) = Φ ◦ (mAC) .

Moreover we have

Φ ◦ (uAC) =
(CUCFAεC

)
◦
(

CUγCÃCF
)
◦ (uAC)

Alift
=
(CUCFAεC

)
◦
(

CUγCÃCF
)
◦
(CUu eA

CF
)

= CU
[(CFAεC

)
◦
(
γCÃCF

)
◦
(
u eA

CF
)]

γC

= CU
[(CFAεC

)
◦
(CFCUu eA

CF
)
◦
(
γCCF

)]
Alift
= CU

[(CFAεC
)
◦
(CFuAC

)
◦
(
γCCF

)]
uA= CU

[(CFuA
)
◦
(CFεC

)
◦
(
γCCF

)]
(εC ,γC)adj

= CUCFuA = CuA

so that we get

Φ ◦ (uAC) = CuA.

Therefore Φ is a mixed distributive law.
Conversely let Φ ∈ D. Then we know that Ã = b (Φ) (with notations of Proposition
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4.23) is a functor Ã : CA → CA that is a lifting of A (i.e. CUÃ = ACU). We have to

prove that such a Ã gives rise to a monad on the category CA. Let us prove that mA

and uA are C-comodule morphisms. Indeed, for every
(
X, CρX

)
∈ CA, by Lemma

5.5 we have
CρAX = (ΦX) ◦

(
ACρX

)
and also

CρAAX = (ΦAX) ◦
(
ACρAX

)
= (ΦAX) ◦ (AΦX) ◦

(
AACρX

)
.

Then we have

(CmAX) ◦ CρAAX = (CmAX) ◦ (ΦAX) ◦ (AΦX) ◦
(
AACρX

)
Φm.d.l.

= (ΦX) ◦ (mACX) ◦
(
AACρX

)
mA= (ΦX) ◦

(
ACρX

)
◦ (mAX) = CρAX ◦ (mAX)

and
CρAX ◦ (uAX) = (ΦX) ◦

(
ACρX

)
◦ (uAX)

uA= (ΦX) ◦ (uACX) ◦ CρX
Φm.d.l.

= (CuAX) ◦ CρX
Thus mA and uA lift to functorial morphisms m eA and u eA uniquely defined by

CUm eA = mA
CU and CUu eA = uA

CU .

We compute(CUm eA
)
◦
(

CUm eAÃ
)
Alift
=
(
mA

CU
)
◦
(
mA

CUÃ
)
Alift
=
(
mA

CU
)
◦
(
mAA

CU
)

Amonad
=

(
mA

CU
)
◦
(
AmA

CU
) Alift

=
(CUm eA

)
◦
(
ACUm eA

) Alift
=
(CUm eA

)
◦
(

CUÃm eA
)

and since CU is faithful , we deduce

m eA ◦
(
m eAÃ

)
= m eA ◦

(
Ãm eA

)
.

We compute (CUm eA
)
◦
(

CUu eAÃ
)
Alift
=
(
mA

CU
)
◦
(
uA

CUÃ
)

Alift
=
(
mA

CU
)
◦
(
uAA

CU
) Amonad

= ACU
Alift
= CUÃ

and since CU is faithful, we obtain

m eA ◦
(
u eAÃ

)
= Ã.

Similarly we compute(CUm eA
)
◦
(

CUÃu eA
)
Alift
=
(
mA

CU
)
◦
(
ACUu eA

) Alift
=
(
mA

CU
)
◦
(
AuA

CU
)

Amonad
= ACU

Alift
= CUÃ

and since CU is faithful, we obtain

m eA ◦
(
Ãu eA

)
= Ã.
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Therefore Ã =
(
Ã,m eA, u eA

)
is a monad on CA. �

6. (Co)Pretorsors and (co)herds

In this section we collect the material we need in the following or we want to
introduce in this thesis about them, starting from pretorsor and copretorsor, through
herds and coherds, concluding with the tame and cotame case. From time to time
we decide whether or not include the details of the results, proving at least one of
the two cases and having in mind that the other could also be obtained by dualizing
it. In general we give the proof only for the less-known case even if it is not the first
presented.

6.1. Pretorsors.

Proposition 6.1 ([BM, Lemma 4.8]). Let A and B be categories with equalizers
and let P : A → B, Q : B → A and A : A → A be functors. Assume that
all the functors P,Q and A preserve equalizers. Let uA : A → A be a functorial
monomorphism and assume that (A, uA) = EquFun (uAA,AuA). Let τ : Q → QPQ
be a functorial morphism such that

(QPτ) ◦ τ = (τPQ) ◦ τ.
and let σA : QP → A be a functorial morphism such that(

σAQ
)
◦ τ = uAQ.

Let ωl =
(
QPσA

)
◦ (τP ) and ωr = QPuA : QP → QPA. Set

(60) (C, i) = EquFun

(
ωl, ωr

)
.

There exists a functorial morphism CρQ : Q→ CQ such that

(61) (iQ) ◦ CρQ = τ.

There exist functorial morphisms ∆C : C → CC and εC : C → A such that
C =

(
C,∆C , εC

)
is a comonad over A and C preserves equalizers. The functor-

ial morphisms ∆C and εC are uniquely determined by

(62)
(
CρQP

)
◦ i = (Ci) ◦∆C and σA ◦ i = uA ◦ εC

or equivalently

(63) (τP ) ◦ i = (ii) ◦∆C and σA ◦ i = uA ◦ εC .
Moreover (Q, CρQ) is a left C-comodule functor.

Proposition 6.2 ([BM, Lemma 4.8]). Let A and B be categories with equalizers
and let P : A → B, Q : B → A, and B : B → B be functors. Assume that
all the functors P,Q and B preserve equalizers. Let uB : B → B be a functorial
monomorphism and assume that (B, uB) = EquFun (uBB,BuB). Let τ : Q→ QPQ
be a functorial morphism such that

(QPτ) ◦ τ = (τPQ) ◦ τ
Let σB : PQ→ B be a functorial morphism such that(

QσB
)
◦ τ = QuB.
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Let θl =
(
σBPQ

)
◦ (Pτ) and θr = uBPQ : PQ→ BPQ. Set

(64) (D, j) = EquFun

(
θl, θr

)
.

There exists a functorial morphism ρDQ : Q→ QD such that

(65) (Qj) ◦ ρDQ = τ.

There exist functorial morphisms ∆D : D → DD and εD : D → B such that
D =

(
D,∆D, εD

)
is a comonad over B and D preserves equalizers. The functorial

morphisms ∆D and εD are uniquely determined by

(66) (jD) ◦∆D =
(
PρDQ

)
◦ j and σB ◦ j = uB ◦ εD

or equivalently

(67) (Pτ) ◦ j = (jj) ◦∆D and σB ◦ j = uB ◦ εD.
Moreover

(
Q, ρDQ

)
is a right D-comodule functor.

Definition 6.3. Let A and B be categories. A preformal dual structure is a eightu-
ple Ξ =

(
A,B, P,Q, σA, σB, uA, uB

)
where A : A → A, B : B → B, P : A → B and

Q : B → A are functors, σA : QP → A, σB : PQ→ B, uA : A → A, uB : B → B are
functorial morphisms. A pretorsor τ for Ξ is a functorial morphism τ : Q→ QPQ
satisfying the following conditions.

1) Associativity, in the sense that

(68) (QPτ) ◦ τ = (τPQ) ◦ τ
2) Unitality, in the sense that

(69) (σAQ) ◦ τ = uAQ

and

(70) (QσB) ◦ τ = QuB.

Definition 6.4. A preformal dual structure Ξ =
(
P,Q,A,B, σA, σB, uA, uB,

)
will

be called regular whenever (A, uA) = EquFun (uAA,AuA) and
(B, uB) = EquFun (uBB,BuB). In this case a pretorsor for Ξ will be called a regular
pretorsor.

Theorem 6.5 ([BM, Lemma 4.8]). Let A and B be categories with equalizers and let
τ : Q → QPQ be a regular pretorsor for Ξ =

(
A,B, P,Q, σA, σB, uA, uB

)
. Assume

that the underlying functors P,Q,A and B preserve equalizers. Let ωl =
(
QPσA

)
◦

(τP ) and ωr = QPuA : QP → QPA. Set

(71) (C, i) = EquFun

(
ωl, ωr

)
.

Then there exists a functorial morphism CρQ : Q→ CQ such that

(72) (iQ) ◦ CρQ = τ.

There exist functorial morphisms ∆C : C → CC and εC : C → A such that
C =

(
C,∆C , εC

)
is a comonad over A and C preserves equalizers. The functor-

ial morphisms ∆C and εC are uniquely determined by

(73) (τP ) ◦ i = (ii) ◦∆C and σA ◦ i = uA ◦ εC .
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Moreover (Q, CρQ) is a left C-comodule functor.
Let θl =

(
σBPQ

)
◦ (Pτ) and θr = uBPQ : PQ→ BPQ. Set

(74) (D, j) = EquFun

(
θl, θr

)
.

There exists a functorial morphism ρDQ : Q→ QD such that

(75) (Qj) ◦ ρDQ = τ.

There exist functorial morphisms ∆D : D → DD and εD : D → B such that
D =

(
D,∆D, εD

)
is a comonad over B and D preserves equalizers. The functorial

morphisms ∆D and εD are uniquely determined by

(76) (Pτ) ◦ j = (jj) ◦∆D and σB ◦ j = uB ◦ εD.
Moreover

(
Q, ρDQ

)
is a right D-comodule functor.

Finally
(
Q, CρQ, ρ

D
Q

)
is a C-D-bicomodule functor.

Proof. See the dual Theorem 6.29. �

Theorem 6.6. Let Ξ =
(
P,Q,A,B, σA, σB, uA, uB,

)
be a regular preformal dual

structure on categories A and B such that the functors P,Q,A,B preserve equal-
izers and let τ : Q → QPQ be a pretorsor for Ξ. Assume that A and B are
monads,

(
P, BµP

)
is a left B-module functor and

(
P, µAP

)
is a right A-module func-

tor. Moreover assume that the functorial morphism σA is right A-linear, that is
σA ◦

(
QµAP

)
= mA ◦

(
σAA

)
and the functorial morphism σB is left B-linear that is

σB ◦
(
BµPQ

)
= mB ◦

(
BσB

)
and that they are compatible in the sense that

(77) BµP ◦
(
σBP

)
= µAP ◦

(
PσA

)
.

Then there exists a comonad C =
(
C,∆C , εC

)
on the category A together with a

functorial morphism CρQ : Q→ CQ such that
(
Q, CρQ

)
is a left C-comodule functor

and a comonad D =
(
D,∆D, εD

)
together with a functorial morphism ρDQ : Q→ QD

such that
(
Q, ρDQ

)
is a right D-comodule functor. The underlying functors are defined

as follows
(C, i) = EquFun

((
QPσA

)
◦ (τP ) , QPuA

)
and

(D, j) = EquFun

((
σBPQ

)
◦ (Pτ) , uBPQ

)
.

satisfying
(iQ) ◦ CρQ = τ and (Qj) ◦ ρDQ = τ.

Furthermore

1) The morphism can1 :=
(
CσA

)
◦
(
CρQP

)
: QP → CA is an isomorphism.

2) The morphism can1 :=
(
σBD

)
◦
(
PρDQ

)
: PQ→ BD is an isomorphisms.

3) (
QPσA

)
◦ (τP ) = (iA) ◦ can1 and

(
σBPQ

)
◦ (Pτ) = (Bj) ◦ can1

4)

i = can−1
1 ◦ (CuA)(78)

j = (can1)
−1 ◦ (uBD)(79)



92

5)

σA =
(
εCA

)
◦
(
CσA

)
◦
(
CρQP

)
6)

σB =
(
BεD

)
◦
(
σBD

)
◦
(
PρDQ

)
From the last equalities, we deduce that, σA is a regular epimorphism if and only

if so is εCA and σB is a regular epimorphism if and only if so is BεD.

Proof. See the dual Theorem 6.30. �

6.2. Herds. Following [BV], we recall some definition about herds.

Definition 6.7. A formal dual structure on two categories A and B is a sextuple
M = (A,B, P,Q, σA, σB) where A = (A,mA, uA) and B = (B,mB, uB) are monads
on A and B respectively and

(
A,B, P,Q, σA, σB, uA, uB

)
is a preformal dual struc-

ture. Moreover
(
P : A → B, BµP : BP → P, µAP : PA→ P

)
and(

Q : B → A, AµQ : AQ→ Q, µBQ : QB → Q
)

are bimodule functors; σA : QP →
A, σB : PQ → B are subject to the following conditions: σA is A-bilinear and
σB is B-bilinear

(80) σA ◦
(
AµQP

)
= mA ◦

(
AσA

)
and σA ◦

(
QµAP

)
= mA ◦

(
σAA

)
(81) σB ◦

(
BµPQ

)
= mB ◦

(
BσB

)
and σB ◦

(
PµBQ

)
= mB ◦

(
σBB

)
and the associative conditions hold

(82) AµQ ◦
(
σAQ

)
= µBQ ◦

(
QσB

)
and BµP ◦

(
σBP

)
= µAP ◦

(
PσA

)
.

Definition 6.8. Consider a formal dual structure M = (A,B, P,Q, σA, σB) in the
sense of the previous definition. A herd for M is a pretorsor τ : Q→ QPQ i.e.

(83) (QPτ) ◦ τ = (τPQ) ◦ τ,

(84) (σAQ) ◦ τ = uAQ

and

(85) (QσB) ◦ τ = QuB.

Definition 6.9. A formal dual structure M = (A,B, P,Q, σA, σB) will be called
regular whenever

(
A,B, P,Q, σA, σB, uA, uB

)
is a regular preformal dual structure.

In this case a herd for M will be called a regular herd .

Lemma 6.10. Let M = (A,B, P,Q, σA, σB) be a formal dual structure and let τ :
Q → QPQ be a herd for M. Assume that the underlying functors A and B reflect
equalizers. Then τ is a regular herd.

Proof. Since A and B are monads, we have mA◦(AuA) = IdA and mB◦(BuB) = IdB.
Thus, AuA and BuB are split monomorphisms and thus monomorphisms. Since A
and B reflect equalizers, we deduce that also uA and uB are monomorphisms and
thus (A, uA) = EquFun (uAA,AuA) and (B, uB) = EquFun (uBB,BuB), i.e. τ is a
regular herd. �
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Proposition 6.11. Let M = (A,B, P,Q, σA, σB) be a formal dual structure such
that the lifted functors AQB : BB → AA and BPA : AA → BB determine an equiva-
lence of categories. Then (AQ,PA) and (BP ,QB) are adjunctions.

Proof. Since (AF , AU) and (BF , BU) are adjunctions, (AQBBF , BUBPA) = (AQ,PA)
and (BPAAF , AUAQB) = (BP ,QB) are also adjunctions. �

6.3. Herds and comonads.

Theorem 6.12 ([Bo]). Let A and B be categories in both of which the equalizer of
any pair of parallel morphisms exists. Let M = (A,B, P,Q, σA, σB) be a formal dual
structure on two categories A and B. Then we have

(1) If C =
(
C,∆C , εC

)
is a comonad on the category A and

(
Q, CρQ : Q→ CQ

)
is a left C-comodule functor such that
(i) the functorial morphism can1 :=

(
CσA

)
◦
(
CρQP

)
: QP → CA is an

isomorphism
(ii) the functorial morphism can2 :=

(
CµBQ

)
◦
(
CρQB

)
: QB → CQ is an

isomorphism
then τ :=

(
can−1

1 Q
)
◦ (CuAQ) ◦ CρQ : Q → QPQ is a pretorsor and thus

a herd.
(2) If D =

(
D,∆D, εD

)
is a comonad on the category B and

(
Q, ρDQ : Q→ QD

)
is a right D-comodule functor such that
(i) the functorial morphism can1 :=

(
σBD

)
◦
(
PρDQ

)
: PQ → BD is an

isomorphism
(ii) the functorial morphism can2 :=

(
AµQD

)
◦
(
AρDQ

)
: AQ → QD is an

isomorphism
then τ := (Qcan1

−1) ◦ (QuBD) ◦ ρDQ : Q→ QPQ is a pretorsor and thus a
herd.

Proof. See the dual Theorem 6.36. �

Theorem 6.13 ([Bo]). Let A and B be categories in both of which the equalizer
of any pair of parallel morphisms exists. Let M = (A,B, P,Q, σA, σB) be a regular
formal dual structure such that the underlying functors A, B, P and Q preserve
equalizers, then the existence of the following structures are equivalent:

(a) A herd τ : Q→ QPQ in M;
(b) A comonad C =

(
C,∆C , εC

)
on the category A such that the functor C

preserves equalizers and
(
Q, CρQ : Q→ CQ

)
is a left C-comodule functor

subject to the following conditions
(i) the functorial morphism can1 :=

(
CσA

)
◦
(
CρQP

)
: QP → CA is an

isomorphism
(ii) the functorial morphism can2 :=

(
CµBQ

)
◦
(
CρQB

)
: QB → CQ is an

isomorphism;
(c) A comonad D =

(
D,∆D, εD

)
on the category B such that the functor D

preserves equalizers and
(
Q, ρDQ : Q→ QD

)
is a right D-comodule functor

subject to the following conditions
(i) the functorial morphism can1 :=

(
σBD

)
◦
(
PρDQ

)
: PQ → BD is an

isomorphism
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(ii) the functorial morphism can2 :=
(
AµQD

)
◦
(
AρDQ

)
: AQ → QD is an

isomorphism.

Proof. See the dual Theorem 6.37. �

6.4. Herds and distributive laws.

Proposition 6.14 ([Bo]). Let A and B be categories with equalizers and let τ : Q→
QPQ be a regular herd for M = (A,B, P,Q, σA, σB) where the underlying functors
P : A → B, Q : B → A, A : A → A and B : B → B preserve equalizers. Let
C =

(
C,∆C , εC

)
and D =

(
D,∆D, εD

)
be the associated comonads constructed in

Proposition 6.1 and in Proposition 6.2. Then

1) There exists a mixed distributive law between the comonad C and the monad
A, Φ : AC → CA such that

(iA) ◦ Φ = φ =
(
QPσA

)
◦ (τP ) ◦

(
AµQP

)
◦ (Ai) .

2) There exists an opposite mixed distributive law between the comonad D and
the monad B, Ψ : DB → BD such that

(Bj) ◦Ψ = ψ =
(
σBPQ

)
◦ (Pτ) ◦

(
PµBQ

)
◦ (jB) .

Proof. See the dual Proposition 6.38. �

6.5. Herds and Galois functors.

Lemma 6.15. Let M =
(
A,B, P,Q, σA, σB

)
be a formal dual structure where Q :

B → A, P : A → B and A = (A,mA, uA) is a monad on the category A and
B = (B,mB, uB) is a monad on B. Assume that both A and B have coequalizers and
that A,QB preserve them. Then σA : QP → A induces a morphism σAA : QPA → AU
in AA and hence there exists a morphism Aσ

A
A: AQPA → IdAA such that

(86) AUAσ
A
A = σAA.

Moreover σAAAF = σA : QPAAF = QP → AUAF = A.

Proof. Let us consider the following diagram with notations of Proposition 3.30

QPAAU

σAAAU
��

QµAP AU //
QPAUλA

// QPAU

σAAU
��

QpP // QPA

σA′
��

AAAU
mAAU //
AAUλA

// AAU
AUλA // AU

Since by assumption QB preserves coequalizers, by Lemma 3.19 also Q preserves
coequalizers. Since (AUλA) ◦

(
σAAU

)
coequalizes the pair

(
QµAPAU,QPAUλA

)
and

(QPA, QpP ) = CoequFun

(
QµAPAU,QPAUλA

)
, by the universal property of the co-

equalizer, there exists a unique morphism σAA : QPA → AU such that

σAA ◦ (QpP ) = (AUλA) ◦
(
σAAU

)
.

We now want to prove that σAA : QPA = AUAQPA → AU is a morphism between left
A-module functors which satisfies

(AUλA) ◦
(
AσAA

)
= σAA ◦

(
AµQPA

)
.
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We have

(AUλA) ◦
(
AσAA

)
◦ (AQpP )

defσAA= (AUλA) ◦ (AAUλA) ◦
(
AσAAAU

)
AUλAcoequ

= (AUλA) ◦ (mAAU) ◦
(
AσAAU

) (80)
= (AUλA) ◦

(
σAAU

)
◦
(
AµQPAU

)
defσAA= σAA ◦ (QpP ) ◦

(
AµQPAU

) AµQ
= σAA ◦

(
AµQPA

)
◦ (AQpP )

and since A,Q preserve coequalizers, AQpP is an epimorphism, so that we get

(AUλA) ◦
(
AσAA

)
= σAA ◦

(
AµQPA

)
.

Hence, by Lemma 3.29, there exists a unique morphism Aσ
A
A: AQPA → IdAA such

that

AUAσ
A
A = σAA.

Now, note that, by definition of σAA, we have

σAA ◦ (QpP ) = (AUλA) ◦
(
σAAU

)
so that by applying it to AF we get(

σAAAF
)
◦ (QpPAF ) = (AUλAAF ) ◦

(
σAAUAF

)
.

Hence, by Proposition 3.34, we obtain that(
σAAAF

)
◦
(
QµAP

)
= mA ◦

(
σAA

) (80)
= σA ◦

(
QµAP

)
.

Since QµAP is an epimorphism, we deduce that σAAAF = σA. �

Proposition 6.16. Let A and B be categories with equalizers and let τ : Q→ QPQ
be a regular herd for a formal dual structure M = (A,B, P,Q, σA, σB) where the
underlying functors P : A → B, Q : B → A and A : A → A preserve equalizers.
Let

• C =
(
C,∆C , εC

)
be the comonad on the category A constructed in Proposi-

tion 6.1;
•
(
Q, CρQ

)
be the left C-comodule functor constructed in Proposition 6.1;

• AQ : B → AA be the functor defined in Lemma 3.29;
• Φ : AC → CA be the mixed distributive law between the comonad C and the

monad A constructed in Proposition 6.14;

• C̃ be the lifting of C on the category AA constructed in Theorem 5.7.

Then there exists a functorial morphism
eCρ

AQ : AQ→ C̃AQ such that

AU
eCρ

AQ = CρQ.

Moreover,
(
AQ,

eCρ
AQ

)
is a left C̃-comodule functor.

Proof. Since τ : Q → QPQ is a regular herd for M = (A,B, P,Q, σA, σB), by
Proposition 6.14, the mixed distributive law Φ : AC → CA is uniquely defined by

(iA) ◦ Φ =
(
QPσA

)
◦ (τP ) ◦

(
AµQP

)
◦ (Ai) .

Now we prove that CρQ yields a functorial morphism
eCρ

AQ. In fact we have

(iQ) ◦
(
CAµQ

)
◦ (ΦQ) ◦

(
ACρQ

) i
=
(
QPAµQ

)
◦ (iAQ) ◦ (ΦQ) ◦

(
ACρQ

)
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defΦ
=
(
QPAµQ

)
◦
(
QPσAQ

)
◦ (τPQ) ◦

(
AµQPQ

)
◦ (AiQ) ◦

(
ACρQ

)
(61),(82)

=
(
QPµBQ

)
◦
(
QPQσB

)
◦ (τPQ) ◦

(
AµQPQ

)
◦ (Aτ)

τ
=
(
QPµBQ

)
◦ (τB) ◦

(
QσB

)
◦
(
AµQPQ

)
◦ (Aτ)

AµQ
=
(
QPµBQ

)
◦ (τB) ◦

(
AµQB

)
◦
(
AQσB

)
◦ (Aτ)

(70)
=
(
QPµBQ

)
◦ (τB) ◦

(
AµQB

)
◦ (AQuB)

AµQ
=
(
QPµBQ

)
◦ (τB) ◦ (QuB) ◦ AµQ

τ
=
(
QPµBQ

)
◦ (QPQuB) ◦ τ ◦ AµQ

Qmodfun
= τ ◦ AµQ

(61)
= (iQ) ◦ CρQ ◦ AµQ

and since by construction iQ is a monomorphism we get that(
CAµQ

)
◦ (ΦQ) ◦

(
ACρQ

)
= CρQ ◦ AµQ.

By Lemma 5.3 we know that (
CAµQ

)
◦ (ΦQ) = AµCQ

so that we get

AµCQ ◦
(
ACρQ

)
=
(
CAµQ

)
◦ (ΦQ) ◦

(
ACρQ

)
= CρQ ◦ AµQ.

Hence there exists a morphism
eCρ

AQ : AQ→ C̃AQ such that

AU
eCρ

AQ = CρQ.

By the coassociativity and counitality properties of CρQ, we deduce that
eCρ

AQ is

also coassociative and counital so that
(
AQ,

eCρ
AQ

)
is a left C̃-comodule functor. �

Lemma 6.17. Let M = (A,B, P,Q, σA, σB) be a formal dual structure where the
underlying functors are A : A → A, B : B → B, P : A → B and Q : B → A.
Assume that both categories A and B have coequalizers and the functors A,QB
preserve them. Assume that

• C =
(
C,∆C , εC

)
is a comonad on the category A such that C preserves

coequalizers

• C̃ =
(
C̃,∆

eC , ε eC
)

is a lifting of the comonad of C to the category AA

•
(
AQ,

eCρ
AQ

)
is a left C̃-comodule functor where AU

eCρ
AQ = CρQ.

Consider the functorial morphisms

can1 :=
(
CσA

)
◦
(
CρQP

)
: QP → CA

and

AcanA :=
(
C̃Aσ

A
A

)
◦
( eCρ

AQPA

)
: AQPA → C̃

Then can1 is an isomorphism if and only if AcanA is an isomorphism.
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Proof. Note that, since
(
AQ,

eCρ
AQ

)
is a left C̃-comodule functor, then

(
Q, CρQ

)
is

a left C-comodule functor where CρQ = AU
eCρ

AQ. Let (PA, pP ) be the coequalizer
defined in (6). Now, by Lemma 6.15, σA induces a morphism σAA : QPA → AU such
that
σAA ◦ (QpP ) = (AUλA) ◦

(
σAAU

)
. Then, we can consider the morphism

(87) canA :=
(
CσAA

)
◦
(
CρQPA

)
: QPA = AUAQPA → CAU = AUC̃.

Then, by using the naturality of CρQ and the definition of σAA, we obtain

(88) canA ◦ (QpP ) = (CAUλA) ◦ (can1AU) .

Moreover, by Lemma 6.15, there exists a morphism Aσ
A
A : AQPA → IdAA such

that AUAσ
A
A = σAA. Since C̃ is a lifting of the comonad C, we know that CσAA =

CAUAσ
A
A = AUC̃Aσ

A
A. Let us set

AcanA :=
(
C̃Aσ

A
A

)
◦
( eCρ

AQPA

)
: AQPA → C̃

so that we get

(89) AUAcanA =
(

AUC̃Aσ
A
A

)
◦
(

AU
eCρ

AQPA

)
=
(
CσAA

)
◦
(
CρQPA

)
= canA.

By using the naturality of CρQ, we calculate

(can1AU) ◦
(
QµAPAU

)
=
(
CσAAU

)
◦
(
CρQPAU

)
◦
(
QµAPAU

)
=
(
CσAAU

)
◦
(
CQµAPAU

)
◦
(
CρQPAAU

)
(80)
= (CmAAU) ◦

(
CσAAAU

)
◦
(
CρQPAAU

)
= (CmAAU) ◦ (can1AAU)

so that we get

(90) (can1AU) ◦
(
QµAPAU

)
= (CmAAU) ◦ (can1AAU) .

Let us consider the following diagram

QPAAU
QµAP AU //
QPAUλA

//

can1AAU

��

QPAU
QpP //

can1AU

��

QPA //

canA
��

0

CAAAU
CmAAU //
CAAUλA

// CAAU
CAUλA// CAU = AUC̃ = CAA

// 0.

Now, since can1 : QP → CA is a functorial morphism and by formula (90), the
left square serially commutes. By formula (88) also the right square commutes.
Moreover, by definition, pP and AUλA are coequalizers. Since Q and C preserve
coequalizers, both the rows are coequalizers .

Assume now that can1 is a functorial isomorphism. Then both can1AAU and
can1AU are isomorphism and we deduce that also canA is an isomorphism. Since

AUAcanA = canA and AU reflects isomorphisms, we get that also AcanA is an iso-
morphism.

Conversely, assume that AcanA is an isomorphism. Then also canA = AUAcanA
is an isomorphism. Then, by using (89), (87), Lemma 6.15 and (15), we obtain
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AUAcanAAF = canAAF =
(
CσAAAF

)
◦
(
CρQPAAF

)
=
(
CσA

)
◦
(
CρQP

)
= can1 so

that also can1 is an isomorphism. �

6.6. The tame case.

Definition 6.18. A formal dual structure M = (A,B, P,Q, σA, σB) is called a
Morita context on the categories A and B if it satisfies also the balanced conditions

(91) σA ◦
(
µBQP

)
= σA ◦

(
QBµP

)
and σB ◦

(
PAµQ

)
= σB ◦

(
µAPQ

)
.

Lemma 6.19. Let M = (A,B, P,Q, σA, σB) be a Morita context on the categories A
and B and assume that A,B, P,Q preserve coequalizers. Hence, there exist functorial
morphisms

• ABσ
A
BA : AQBBPA → IdAA such that

(92) AUABσ
A
BA = Bσ

A
BA

where Bσ
A
BA is uniquely determined by Bσ

A
BA ◦ (QBpBP ) = (AUλA)◦

(
Bσ

A
BAU

)
and

(93) Bσ
A
B ◦ (pQBP ) = σA

• BAσ
B
AB : BPAAQB → IdBB such that

(94) BUBAσ
B
AB = Aσ

B
AB

where Aσ
B
AB is uniquely determined by Aσ

B
AB ◦ (PApAQ) = (BUλB) ◦

(
Aσ

B
ABU

)
and

(95) Aσ
B
A ◦ (pPAQ) = σB.

Moreover we have that

(96) Bσ
A
BAAF = Bσ

A
B and Aσ

B
ABBF = Aσ

B
A .

Proof. By definition, (QBBP , pQBP ) = CoequFun

(
µBQP,Q

BµP
)

and by assumption

σA is balanced, so that, by the universal property of the coequalizer, there exists a
unique functorial morphism Bσ

A
B : QBBP → A such that Bσ

A
B ◦ (pQBP ) = σA. Now,

let us consider the following diagram

QBBPAAU
QBµ

A

BP
AU

//
QBBPAUλA

//

Bσ
A
BAAU

��

QBBPAU
QBpBP //

Bσ
A
BAU

��

QBBPA

Bσ
A
B

��
AAAU

mAAU //
AAUλA

// AAU
AUλA // AU

Note that, by naturality of pQ and definition of Bσ
A
B we have(

Bσ
A
BAU

)
◦
(
QBµ

A
BPAU

)
◦ (pQBPAAU) =

(
Bσ

A
BAU

)
◦ (pQBPAU) ◦

(
QBUµ

A
BPAU

)
=
(
σAAU

)
◦
(
QµAPAU

) (80)
= (mAAU) ◦

(
σAAAU

)
= (mAAU) ◦

(
Bσ

A
BAAU

)
◦ (pQBPAAU)
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and since pQBPAAU is an epimorphism, we get that
(
Bσ

A
BAU

)
◦
(
QBµ

A
BPAU

)
=

(mAAU) ◦
(
Bσ

A
BAAU

)
. Moreover, by using naturality of pQ, definition of Bσ

A
B, nat-

urality of σA we have(
Bσ

A
BAU

)
◦ (QBBPAUλA) ◦ (pQBPAAU) =

(
Bσ

A
BAU

)
◦ (pQBPAU) ◦ (QBUBPAUλA)

=
(
σAAU

)
◦ (QBUBPAUλA) = (AAUλA) ◦

(
σAAUAFAU

)
= (AAUλA) ◦

(
Bσ

A
BAAU

)
◦ (pQBPAAU)

and since pQBPAAU is an epimorphism, we get that
(
Bσ

A
BAU

)
◦ (QBBPAUλA) =

(AAUλA) ◦
(
Bσ

A
BAAU

)
so that the left square serially commutes. Since B,P,Q pre-

serve coequalizers, by Corollary 2.12, also QBBP = CoequFun

(
µBQBUBP,QBUλBBP

)
preserves them so that both the rows are coequalizers. Hence, there exists a unique
functorial morphism Bσ

A
BA : QBBPA → AU such that

(97) Bσ
A
BA ◦ (QBpBP ) = (AUλA) ◦

(
Bσ

A
BAU

)
.

Now, by using naturality of AµQB , definition of Bσ
A
BA, definition of Bσ

A
B, coequalizing

property of AUλA, we compute

Bσ
A
BA ◦

(
AµQBBPA

)
◦ (AQBpBP ) ◦ (ApQBPAU)

= Bσ
A
BA ◦ (QBpBP ) ◦

(
AµQBBPAU

)
◦ (ApQBPAU)

(7)
= (AUλA) ◦

(
Bσ

A
BAU

)
◦ (pQBPAU) ◦

(
AµQBUBPAU

)
= (AUλA) ◦

(
σAAU

)
◦
(
AµQBUBPAU

)
(80)
= (AUλA) ◦ (mAAU) ◦

(
AσAAU

)
= (AUλA) ◦ (AAUλA) ◦

(
AσAAU

)
= (AUλA) ◦ (AAUλA) ◦

(
ABσ

A
BAU

)
◦ (ApQBPAU)

= (AUλA) ◦
(
ABσ

A
BA

)
◦ (AQBpBP ) ◦ (ApQBPAU)

and since (AQBpBP )◦ (ApQBPAU) is an epimorphism, we get Bσ
A
BA ◦

(
AµQBBPA

)
=

(AUλA)◦
(
ABσ

A
BA

)
so that Bσ

A
BA induces a functorial morphism ABσ

A
BA : AQBBPA →

IdAA such that AUABσ
A
BA = Bσ

A
BA. Similarly, one can prove that there exists a unique

functorial morphism Aσ
B
A : PAAQ→ B such that Aσ

B
A ◦ (pPAQ) = σB and it induces

a unique functorial morphism BAσ
B
AB : BPAAQB → IdBB such that BUBAσ

B
AB = Aσ

B
AB

where Aσ
B
AB is uniquely determined by Aσ

B
AB ◦ (PApAQ) = (BUλB) ◦

(
Aσ

B
ABU

)
.

Finally we compute(
Bσ

A
BAAF

)
◦ (QBpBPAF ) ◦ (pQBPA)

(97)
= (AUλAAF ) ◦

(
Bσ

A
BAUAF

)
◦ (pQBPA)

= mA ◦
(
Bσ

A
BA
)
◦ (pQBPA)

(93)
= mA ◦

(
σAA

) (80)
= σA ◦

(
QµAP

)
(93)
= Bσ

A
B ◦ (pQBP ) ◦

(
QµAP

) (11)
= Bσ

A
B ◦ (pQBP ) ◦

(
QBUµ

A
BP

)
pQ
= Bσ

A
B ◦
(
QBµ

A
BP

)
◦ (pQBPA)

(13),(14)
= Bσ

A
B ◦ (QBpBPAF ) ◦ (pQBPA) .

Since B and Q preserve coequalizers, by Corollary 2.12, also QB preserves them so
that

(
QBµ

A
BP

)
◦ (pQBPA) is epi and we deduce that

Bσ
A
BAAF = Bσ

A
B.
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Similarly, one can prove the statement for Aσ
B
ABBF = Aσ

B
A . �

Definitions 6.20. Let M = (A,B, P,Q, σA, σB) be a Morita context. We will say
that M is tame if the lifted functorial morphisms ABσ

A
BA : AQBBPA → IdAA and

BAσ
B
AB : BPAAQB → IdBB are isomorphisms so that the lifted functors AQB : BB →

AA and BPA : AA → BB yield a category equivalence. In this case, if τ : Q→ QPQ
is a herd for M, we will say that τ is a tame herd.

Proposition 6.21. Let M =
(
A,B, P,Q, σA, σB

)
be a tame Morita context. Then

unit and counit of the adjunction (AQB, BPA) are given by

η(AQB ,BPA) =
(
BAσ

B
ABBPAAQB

)
◦
(
BPA

(
ABσ

A
BA

)−1
AQB

)
◦
(
BAσ

B
AB

)−1
and ε(AQB ,BPA) =

ABσ
A
BA so that

η(AQ,PA) =
(

BUBAσ
B
ABBPAAQBBF

)
◦
(

BUBPA
(
ABσ

A
BA

)−1
AQBBF

)
◦
(

BU
(
BAσ

B
AB

)−1
BF
)
◦

uB and ε(AQ,PA) = ABσ
A
BA ◦ (AQBλBBPA).

Proof. It is a well-known fact that, given the two functorial isomorphisms σ : Id→
RL and ε : LR→ Id associated to an equivalence of categories, the unit of an adjunc-
tion is given by η = (σ−1RL) ◦ (Rε−1L) ◦σ and the counit is ε. Hence, since the iso-
morphisms are ε = ABσ

A
BA : AQBBPA → IdAA and σ−1 = BAσ

B
AB : BPAAQB → IdBB

the unit is η(AQB ,BPA) =
(
BAσ

B
ABBPAAQB

)
◦
(
BPA

(
ABσ

A
BA

)−1
AQB

)
◦
(
BAσ

B
AB

)−1

and the counit is ε(AQB ,BPA) = ABσ
A
BA. Note that, by Proposition 6.11, (AQ,PA) =

(AQBBF , BUBPA) and (BP ,QB) = (BPAAF , AUAQB) are adjunctions. Hence, the
unit of the adjunction (AQ,PA) is η(AQ,PA) =

(
BUη(AQB ,BPA)BF

)
◦ η(BF ,BU) and thus

η(AQ,PA) =
(

BUBAσ
B
ABBPAAQBBF

)
◦
(

BUBPA
(
ABσ

A
BA

)−1
AQBBF

)
◦
(

BU
(
BAσ

B
AB

)−1
BF
)
◦

uB. The counit of the adjunction (AQBBF , BUBPA) = (AQ,PA) is given by ε(AQ,PA) =

ε(AQB ,BPA) ◦
(
AQBε(BF ,BU)BPA

)
= ABσ

A
BA ◦ (AQBλBBPA). A similar result holds for

the other adjunction. �

Corollary 6.22. Let M = (A,B, P,Q, σA, σB) be a tame Morita context. Assume
that the functors A,B, P,Q preserve coequalizers. Then the counits of the adjunc-
tions (AQ,PA) and (BP ,QB) are given by ε(AQ,PA) = Aσ

A
A and ε(BP ,QB) = Bσ

B
B .

Proof. By Proposition 6.11 (AQ,PA) and (BP ,QB) are adjunctions. Let us consider
the functorial morphism Aσ

A
A : AQPA → IdAA constructed in Lemma 6.15 satisfying

AUAσ
A
AAF = σAAAF = σA. By using naturality of µBQ, definition of σAA, the balanced

property of σA, we compute

σAA ◦
(
µBQPA

)
◦ (QBpP ) = σAA ◦ (QpP ) ◦

(
µBQPAU

)
= (AUλA) ◦

(
σAAU

)
◦
(
µBQPAU

)
= (AUλA) ◦

(
σAAU

)
◦
(
QBµPAU

)
= σAA ◦ (QpP ) ◦

(
QBµPAU

) (7)
= σAA ◦

(
QBµPA

)
◦ (QBpP )

and since QBpP is an epimorphism, we get that

σAA ◦
(
µBQPA

)
= σAA ◦

(
QBµPA

)
i.e. (

AUAσ
A
A

)
◦
(

AUµ
B
AQ
PA
)

=
(

AUAσ
A
A

)
◦
(

AUAQ
BµPA

)
.



101

Since AU reflects and (AQBBPA, pAQBPA) = CoequFun

(
µBQPA, AQ

BµPA
)
, there exists

a unique functorial morphism ABσ
A
BA : AQBBPA → IdAA such that

ABσ
A
BA ◦ (p

AQBPA) = Aσ
A
A.

Using definition of σAA, Bσ
A
B and Bσ

A
BA, naturality of λB we compute(

AUABσ
A
BA

)
◦ (AUpAQBPA) ◦ (QpP ) = AU

[
ABσ

A
BA ◦ (p

AQBPA)
]
◦ (QpP )

=
(

AUAσ
A
A

)
◦ (QpP ) = (AUλA) ◦

(
σAAU

)
= (AUλA) ◦

(
Bσ

A
BAU

)
◦ (pQBPAU)

(14)
= (AUλA) ◦

(
Bσ

A
BAU

)
◦ (QBλBBPAU)

= Bσ
A
BA ◦ (QBpBP ) ◦ (QBλBBPAU) = Bσ

A
BA ◦ (QBλBBPA) ◦ (QBBF BUpBP )

= Bσ
A
BA ◦ (QBλBBPA) ◦ (QpP ) =

(
AUABσ

A
BA

)
◦ (AUAQBλBBPA) ◦ (QpP )

and since QpP is an epimorphism and AU reflects and by definition of ABσ
A
BA we get

ABσ
A
BA ◦ (AQBλBBPA) = ABσ

A
BA ◦ (p

AQBPA) = Aσ
A
A

so that ε(AQ,PA) = ABσ
A
BA ◦ (AQBλBBPA) = Aσ

A
A. �

Lemma 6.23. Let M = (A,B, P,Q, σA, σB) be a formal dual structure where the
underlying functors are A : A → A, B : B → B, P : A → B and Q : B → A.
Assume that both categories A and B have coequalizers and the functors A,QB
preserve them. Assume that

• C =
(
C,∆C , εC

)
is a comonad on the category A such that C preserves

coequalizers

• C̃ =
(
C̃,∆

eC , ε eC
)

is a lifting of the comonad C to the category AA

•
(
AQ,

eCρ
AQ

)
is a left C̃-comodule functor

• M is a tame Morita context.

Then can1 is an isomorphism if and only if AcanA is an isomorphism if and only

if AQ is a left C̃-Galois functor.

Proof. Assume that M is a tame Morita context. Then, by Corollary 6.22, (AQ,PA)

is an adjunction with counit ε := Aσ
A
A : AQPA → IdAA. Then, AQ is a left C̃-

Galois functor if and only if the morphism
(
C̃Aσ

A
A

)
◦
( eCρ

AQPA

)
= AcanA is an

isomorphism. By using Lemma 6.17 we deduce that can1 is an isomorphism if and

only if AcanA is an isomorphism if and only if AQ is a left C̃-Galois functor. �

The following Theorem is a formulation, in pure categorical terms, of [BV, The-
orem 2.18].

Theorem 6.24. Let M = (A,B, P,Q, σA, σB) be a regular tame Morita context.
Assume that

• both categories A and B have equalizers and coequalizers,
• the functors A and B preserve equalizers,
• the functors A,B, P,Q preserve coequalizers.

Then the existence of the following structures are equivalent:

(a) A herd τ : Q→ QPQ for M
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(b) A comonad C =
(
C,∆C , εC

)
on the category A such that the functor C

preserves equalizers and a mixed distributive law Φ : AC → CA such that

AQ is a Galois comodule functor over C̃ (where C̃ is the lifting of C)
(c) A comonad D =

(
D,∆D, εD

)
on the category B such that the functor D

preserves equalizers and an opposite mixed distributive law Ψ : DB → BD

such that BP is a Galois comodule functor over D̃ (where D̃ is the lifting of
D).

Proof. By Proposition 6.11 the pairs (AQ,PA) and (BP ,QB) are adjunctions and
hence PA and QB preserve equalizers. Since A = AUAF and B = BUBF preserve
equalizers, by Lemma 3.22 also AF and BF preserve them so that, in view of (15),
we get that P = PAAF and Q = QBBF preserve equalizers.
(a) ⇒ (b) Assume that τ : Q → QPQ is a herd for M =

(
A,B, P,Q, σA, σB

)
. By

Proposition 6.14 there exists a mixed distributive law Φ : AC → CA such that

(iA) ◦ Φ =
(
QPσA

)
◦ (τP ) ◦

(
AµQP

)
◦ (Ai) .

Then, by Theorem 5.7, there exists a lifting comonad C̃ =
(
C̃,∆

eC , ε eC
)

on the cate-

gory AA. By Proposition 6.16, there exists a functorial morphism
eCρ

AQ : AQ→ C̃AQ

such that AU
eCρ

AQ = CρQ and
(
AQ,

eCρ
AQ

)
is a left C̃-comodule functor. Since by

assumption we have a regular formal dual structure, by Theorem 6.6, the functorial
morphism can1 :=

(
CσA

)
◦
(
CρQP

)
: QP → CA is an isomorphism and so, by

Lemma 6.23, AQ is a left C̃-Galois functor.
(b)⇒ (a) Follows by [BM, Theorem 4.4 (1)] where

(T , (NA, RA), (NB, RB), C, ξ) = (AA, (AF , AU), (AQ,PA),C, AUAcanA) noting that a
pretorsor for a formal dual structure is a herd. �

6.7. Copretorsors.

Proposition 6.25. Let A and B be categories with coequalizers and let P : A →
B, Q : B → A, and C : A → A be functors. Assume that all the functors P,Q and
C preserve coequalizers. Let εC : C → A be a functorial morphism and assume that(
A, εC

)
= CoequFun

(
CεC , εCC

)
. Let χ : QPQ→ Q be a functorial morphism such

that

(98) χ ◦ (QPχ) = χ ◦ (χPQ)

and let δC : C → QP be a functorial morphism such that

(99) χ ◦ (δCQ) = εCQ.

Let wl = (χP ) ◦ (QPδC) and wr = QPεC : QPC → QP . Set

(100) (A, x) = CoequFun

(
wl, wr

)
.

There exists a functorial morphism AµQ : AQ→ Q such that

(101) AµQ ◦ (xQ) = χ.

There exist functorial morphisms mA : AA → A and uA : A → A such that A =
(A,mA, uA) is a monad over A that preserves coequalizers. Moreover mA and uA
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are uniquely determined by

(102) x ◦ (χP ) = mA ◦ (xx)

and

(103) uA ◦ εC = x ◦ δC .

Finally
(
Q, AµQ

)
is a left A-module functor.

Proof. We have

χ ◦
(
wlQ

)
= χ ◦ (χPQ) ◦ (QPδCQ)

(98)
= χ ◦ (QPχ) ◦ (QPδCQ)

99
= χ ◦

(
QPεCQ

)
= χ ◦ (wrQ) .

Hence

χ ◦
(
wlQ

)
= χ ◦ (wrQ) .

By Lemma 2.9, we have that

(AQ, xQ) = CoequFun

(
wlQ,wrQ

)
and hence there exists a unique functorial morphism AµQ : AQ → Q which fulfils
(101). We compute

x ◦ (AµQP ) ◦ (Awl) ◦ (xQPC)
x
= x ◦ (AµQP ) ◦ (xQP ) ◦

(
QPwl

)
(101)
= x ◦ (χP ) ◦

(
QPwl

)
= x ◦ (χP ) ◦ (QPχP ) ◦ (QPQPδC)

(98)
= x ◦ (χP ) ◦ (χPQP ) ◦ (QPQPδC)

χ
= x ◦ (χP ) ◦ (QPδC) ◦ (χPC) = x ◦ wl ◦ (χPC)
xcoequ

= x ◦ wr ◦ (χPC) = x ◦
(
QPεC

)
◦ (χPC)

χ
= x ◦ (χP ) ◦

(
QPQPεC

) (101)
= x ◦ (AµQP ) ◦ (xQP ) ◦

(
QPQPεC

)
x
= x ◦ (AµQP ) ◦

(
AQPεC

)
◦ (xQPC) = x ◦ (AµQP ) ◦ (Awr) ◦ (xQPC)

so that we get

x ◦ (AµQP ) ◦ (Awl) ◦ (xQPC) = x ◦ (AµQP ) ◦ (Awr) ◦ (xQPC)

and since xQPC is an epimorphism we deduce that

x ◦ (AµQP ) ◦ (Awl) = x ◦ (AµQP ) ◦ (Awr).

By Corollary 2.12, A preserves coequalizers so that we get

(AA,Ax) = CoequFun

(
Awl, Awr

)
.

Hence there exists a unique functorial morphism mA : AA→ A such that

(104) mA ◦ (Ax) = x ◦ (AµQP )

or equivalently

mA ◦ (xx) = mA ◦ (Ax) ◦ (xQP ) = x ◦ (AµQP ) ◦ (xQP )
(101)
= x ◦ (χP ) .
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We calculate

x ◦ δC ◦
(
CεC

) δC= x ◦
(
QPεC

)
◦ (δCC) = x ◦ wr ◦ (δCC)

xcoequ
= x ◦ wl ◦ (δCC) = x ◦ (χP ) ◦ (QPδC) ◦ (δCC)

δC= x ◦ (χP ) ◦ (δCQP ) ◦ (CδC)
(99)
= x ◦

(
εCQP

)
◦ (CδC)

εC
= x ◦ δC ◦ (εCC)

so that we get

x ◦ δC ◦ (CεC) = x ◦ δC ◦ (εCC).

Since
(
A, εC

)
= CoequFun

(
CεC , εCC

)
there exists a unique functorial morphism

uA : A → A such that (103) is fulfilled. Now we want to show that A = (A,mA, uA)
is a monad over A that is

mA ◦ (mAA) = mA ◦ (AmA)

mA ◦ (AuA) = A = mA ◦ (uAA) .

We calculate

mA ◦ (mAA) ◦ (xxx) = mA ◦ (mAA) ◦ (xxA) ◦ (QPQPx)

(102)
= mA ◦ (xA) ◦ (χPA) ◦ (QPQPx)

χ
= mA ◦ (xA) ◦ (QPx) ◦ (χPQP ) = mA ◦ (xx) ◦ (χPQP )

(102)
= x ◦ (χP ) ◦ (χPQP )

(98)
= x ◦ (χP ) ◦ (QPχP )

(102)
= mA ◦ (xx) ◦ (QPχP ) = mA ◦ (xA) ◦ (QPx) ◦ (QPχP )

(102)
= mA ◦ (xA) ◦ (QPmA) ◦ (QPxx)

x
= mA ◦ (AmA) ◦ (xAA) ◦ (QPxx)

= mA ◦ (AmA) ◦ (xxx) .

Thus we get that

mA ◦ (mAA) ◦ (xxx) = mA ◦ (AmA) ◦ (xxx)

and since xxx is an epimorphism, we deduce that mA is associative. We compute

mA ◦ (AuA) ◦
(
AεC

)
◦ (xC)

(103)
= mA ◦ (Ax) ◦ (AδC) ◦ (xC)

x
= mA ◦ (Ax) ◦ (xQP ) ◦ (QPδC) = mA ◦ (xx) ◦ (QPδC)

(102)
= x ◦ (χP ) ◦ (QPδC) = x ◦ wl

= x ◦ wr = x ◦ (QPεC)
x
=
(
AεC

)
◦ (xC) .

Thus we get that

mA ◦ (AuA) ◦
(
AεC

)
◦ (xC) =

(
AεC

)
◦ (xC) .

and since
(
AεC

)
◦ (xC) is epimorphism we deduce that

mA ◦ (AuA) = A.
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We compute

mA ◦ (uAA) ◦
(
εCA

)
◦ (Cx)

(103)
= mA ◦ (xA) ◦ (δCA) ◦ (Cx)

δC= mA ◦ (xA) ◦ (QPx) ◦ (δCQP ) = mA ◦ (xx) ◦ (δCQP )

(102)
= x ◦ (χP ) ◦ (δCQP )

(99)
= x ◦ (εCQP )

εC
=
(
εCA

)
◦ (Cx)

so that we get
mA ◦ (uAA) ◦

(
εCA

)
◦ (Cx) =

(
εCA

)
◦ (Cx)

and since
(
εCA

)
◦ (Cx) is an epimorphism we deduce that

mA ◦ (uAA) = A.

Therefore we obtain that mA is unital. We compute
AµQ ◦

(
AAµQ

)
◦ (AxQ) ◦ (xQPQ)

(101)
= AµQ ◦ (Aχ) ◦ (xQPQ)

x
= AµQ ◦ (xQ) ◦ (QPχ)

(101)
= χ ◦ (QPχ)

(98)
= χ ◦ (χPQ)

(101)
= AµQ ◦ (xQ) ◦ (χPQ)

(102)
= AµQ ◦ (mAQ) ◦ (xxQ) = AµQ ◦ (mAQ) ◦ (AxQ) ◦ (xQPQ) .

Since (AxQ) ◦ (xQPQ) is an epimorphism we get
AµQ ◦

(
AAµQ

)
= AµQ ◦ (mAQ) .

We calculate

AµQ ◦ (uAQ) ◦
(
εCQ

) (103)
= AµQ ◦ (xQ) ◦ (δCQ)

(101)
= χ ◦ (δCQ)

(99)
=
(
εCQ

)
.

Since
(
εCQ

)
is an epimorphism we obtain

AµQ ◦ (uAQ) = Q.

�

Proposition 6.26. Let A and B be categories with coequalizers and let P : A → B,
Q : B → A, and D : B → B be functors. Assume that all the functors P,Q and D
preserve coequalizers. Let εD : D → B be a functorial morphism and assume that(
B, εD

)
= CoequFun

(
DεD, εDD

)
. Let χ : QPQ→ Q be a functorial morphism such

that
χ ◦ (QPχ) = χ ◦ (χPQ) .

Let δD : D → PQ be a functorial morphism such that

(105) χ ◦ (QδD) = QεD.

Let zl = (Pχ) ◦ (δDPQ) and zr = εDPQ : DPQ→ PQ. Set

(106) (B, y) = CoequFun

(
zl, zr

)
.

There exists a functorial morphism µBQ : QB → Q such that

(107) µBQ ◦ (Qy) = χ.
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There exist functorial morphisms mB : BB → B and uB : B → B such that
B = (B,mB, uB) is a monad over B that preserves coequalizers. Moreover mB and
uB are uniquely determined by

(108) mB ◦ (yB) = y ◦
(
PµBQ

)
or equivalently

(109) mB ◦ (yy) = y ◦ (Pχ)

and

(110) y ◦ δD = uB ◦ εD.
Moreover

(
Q, µBQ

)
is a right B-module functor.

Proof. By left-right symmetric argument of those used in proof of Proposition 6.25,
one can prove this Proposition. �

Definition 6.27. Let A and B be categories. A preformal codual structure is a
eightuple Θ =

(
C,D, P,Q, δC , δD, ε

C , εD
)

where C : A → A, D : B → B, P : A → B
and Q : B → A are functors, δC : C → QP, δD : D → PQ, εC : C → A, εD : D → B
are functorial morphisms. A copretorsor χ for Θ is a functorial morphism χ :
QPQ→ Q satisfying the following conditions:

1) Coassociativity, in the sense that

(111) χ ◦ (χPQ) = χ ◦ (QPχ)

2) Counitality, in the sense that

(112) χ ◦ (δCQ) = εCQ

and

(113) χ ◦ (QδD) = QεD.

Definition 6.28. A preformal codual structure Θ =
(
C,D, P,Q, δC , δD, ε

C , εD
)

will be called regular whenever
(
A, εC

)
= CoequFun

(
CεC , εCC

)
and

(
B, εD

)
=

CoequFun

(
DεD, εDD

)
. In this case a copretorsor for Θ will be called a regular

copretorsor.

Theorem 6.29. Let A and B be categories with coequalizers and let χ : QPQ →
Q be a regular copretorsor for Θ =

(
C,D, P,Q, δC , δD, ε

C , εD
)
. Assume that the

underlying functors P,Q,C and D preserve coequalizers. Let wl = (χP ) ◦ (QPδC)
and wr = QPεC : QPC → QP . Set

(114) (A, x) = CoequFun

(
wl, wr

)
.

There exists a functorial morphism AµQ : AQ→ Q such that

(115) AµQ ◦ (xQ) = χ.

There exist functorial morphisms mA : AA → A and uA : A → A such that A =
(A,mA, uA) is a monad over A that preserves coequalizers. Moreover mA and uA
are uniquely determined by

x ◦ (χP ) = mA ◦ (xx) and x ◦ δC = uA ◦ εC .
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Moreover
(
Q, AµQ

)
is a left A-module functor.

Let zl = (Pχ) ◦ (δDPQ) and zr = εDPQ : DPQ→ PQ. Set

(116) (B, y) = CoequFun

(
zl, zr

)
.

There exists a functorial morphism µBQ : QB → Q such that

(117) µBQ ◦ (Qy) = χ.

There exist functorial morphisms mB : BB → B and uB : B → B such that
B = (B,mB, uB) is a monad over B that preserves coequalizers. Moreover mB and
uB are uniquely determined by

mB ◦ (yy) = y ◦ (Pχ) and y ◦ δD = uB ◦ εD.
Moreover

(
Q,µBQ

)
is a right B-module functor.

Finally
(
Q, AµQ, µ

B
Q

)
is an A-B-module functor.

Proof. Within these assumption, we can apply Proposition 6.25 to get the monad A
and the functorial morphism AµQ : AQ→ Q satisfying 115 such that

(
Q, AµQ

)
is a

left A-module functor and Proposition 6.26 to get the monad B and the functorial
morphism µBQ : QB → Q satisfying 117 such that

(
Q,µBQ

)
is a right B-module

functor. Let us check the compatibility condition. We calculate

AµQ ◦
(
AµBQ

)
◦ (AQy) ◦ (xQPQ)

x
= AµQ ◦ (xQ) ◦

(
QPµBQ

)
◦ (QPQy)

(115),(117)
= χ ◦ (QPχ)

(98)
= χ ◦ (χPQ)

(117),(115)
= µBQ ◦ (Qy) ◦

(
AµQPQ

)
◦ (xQPQ)

AµQ
= µBQ ◦

(
AµQB

)
◦ (AQy) ◦ (xQPQ) .

Since (AQy) ◦ (xQPQ) is an epimorphism we get that
AµQ ◦

(
AµBQ

)
= µBQ ◦

(
AµQB

)
.

Therefore (Q, AµQ, µ
B
Q) is an A-B-bimodule functor. �

Theorem 6.30. Let χ : QPQ→ Q be a regular copretorsor for a preformal codual
structure Θ =

(
C,D, P,Q, δC , δD, ε

C , εD
)

on categories A and B such that the un-
derlying functors P,Q,C and D preserve coequalizers. Assume that C and D are
comonads,

(
P,DρP

)
is a left D-comodule functor and

(
P, ρCP

)
is a right C-comodule

functor. Moreover assume that the functorial morphism δC is right C-colinear, that
is
(
QρCP

)
◦ δC = (δCC) ◦∆C and the functorial morphism δD is left D-colinear that

is
(
DρPQ

)
◦ δD = (DδD) ◦∆D and that they are compatible in the sense that

(118) (δDP ) ◦ DρP = (PδC) ◦ ρCP .
Then there exists a monad A = (A,mA, uA) on the category A together with a
functorial morphism AµQ : AQ → Q such that

(
Q, AµQ

)
is a left A-module functor

and a monad B = (B,mB, uB) together with a functorial morphism µBQ : QB → Q

such that
(
Q,µBQ

)
is a right B-module functor. The underlying functors are defined

as follows
(A, x) = CoequFun

(
(χP ) ◦ (QPδC) , QPεC

)
.
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and

(B, y) = CoequFun

(
(Pχ) ◦ (δDPQ) , εDPQ

)
.

satisfying
AµQ ◦ (xQ) = χ and µBQ ◦ (Qy) = χ.

Furthermore

1) The morphisms cocan1 :=
(
AµQP

)
◦ (AδC) : AC → QP is an isomorphism.

2) The morphism cocan1 :=
(
PµBQ

)
◦ (δDB) : DB → PQ is an isomorphisms.

3)

(χP ) ◦ (QPδC) = cocan1 ◦ (xC) and (Pχ) ◦ (δDPQ) = cocan1 ◦ (Dy)

4)

x =
(
AεC

)
◦ (cocan1)

−1

y =
(
εDB

)
◦ (cocan1)

−1

5)

δC =
(
AµQP

)
◦ (AδC) ◦ (uAC)

6)

δD =
(
PµBQ

)
◦ (δDB) ◦ (DuB) .

From the last equalities, we deduce that if εCA is a regular epimorphism, so is σA

and if BεD is a regular epimorphism, so is σB.

Proof. Note that we are in the setting of Theorem 6.29.
1) Let us check that cocan1 is an isomorphism.

The inverse of the functorial morphism cocan1 is given by cocan−1
1 = (xC) ◦(

QρCP
)

: QP → AC. Indeed we compute

(xC) ◦
(
QρCP

)
◦ cocan1 ◦ (xC) = (xC) ◦

(
QρCP

)
◦
(
AµQP

)
◦ (AδC) ◦ (xC)

= (xC) ◦
(
QρCP

)
◦
(
AµQP

)
◦ (xQP ) ◦ (QPδC)

(115)
= (xC) ◦

(
QρCP

)
◦ (χP ) ◦ (QPδC) = (xC) ◦ (χPC) ◦

(
QPQρCP

)
◦ (QPδC)

P rightCcol
= (xC) ◦ (χPC) ◦ (QPδCC) ◦

(
QP∆C

)
= (xC) ◦

(
wlC

)
◦
(
QP∆C

)
x coequ

= (xC) ◦ (wrC) ◦
(
QP∆C

)
= (xC) ◦

(
QPεCC

)
◦
(
QP∆C

) C comonad
= (xC) .

Since xC is an epimorphism, we obtain that

(xC) ◦
(
QρCP

)
◦ cocan1 = AC.

On the other hand, we have

cocan1 ◦ (xC) ◦
(
QρCP

)
=
(
AµQP

)
◦ (AδC) ◦ (xC) ◦

(
QρCP

)
=
(
AµQP

)
◦ (xQP ) ◦ (QPδC) ◦

(
QρCP

) (115)
= (χP ) ◦ (QPδC) ◦

(
QρCP

)
(118)
= (χP ) ◦ (QδDP ) ◦

(
QDρP

)
(113)
=
(
QεDP

)
◦
(
QDρP

) DρP counital
= QP



109

so we obtain that

cocan−1
1 = (xC) ◦

(
QρCP

)
.

2) Similarly we prove that we prove that cocan1 :=
(
PµBQ

)
◦ (δDB) : DB → PQ is

an isomorphism with (Dy) ◦
(
DρPQ

)
its inverse. In fact we have

(Dy) ◦
(
DρPQ

)
◦ cocan1 ◦ (Dy) = (Dy) ◦

(
DρPQ

)
◦
(
PµBQ

)
◦ (δDB) ◦ (Dy)

DρP= (Dy) ◦
(
DPµBQ

)
◦
(
DρPQB

)
◦ (δDB) ◦ (Dy)

δDleftDcol
= (Dy) ◦

(
DPµBQ

)
◦ (DδDB) ◦

(
∆DB

)
◦ (Dy)

∆D

= (Dy) ◦
(
DPµBQ

)
◦ (DδDB) ◦ (DDy) ◦

(
∆DPQ

)
δD= (Dy) ◦

(
DPµBQ

)
◦ (DPQy) ◦ (DδDPQ) ◦

(
∆DPQ

)
(117)
= (Dy) ◦ (DPχ) ◦ (DδDPQ) ◦

(
∆DPQ

)
ycoequ

= (Dy) ◦
(
DεDPQ

)
◦
(
∆DPQ

) Dcomonad
= Dy

and since D preserves coequalizers, Dy is an epimorphism, so that we get

(Dy) ◦
(
DρPQ

)
◦ cocan1 = DB.

On the other hand we have

cocan1 ◦ (Dy) ◦
(
DρPQ

)
=
(
PµBQ

)
◦ (δDB) ◦ (Dy) ◦

(
DρPQ

)
δD=
(
PµBQ

)
◦ (PQy) ◦ (δDPQ) ◦

(
DρPQ

) (117)
= (Pχ) ◦ (δDPQ) ◦

(
DρPQ

)
(118)
= (Pχ) ◦ (PδCQ) ◦

(
ρCPQ

) (112)
=
(
PεCQ

)
◦
(
ρCPQ

)
P com
= PQ

so that we get

cocan1 ◦ (Dy) ◦
(
DρPQ

)
= PQ.

3) We have

(χP ) ◦ (QPδC)
(115)
=
(
AµQP

)
◦ (xQP ) ◦ (QPδC)

x
=
(
AµQP

)
◦ (AδC) ◦ (xC)

defcocan1= cocan1 ◦ (xC)

so that

(119) (χP ) ◦ (QPδC) = cocan1 ◦ (xC) .

Similarly we have

(Pχ) ◦ (δDPQ)
(117)
=
(
PµBQ

)
◦ (PQy) ◦ (δDPQ)

δD=
(
PµBQ

)
◦ (δDB) ◦ (Dy)

defcocan1= cocan1 ◦ (Dy)

so that

(120) (Pχ) ◦ (δDPQ) = cocan1 ◦ (Dy) .
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4) With notations of Theorem 6.29, we have

x ◦ cocan1 ◦ (xC)
(119)
= x ◦ (χP ) ◦ (QPδC)

= x ◦ wl xcoequ
= x ◦ wr = x ◦

(
QPεC

) x
=
(
AεC

)
◦ (xC) .

Since xC is an epimorphism, we deduce that

x ◦ cocan1 = AεC

and hence

x =
(
AεC

)
◦ (cocan1)

−1 .

Similarly, we have

y ◦ cocan1 ◦ (Dy)
(120)
= y ◦ (Pχ) ◦ (δDPQ)

= y ◦ zl ycoequ
= y ◦ zr = y ◦

(
εDPQ

) εD
=
(
εDB

)
◦ (Dy) .

Since Dy is an epimorphism, we deduce that

y ◦ cocan1 = εDB

and hence

y =
(
εDB

)
◦ (cocan1)

−1 .

5) We have that

δC =
(
AµQP

)
◦ (uAQP ) ◦ δC

uA=
(
AµQP

)
◦ (AδC) ◦ (uAC)

so that

(121) δC =
(
AµQP

)
◦ (AδC) ◦ (uAC) .

Since
(
AµQP

)
◦ (AδC) = cocan1 is an isomorphism, we will prove that if uAC is

a regular monomorphism, so is δC . In fact, let (C, uAC) = EquFun (υ,$) where
υ,$ : AC → T. We know that

(
AµQP

)
◦ (AδC) = cocan1 is an isomorphism with

inverse (xC) ◦
(
QρCP

)
so that we have

υ ◦ (cocan1)
−1 ◦ δC

(121)
= υ ◦ (cocan1)

−1 ◦
(
AµQP

)
◦ (AδC) ◦ (uAC)

cocan1iso
= υ ◦ (uAC)

uACequ
= $ ◦ (uAC)

cocan1iso
= $ ◦ (cocan1)

−1 ◦
(
AµQP

)
◦ (AδC) ◦ (uAC)

(121)
= $ ◦ (cocan1)

−1 ◦ δC
so that

υ ◦ (cocan1)
−1 ◦ δC = $ ◦ (cocan1)

−1 ◦ δC
i.e.

υ ◦ (xC) ◦
(
QρCP

)
◦ δC = $ ◦ (xC) ◦

(
QρCP

)
◦ δC .

Moreover, for every ξ : X → QP such that

υ ◦ (xC) ◦
(
QρCP

)
◦ ξ = $ ◦ (xC) ◦

(
QρCP

)
◦ ξ,
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since (C, uAC) = EquFun (υ,$) , there exists a unique functorial morphism ξ : X →
C such that

(uAC) ◦ ξ = (xC) ◦
(
QρCP

)
◦ ξ.

Then, by composing to the left with the isomorphism cocan1 :=
(
AµQP

)
◦ (AδC) we

get (
AµQP

)
◦ (AδC) ◦ (uAC) ◦ ξ =

(
AµQP

)
◦ (AδC) ◦ (xC) ◦

(
QρCP

)
◦ ξ

i.e. by (121) we have

(122) δC ◦ ξ = ξ.

Then ξ : X → C is the unique morphism satisfying condition (122) so that

(C, δC) = EquFun

(
υ ◦ (xC) ◦

(
QρCP

)
, $ ◦ (xC) ◦

(
QρCP

))
i.e. also δC is a regular monomorphism.
6) We have that

δD =
(
PµBQ

)
◦ (PQuB) ◦ δD

uB=
(
PµBQ

)
◦ (δDB) ◦ (DuB)

so that

(123) δD =
(
PµBQ

)
◦ (δDB) ◦ (DuB) .

Since
(
PµBQ

)
◦ (δDB) = cocan1 is an isomorphism, we will prove that if DuB is

a regular monomorphism, so is δD. In fact, let (D,DuB) = EquFun (ζ, θ) where
ζ, θ : DB → L. We know that

(
PµBQ

)
◦ (δDB) = cocan1 is an isomorphism with

inverse (Dy) ◦
(
DρPQ

)
so that we have

ζ ◦ (cocan1)
−1 ◦ δD

(123)
= ζ ◦ (cocan1)

−1 ◦
(
PµBQ

)
◦ (δDB) ◦ (DuB)

cocan1iso
= ζ ◦ (DuB)

DuBequ
= θ ◦ (DuB)

cocan1iso
= θ ◦ (cocan1)

−1 ◦
(
PµBQ

)
◦ (δDB) ◦ (DuB)

(123)
= θ ◦ (cocan1)

−1 ◦ δD
so that

ζ ◦ (cocan1)
−1 ◦ δD = θ ◦ (cocan1)

−1 ◦ δD
i.e.

ζ ◦ (Dy) ◦
(
DρPQ

)
◦ δD = θ ◦ (Dy) ◦

(
DρPQ

)
◦ δD.

Moreover, for every ν : Y → PQ such that

ζ ◦ (Dy) ◦
(
DρPQ

)
◦ ν = θ ◦ (Dy) ◦

(
DρPQ

)
◦ ν,

since (D,DuB) = EquFun (ζ, θ) , there exists a unique functorial morphism ν : Y →
D such that

(DuB) ◦ ν = (Dy) ◦
(
DρPQ

)
◦ ν.

Then, by composing to the left with the isomorphism cocan1 := we get(
PµBQ

)
◦ (δDB) ◦ (DuB) ◦ ν =

(
PµBQ

)
◦ (δDB) ◦ (Dy) ◦

(
DρPQ

)
◦ ν

i.e. by (123) we have

(124) δD ◦ ν = ν.
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Then ν : Y → D is the unique morphism satisfying condition (124) so that

(D, δD) = EquFun

(
ζ ◦ (Dy) ◦

(
DρPQ

)
, θ ◦ (Dy) ◦

(
DρPQ

))
i.e. also δD is a regular monomorphism. �

6.8. Coherds. Following [BV], by formally dualizing definitions of formal dual
structure and herd, the notions of formal codual structure and of coherd are in-
troduced.

Definition 6.31. A formal codual structure on two categories A and B is a sex-
tuple X = (C,D, P,Q, δC , δD) where C =

(
C,∆C , εC

)
and D =

(
D,∆D, εD

)
are

comonads on on A and B respectively and
(
C,D, P,Q, δC , δD, ε

C , εD
)

is a pref-

ormal codual structure. Moreover
(
P : A → B,DρP : P → DP, ρCP : P → PC

)
and(

Q : B → A, CρQ : Q→ CQ, ρDQ : Q→ QD
)

are bicomodule functors; δC : C →
QP, δD : D → PQ are subject to the following conditions: δC is C-bicolinear and
δD is D-bicolinear

(125) (CρQP ) ◦ δC = (CδC) ◦∆C and
(
QρCP

)
◦ δC = (δCC) ◦∆C

(126)
(
PρDQ

)
◦ δD = (δDD) ◦∆D and

(
DρPQ

)
◦ δD = (DδD) ◦∆D

and the coassociative conditions hold

(127) (δCQ) ◦ CρQ = (QδD) ◦ ρDQ and (δDP ) ◦ DρP = (PδC) ◦ ρCP .

Definition 6.32. Consider a formal codual structure X = (C,D, P,Q, δC , δD) in
the sense of the previous definition. A coherd for X is a copretorsor χ : QPQ→ Q
i.e.

(128) χ ◦ (χPQ) = χ ◦ (QPχ)

(129) χ ◦ (δCQ) = εCQ

and

(130) χ ◦ (QδD) = QεD.

Definition 6.33. A formal codual structure X = (C,D, P,Q, δC , δD) will be called
regular whenever

(
C,D, P,Q, δC , δD, ε

C , εD
)

is a regular preformal codual structure.
In this case a coherd for X will be called a regular coherd.

Lemma 6.34. Let X = (C,D, P,Q, δC , δD) be a formal codual structure and let χ :
QPQ→ QQ be a coherd for X. Assume that the underlying functors C and D reflect
coequalizers. Then χ is a regular coherd.

Proof. Since C and D are comonads, we have
(
CεC

)
◦∆C = IdC and

(
DεD

)
◦∆D =

IdD. Thus, CεC and DεD are split epimorphisms and thus epimorphisms. Since C
and D reflect coequalizers, we deduce that also εC and εD are epimorphisms and
thus

(
A, εC

)
= CoequFun

(
εCC,CεC

)
and

(
B, εD

)
= CoequFun

(
εDD,DεD

)
, i.e. χ is

a regular coherd. �

Proposition 6.35. Let X = (C,D, P,Q, δC , δD) be a formal codual structure such
that the lifted functors CQD : DB → CA and DPC : CA → DB determine an equiva-
lence of categories. Then

(
QD,D P

)
and

(
PC ,C Q

)
are adjunctions.
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Proof. Since
(CU,

)
and

(DU, DF
)

are adjunctions,
(CUCQD,D PCCF

)
=
(
QD,D P

)
and

(DUDPC ,C QDDF
)

=
(
PC ,C Q

)
are also adjunctions. �

6.9. Coherds and Monads. In this subsection we prove that in the case when
there exist coequalizers in the base categories and all functors occurring in a formal
codual structure preserve them, we establish an equivalence between coherds on
one hand, and monads on the other hand, together with two natural isomorphism
generating a Galois map.

Theorem 6.36. Let A and B be categories in both of which the coequalizer of any
pair of parallel morphisms exists. Let X = (C,D, P,Q, δC , δD) be a formal codual
structure on A and B. Then we have

(1) If A = (A,mA, uA) is a monad on the category A and
(
Q, AµQ : AQ→ Q

)
is a left A-module functor such that
(i) the functorial morphism cocan1 :=

(
AµQP

)
◦ (AδC) : AC → QP is an

isomorphism
(ii) the functorial morphism cocan2 :=

(
AµQD

)
◦
(
AρDQ

)
: AQ→ QD is an

isomorphism
then χ := AµQ ◦

(
AεCQ

)
◦
(
cocan−1

1 Q
)

: QPQ → Q is a copretorsor and
thus a coherd.

(2) If B = (B,mB, uB) is a monad on the category B and
(
Q,µBQ: QB → Q

)
is

a right B-module functor such that
(i) the functorial morphism cocan1 :=

(
PµBQ

)
◦ (δDB) : DB → PQ is an

isomorphism
(ii) the functorial morphism cocan2 :=

(
CµBQ

)
◦
(
CρQB

)
: QB → CQ is an

isomorphism
then χ := µBQ ◦

(
QεDB

)
◦ (Qcocan1

−1) : QPQ → Q is a copretorsor and
thus a coherd.

Proof. Let us prove 1), the other is similar. We have to prove that

χ := AµQ ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)

satisfies (111) , (112) , (113) . We compute

cocan1 ◦ (mAC) =
(
AµQP

)
◦ (AδC) ◦ (mAC)

=
(
AµQP

)
◦ (mAQP ) ◦ (AAδC)

(AµQ ass)
=

(
AµQP

)
◦
(
AAµQP

)
◦ (AAδC) =

(
AµQP

)
◦ (Acocan1)

so we obtain
cocan1 ◦ (mAC) =

(
AµQP

)
◦ (Acocan1)

i.e.

(131) (mAC) ◦ Acocan−1
1 =

(
cocan−1

1

)
◦
(
AµQP

)
.

We compute

χ ◦ (QPχ)

= AµQ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QPAµQ)◦

(
QPAεCQ

)
◦
(
QPcocan−1

1 Q
)
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= AµQ◦
(
AεCQ

)
◦ (ACAµQ)◦

(
ACAεCQ

)
◦
(
ACcocan−1

1 Q
)
◦
(
cocan−1

1 QPQ
)

= AµQ ◦ (AAµQ)◦
(
AεCAQ

)
◦
(
ACAεCQ

)
◦
(
ACcocan−1

1 Q
)
◦
(
cocan−1

1 QPQ
)

= AµQ ◦ (mAQ)◦
(
AεCAQ

)
◦
(
ACAεCQ

)
◦
(
ACcocan−1

1 Q
)
◦
(
cocan−1

1 QPQ
)

= AµQ ◦ (mAQ)◦
(
AAεCQ

)
◦
(
AεCCAQ

)
◦
(
ACcocan−1

1 Q
)
◦
(
cocan−1

1 QPQ
)

= AµQ◦
(
AεCQ

)
◦ (mACQ) ◦

(
Acocan−1

1 Q
)
◦
(
AεCQPQ

)
◦
(
cocan−1

1 QPQ
)

(131)
= AµQ◦

(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (AµQPQ)◦

(
AεCQPQ

)
◦
(
cocan−1

1 QPQ
)

= χ ◦ (χPQ) .

Note that we have

(cocan1) ◦ (uAC) =
(
AµQP

)
◦ (AδC) ◦ (uAC)

=
(
AµQP

)
◦ (uAQP ) ◦ δC

AµQ unital
= δC

so we have

(132) (cocan1) ◦ (uAC) = δC .

Now we compute

χ ◦ (δCQ) = AµQ ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (δCQ)

(132)
= AµQ ◦

(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (cocan1Q) ◦ (uACQ)

= AµQ ◦
(
AεCQ

)
◦ (uACQ) = AµQ ◦ (uAQ) ◦

(
εCQ

) (AµQ unital)
=

(
εCQ

)
and so we get

χ ◦ (δCQ) =
(
εCQ

)
.

We have (
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) ◦ cocan2

=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) ◦

(
AµQD

)
◦
(
AρDQ

)
=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦
(
AµQPQ

)
◦ (AQδD) ◦

(
AρDQ

)
(127)
=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦
(
AµQPQ

)
◦ (AδCQ) ◦

(
ACρQ

)
=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (cocan1Q) ◦

(
ACρQ

)
=
(
AεCQ

)
◦
(
ACρQ

) CρQ counital
= AQ

Since cocan2 is an isomorphism, we have that

(133) cocan2 ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) = QD.

Finally we compute

χ ◦ (QδD) = AµQ ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD)

ρDQ counital
= AµQ ◦

(
AQεD

)
◦
(
AρDQ

)
◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD)

=
(
QεD

)
◦ (

A
µQD) ◦

(
AρDQ

)
◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD)
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=
(
QεD

)
◦ cocan

2
◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD)

(133)
=
(
QεD

)
so that we obtain

χ ◦ (QδD) =
(
QεD

)
.

�

Theorem 6.37. Let A and B be categories in both of which the coequalizer of any
pair of parallel morphisms exist. Let X = (C,D, P,Q, δC , δD) be a regular formal co-
dual structure on A and B such that the underlying functors C,D, P and Q preserve
coequalizers, then the existence of the following structures are equivalent:

(a) A coherd χ : QPQ→ Q in X.
(b) A monad A = (A : A → A,mA : AA→ A, uA : A → A) , such that the func-

tor A preserves coequalizers, together with a left action AµQ : AQ → Q,
subject to the following conditions:
(i) The natural transformation cocan1 :=

(
AµQP

)
◦ (AδC) : AC → QP is

an isomorphism.
(ii) The natural transformation cocan2 :=

(
AµQD

)
◦
(
AρDQ

)
: AQ→ QD is

an isomorphism.
(c) A monad B = (B : B → B,mB : BB → B, uB : B → B) , such that the func-

tor B preserves coequalizers, together with a right action µBQ : QB → Q,
subject to the following conditions:
(i) The natural transformation cocan1 :=

(
PµBQ

)
◦ (δDB) : DB → PQ is

an isomorphism.
(ii) The natural transformation cocan2 :=

(
CµBQ

)
◦
(
CρQB

)
: QB → CQ is

an isomorphism.

Proof. (a) ⇒ (b) Under weaker assumptions, the monad A = (A,mA, uA) and the
action AµQ have been constructed in Proposition 6.25. Moreover, by Theorem 6.30
1) we already proved that cocan1 is an isomorphism with (xC) ◦

(
QρCP

)
its inverse.

Now we prove that
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦(QδD) is the inverse of cocan2.We compute

cocan2 ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD)

=
(
AµQD

)
◦
(
AρDQ

)
◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD)

=
(
AµQD

)
◦
(
AρDQ

)
◦
(
AεCQ

)
◦ (xCQ) ◦

(
QρCPQ

)
◦ (QδD)

=
(
AµQD

)
◦
(
AρDQ

)
◦ (xQ) ◦

(
QPεCQ

)
◦
(
QρCPQ

)
◦ (QδD)

ρCP counital
=

(
AµQD

)
◦
(
AρDQ

)
◦ (xQ) ◦ (QδD) =

(
AµQD

)
◦ (xQD) ◦

(
QPρDQ

)
◦ (QδD)

(101)
= (χD) ◦

(
QPρDQ

)
◦ (QδD)

(126)
= (χD) ◦ (QδDD) ◦

(
Q∆D

)
(113)
=
(
QεDD

)
◦
(
Q∆D

) (D comonad)
= QD

so we obtain

cocan2 ◦
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) = QD.

On the other hand, we have(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) ◦ cocan2
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=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) ◦

(
AµQD

)
◦
(
AρDQ

)
=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦
(
AµQPQ

)
◦ (AQδD) ◦

(
AρDQ

)
(127)
=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦
(
AµQPQ

)
◦ (AδCQ) ◦

(
ACρQ

)
=
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (cocan1Q) ◦

(
ACρQ

)
=
(
AεCQ

)
◦
(
ACρQ

) CρQ counital
= AQ

so we obtain
cocan−1

2 =
(
AεCQ

)
◦
(
cocan−1

1 Q
)
◦ (QδD) .

(b) ⇒ (a) Follows from Theorem 6.36. (a) ⇔ (c) follows by similar computations.
�

6.10. Coherds and distributive laws. The following result is a reformulation of
Theorem 2.16 in [BV] in our categorical setting.

Proposition 6.38. Let A and B be categories with equalizers and let χ : QPQ →
Q be a regular coherd for X = (C,D, P,Q, δC , δD) where the underlying functors
P : A → B, Q : B → A, C : A → A and D : B → B preserve coequalizers.
Let A = (A,mA, uA) and B = (B,mB, uB) be the associated monads constructed in
Proposition 6.25 and in Proposition 6.26. Then

1) There exists a mixed distributive law between the monad A and the comonad
C, Λ : AC → CA such that

Λ ◦ (xC) = λ = (Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC) .

2) There exists an opposite mixed distributive law between the monad B and the
comonad D, Γ : DB → BD such that

Γ ◦ (Dy) = γ = (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) .

Proof. 1) Consider the functorial morphism given by

QPC
QPδC−→ QPQP

χP−→ QP
CρQP−→ CQP

Cx−→ CA

λ = (Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC)

Recall that wl = (χP ) ◦ (QPδC) and wr = QPεC : QPC → QP and let us prove
that

λ ◦
(
wlC

) ?
= λ ◦ (wrC)

that is

(Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC) ◦ (χPC) ◦ (QPδCC)

?
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPδC) ◦

(
QPεCC

)
.

Let us compute

(Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC) ◦ (χPC) ◦ (QPδCC)

χ
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (χPQP ) ◦ (QPQPδC) ◦ (QPδCC)

δC ,(111)
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPχP ) ◦ (QPδCQP ) ◦ (QPCδC)
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(112)
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦

(
QPεCQP

)
◦ (QPCδC)

εC
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPδC) ◦

(
QPεCC

)
Since (AC, xC) = CoequFun

(
wlC,wrC

)
,by the universal property of coequalizers,

there exists a unique functorial morphism Λ : AC → CA such that

Λ ◦ (xC) = λ = (Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC) .

We want to prove that Λ is a mixed distributive law. We compute

(CmA) ◦ (ΛA) ◦ (AΛ) ◦ (xxC)
x
= (CmA) ◦ (ΛA) ◦ (AΛ) ◦ (xAC) ◦ (QPxC)

x
= (CmA) ◦ (ΛA) ◦ (xCA) ◦ (QPΛ) ◦ (QPxC)

defλ
= (CmA) ◦ (CxA) ◦

(
CρQPA

)
◦ (χPA) ◦ (QPδCA) ◦ (QPCx)

◦
(
QPCρQP

)
◦ (QPχP ) ◦ (QPQPδC)

δC= (CmA) ◦ (CxA) ◦
(
CρQPA

)
◦ (χPA) ◦ (QPQPx) ◦ (QPδCQP )

◦
(
QPCρQP

)
◦ (QPχP ) ◦ (QPQPδC)

χ
= (CmA) ◦ (CxA) ◦

(
CρQPA

)
◦ (QPx) ◦ (χPQP ) ◦ (QPδCQP )

◦
(
QPCρQP

)
◦ (QPχP ) ◦ (QPQPδC)

CρQ
= (CmA) ◦ (CxA) ◦ (CQPx) ◦

(
CρQPQP

)
◦ (χPQP ) ◦ (QPδCQP )

◦
(
QPCρQP

)
◦ (QPχP ) ◦ (QPQPδC)

x,(127)
= (CmA) ◦ (Cxx) ◦

(
CρQPQP

)
◦ (χPQP ) ◦ (QPQδDP )

◦
(
QPρDQP

)
◦ (QPχP ) ◦ (QPQPδC)

(102)
= (Cx) ◦ (CχP ) ◦

(
CρQPQP

)
◦ (χPQP ) ◦ (QPQδDP )

◦
(
QPρDQP

)
◦ (QPχP ) ◦ (QPQPδC)

χ
= (Cx) ◦ (CχP ) ◦

(
CρQPQP

)
◦ (QδDP ) ◦ (χDP ) ◦

(
QPρDQP

)
◦ (QPχP )

◦ (QPQPδC)
CρQ
= (Cx) ◦ (CχP ) ◦ (CQδDP ) ◦

(
CρQDP

)
◦ (χDP ) ◦

(
QPρDQP

)
◦ (QPχP )

◦ (QPQPδC)

(113)
= (Cx) ◦

(
CQεDP

)
◦
(
CρQDP

)
◦ (χDP ) ◦

(
QPρDQP

)
◦ (QPχP )

◦ (QPQPδC)
CρQ
= (Cx) ◦

(
CρQP

)
◦
(
QεDP

)
◦ (χDP ) ◦

(
QPρDQP

)
◦ (QPχP ) ◦ (QPQPδC)

χ
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦

(
QPQεDP

)
◦
(
QPρDQP

)
◦ (QPχP ) ◦ (QPQPδC)

Qcomfun
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPχP ) ◦ (QPQPδC)

(111)
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (χPQP ) ◦ (QPQPδC)
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χ
= (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPδC) ◦ (χPC)

defλ
= Λ ◦ (xC) ◦ (χPC)

(102)
= Λ ◦ (mAC) ◦ (xxC)

so that we get

(CmA) ◦ (ΛA) ◦ (AΛ) ◦ (xxC) = Λ ◦ (mAC) ◦ (xxC)

and since xxC is an epimorphism we obtain

(CmA) ◦ (ΛA) ◦ (AΛ) = Λ ◦ (mAC) .

Let now compute

(CΛ) ◦ (ΛC) ◦
(
A∆C

)
◦ (xC)

x
= (CΛ) ◦ (ΛC) ◦ (xCC) ◦

(
QP∆C

)
defλ
= (CΛ) ◦ (CxC) ◦

(
CρQPC

)
◦ (χPC) ◦ (QPδCC) ◦

(
QP∆C

)
defλ
= (CCx) ◦

(
CCρQP

)
◦ (CχP ) ◦ (CQPδC) ◦

(
CρQPC

)
◦ (χPC) ◦ (QPδCC)

◦
(
QP∆C

)
CρQ,(125)

= (CCx) ◦
(
CCρQP

)
◦ (CχP ) ◦

(
CρQPQP

)
◦ (QPδC) ◦ (χPC)

◦
(
QPQρCP

)
◦ (QPδC)

χ
= (CCx) ◦

(
CCρQP

)
◦ (CχP ) ◦

(
CρQPQP

)
◦ (QPδC) ◦

(
QρCP

)
◦ (χP ) ◦ (QPδC)

CρQ
= (CCx) ◦

(
CCρQP

)
◦ (CχP ) ◦ (CQPδC) ◦

(
CQρCP

)
◦
(
CρQP

)
◦ (χP ) ◦ (QPδC)

(127)
= (CCx) ◦

(
CCρQP

)
◦ (CχP ) ◦ (CQδDP ) ◦

(
CQDρP

)
◦
(
CρQP

)
◦ (χP )

◦ (QPδC)

(113)
= (CCx) ◦

(
CCρQP

)
◦
(
CQεDP

)
◦
(
CQDρP

)
◦
(
CρQP

)
◦ (χP ) ◦ (QPδC)

Qcomfun
= (CCx) ◦

(
CCρQP

)
◦
(
CρQP

)
◦ (χP ) ◦ (QPδC)

Qcomfun
= (CCx) ◦

(
∆CQP

)
◦
(
CρQP

)
◦ (χP ) ◦ (QPδC)

∆C

=
(
∆CA

)
◦ (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPδC)

defλ
=
(
∆CA

)
◦ Λ ◦ (xC)

so that we get

(CΛ) ◦ (ΛC) ◦
(
A∆C

)
◦ (xC) =

(
∆CA

)
◦ Λ ◦ (xC)

and since xC is an epimorphism we deduce that

(CΛ) ◦ (ΛC) ◦
(
A∆C

)
=
(
∆CA

)
◦ Λ.

Now we compute

Λ ◦ (uAC) ◦
(
εCC

) (103)
= Λ ◦ (xC) ◦ (δCC)

= (Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC) ◦ (δCC)

δC= (Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (δCQP ) ◦ (CδC)

(112)
= (Cx) ◦

(
CρQP

)
◦
(
εCQP

)
◦ (CδC) = (Cx) ◦

(
CρQP

)
◦ δC ◦

(
εCC

)
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(112)
= (Cx) ◦ (CδC) ◦∆C ◦

(
εCC

) (103)
= (CuA) ◦

(
CεC

)
◦∆C ◦

(
εCC

)
Ccomonad

= (CuA) ◦
(
εCC

)
and since εCC is an epimorphism we get that

Λ ◦ (uAC) = (CuA) .

Finally we compute(
εCA

)
◦ Λ ◦ (xC)

defλ
=
(
εCA

)
◦ (Cx) ◦

(
CρQP

)
◦ (χP ) ◦ (QPδC)

εC
= x ◦

(
εCQP

)
◦
(
CρQP

)
◦ (χP ) ◦ (QPδC)

Qcomfun
= x ◦ (χP ) ◦ (QPδC)

(102)
= mA ◦ (xx) ◦ (QPδC)

x
= mA ◦ (xA) ◦ (QPx) ◦ (QPδC)

(103)
= mA ◦ (xA) ◦ (QPuA) ◦

(
QPεC

)
x
= mA ◦ (AuA) ◦ x ◦

(
QPεC

) Acomonad,x
=

(
AεC

)
◦ (xC)

and since xC is an epimorphism we get that(
εCA

)
◦ Λ = AεC .

2) Consider the functorial morphism given by

DPQ
δDPQ−→ PQPQ

Pχ−→ PQ
PρDQ−→ PQD

yD−→ BD

γ = (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) .

Recall that zl = (Pχ) ◦ (δDPQ) and zr = εDPQ : DPQ→ PQ and let us compute

γ ◦
(
Dzl

) ?
= γ ◦ (Dzr)

that is

(yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) ◦ (DPχ) ◦ (DδDPQ)

?
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) ◦

(
DεDPQ

)
.

Let us compute

(yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) ◦ (DPχ) ◦ (DδDPQ)

δD= (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (PQPχ) ◦ (δDPQPQ) ◦ (DδDPQ)

δD,(111)
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (PχPQ) ◦ (PQδDPQ) ◦ (δDDPQ)

(113)
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦

(
PQεDPQ

)
◦ (δDDPQ)

δD= (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) ◦

(
DεDPQ

)
.

Since (DB,Dy) = CoequFun

(
Dzl, Dzr

)
, there exists a functorial morphism Γ :

DB → BD such that

Γ ◦ (Dy) = γ = (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) .
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We want to prove that Γ is an opposite mixed distributive law. We compute

(mBD) ◦ (BΓ) ◦ (ΓB) ◦ (Dyy)
y
= (mBD) ◦ (BΓ) ◦ (ΓB) ◦ (DyB) ◦ (DPQy)

defγ
= (mBD) ◦ (BΓ) ◦ (yDB) ◦

(
PρDQB

)
◦ (PχB) ◦ (δDPQB) ◦ (DPQy)

δD= (mBD) ◦ (BΓ) ◦ (yDB) ◦
(
PρDQB

)
◦ (PχB) ◦ (PQPQy) ◦ (δDPQPQ)

χ
= (mBD) ◦ (BΓ) ◦ (yDB) ◦

(
PρDQB

)
◦ (PQy) ◦ (PχPQ) ◦ (δDPQPQ)

ρDQ
= (mBD) ◦ (BΓ) ◦ (yDB) ◦ (PQDy) ◦

(
PρDQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

y
= (mBD) ◦ (BΓ) ◦ (BDy) ◦ (yDPQ) ◦

(
PρDQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

defγ
= (mBD) ◦ (ByD) ◦

(
BPρDQ

)
◦ (BPχ) ◦ (BδDPQ) ◦ (yDPQ) ◦

(
PρDQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

y
= (mBD) ◦ (yDPQ) ◦ (PQyD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PQδDPQ) ◦

(
PρDQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

y
= (mBD) ◦ (yyD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PQδDPQ) ◦

(
PρDQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

(109)
= (yD) ◦ (PχD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PQδDPQ) ◦

(
PρDQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

(127)
= (yD) ◦ (PχD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PδCQPQ) ◦

(
PCρQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

δC= (yD) ◦ (PχD) ◦ (PδCQD) ◦
(
PCρDQ

)
◦ (PCχ) ◦

(
PCρQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

(112)
= (yD) ◦

(
PεCQD

)
◦
(
PCρDQ

)
◦ (PCχ) ◦

(
PCρQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

εC
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦

(
PεCQPQ

)
◦
(
PCρQPQ

)
◦ (PχPQ) ◦ (δDPQPQ)

Qcomfun
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (PχPQ) ◦ (δDPQPQ)

(111)
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (PQPχ) ◦ (δDPQPQ)

δD= (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) ◦ (DPχ)

defγ
= Γ ◦ (Dy) ◦ (DPχ)

(109)
= Γ ◦ (DmB) ◦ (Dyy)

and since Dyy is an epimorphism we deduce that

(mBD) ◦ (BΓ) ◦ (ΓB) = Γ ◦ (DmB) .

Let us compute

(ΓD) ◦ (DΓ) ◦
(
∆DB

)
◦ (Dy)

∆D

= (ΓD) ◦ (DΓ) ◦ (DDy) ◦
(
∆DPQ

)
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defγ
= (ΓD) ◦ (DyD) ◦

(
DPρDQ

)
◦ (DPχ) ◦ (DδDPQ) ◦

(
∆DPQ

)
defγ
= (yDD) ◦

(
PρDQD

)
◦ (PχD) ◦ (δDPQD) ◦

(
DPρDQ

)
◦ (DPχ)

◦ (DδDPQ) ◦
(
∆DPQ

)
δD= (yDD) ◦

(
PρDQD

)
◦ (PχD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PQδDPQ)

◦ (δDDPQ) ◦
(
∆DPQ

)
(126)
= (yDD) ◦

(
PρDQD

)
◦ (PχD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PQδDPQ)

◦
(
PρDQPQ

)
◦ (δDPQ)

(127)
= (yDD) ◦

(
PρDQD

)
◦ (PχD) ◦

(
PQPρDQ

)
◦ (PQPχ) ◦ (PδCQPQ)

◦
(
PCρQPQ

)
◦ (δDPQ)

δC= (yDD) ◦
(
PρDQD

)
◦ (PχD) ◦ (PδCQD) ◦

(
PCρDQ

)
◦ (PCχ) ◦

(
PCρQPQ

)
◦ (δDPQ)

(112)
= (yDD) ◦

(
PρDQD

)
◦
(
PεCQD

)
◦
(
PCρDQ

)
◦ (PCχ) ◦

(
PCρQPQ

)
◦ (δDPQ)

εC
= (yDD) ◦

(
PρDQD

)
◦
(
PρDQ

)
◦ (Pχ) ◦

(
PεCQPQ

)
◦
(
PCρQPQ

)
◦ (δDPQ)

Qcomfun
= (yDD) ◦

(
PρDQD

)
◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ)

Qcomfun
= (yDD) ◦

(
PQ∆D

)
◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ)

y
=
(
B∆D

)
◦ (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (δDPQ)

defγ
=
(
B∆D

)
◦ Γ ◦ (Dy)

and since Dy is an epimorphism we get that

(ΓD) ◦ (DΓ) ◦
(
∆DB

)
=
(
B∆D

)
◦ Γ.

Now we compute

Γ ◦ (DuB) ◦
(
DεD

) (110)
= Γ ◦ (Dy) ◦ (DδD)

defγ
= (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (δDPQ) ◦ (DδD)

δD= (yD) ◦
(
PρDQ

)
◦ (Pχ) ◦ (PQδD) ◦ (δDD)

(113)
= (yD) ◦

(
PρDQ

)
◦
(
PQεD

)
◦ (δDD)

ρDQ
= (yD) ◦

(
PQDεD

)
◦
(
PρDQD

)
◦ (δDD)

(126)
= (yD) ◦

(
PQDεD

)
◦ (δDDD) ◦

(
∆DD

)
δD= (yD) ◦ (δDD) ◦

(
DDεD

)
◦
(
∆DD

) ∆D

= (yD) ◦ (δDD) ◦∆D ◦
(
DεD

)
(110)
= (uBD) ◦

(
εDD

)
◦∆D ◦

(
DεD

) Dcomonad
= (uBD) ◦

(
DεD

)
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and since DεD is an epimorphism we deduce that

Γ ◦ (DuB) = uBD.

Finally we compute(
BεD

)
◦ Γ ◦ (Dy)

defγ
=
(
BεD

)
◦ (yD) ◦

(
PρDQ

)
◦ (Pχ) ◦ (δDPQ)

y
= y ◦

(
PQεD

)
◦
(
PρDQ

)
◦ (Pχ) ◦ (δDPQ)

Qcomfun
= y ◦ (Pχ) ◦ (δDPQ)

(106)
= y ◦

(
εDPQ

) εD
=
(
εDB

)
◦ (Dy)

and since Dy is an epimorphism we get that(
BεD

)
◦ Γ = εDB.

�

6.11. Coherds and coGalois functors. We keep the details of this subsection
because the coGalois case is not as common as the Galois notion in the literature.

Lemma 6.39. Let X = (C,D, P,Q, δC , δD) be a formal codual structure where Q :
B → A, P : A → B and C =

(
C,∆C , εC

)
is a comonad on the category A, D =(

D,∆D, εD
)

is a comonad on B. Assume that both A and B have equalizers and that

C,QD preserve them. Then, δC : C → QP induces a morphism δC : CU → QPC in
CA so that there exists a morphism CδCC : CA → CQPC such that

(134) CUCδCC = δCC .

Moreover δCC
C F = δC : CUCF = C → QPCCF = QP.

Proof. Let us consider the following diagram with notations of Proposition 4.29

CU
CUγC //

δCC
��

CCU
∆CCU //

CCUγC
//

δC
CU

��

CCCU

δCC
CU

��
QPC

QιP // QPCU
QρCP

CU
//

QPCUγC
// QPCCU

Since QD preserves equalizers, by Lemma 4.18, also the functor Q preserves equaliz-

ers. Since
(
δC
CU
)
◦
(CUγC

)
equalizes the pair

(
QρCP

CU,QPCUγ
C
)

and
(
QPC , QιP

)
=

EquFun

(
QρCP

CU,QPCUγ
C
)
, by the universal property of the equalizer, there exists

a unique morphism δCC : CU → QPC such that

(135)
(
QιP

)
◦ δCC =

(
δC

CU
)
◦
(CUγC

)
.

We now want to prove that δCC : CU → QPC = CUCQPC is a morphism between
left C-comodule functors which satisfies(

CδCC
)
◦
(CUγC

)
= (CρQP

C) ◦ δCC .
We have (

CQιP
)
◦
(
CδCC

)
◦
(CUγC

) (135)
=
(
CδC

CU
)
◦
(
CCUγC

)
◦
(CUγC

)
CUγCequ

=
(
CδC

CU
)
◦
(
∆CCU

)
◦
(CUγC

) (125)
= (CρQP

CU) ◦
(
δC

CU
)
◦
(CUγC

)
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(135)
= (CρQP

CU) ◦
(
QιP

)
◦ δCC

CρQ
=
(
CQιP

)
◦ (CρQP

C) ◦ δCC
and since C,Q preserve equalizers, CQιP is a monomorphism, so that we get(

CδCC
)
◦
(CUγC

)
= (CρQP

C) ◦ δCC .
Hence, by Lemma 4.28, there exists a unique morphism there exists a unique mor-
phism CδCC : CA → CQPC such that

CUCδCC = δCC .

Moreover, note that by definition of δCC we have(
QιP

)
◦ δCC =

(
δC

CU
)
◦
(CUγC

)
so that by applying it to CF we get(

QιPCF
)
◦
(
δCC

CF
)

=
(
δC

CUCF
)
◦
(CUγCCF

)
.

Hence, by Proposition 4.32, we obtain that(
QρDQ

)
◦
(
δCC

CF
)

= (δCC) ◦∆C (125)
=
(
QρCP

)
◦ δC .

Since QρDQ is a monomorphism, we deduce that δCC
CF = δC . �

Proposition 6.40. Let A and B be categories with coequalizers and let χ : QPQ→
Q be a regular coherd for a formal codual structure X = (C,D, P,Q, δC , δD) where the
underlying functors P : A → B, Q : B → A and C : A → A preserve coequalizers.
Let

• A = (A,mA, uA) be the monad on the category A constructed in Proposition
6.25;
•
(
Q, AµQ

)
be the left A-module functor constructed in Proposition 6.25;

• CQ : B → CA be the functor defined in Lemma 4.28;
• Λ : AC → CA be the mixed distributive law between the comonad C and the

monad A constructed in Proposition 6.38;

• Ã be the lifting of A on the category CA constructed in Theorem 5.7.

Then there exists a functorial morphism
eAµCQ : ÃCQ→ CQ such that

CU
eAµCQ = AµQ.

Moreover,
(
CQ,

eAµCQ
)

is a left Ã-module functor.

Proof. Since χ : QPQ → Q is a regular coherd for X = (C,D, P,Q, δC , δD), by
Proposition 6.38 the mixed distributive law Λ : AC → CA is uniquely defined by

Λ ◦ (xC) = (Cx) ◦
(
CρQP

)
◦ (χP ) ◦ (QPδC) .

Now we prove that AµQ yields a functorial morphism
eAµCQ. In fact we have(

CAµQ
)
◦ (ΛQ) ◦

(
ACρQ

)
◦ (xQ)

x
=
(
CAµQ

)
◦ (ΛQ) ◦ (xCQ) ◦

(
QPCρQ

)
defΛ
=
(
CAµQ

)
◦ (CxQ) ◦

(
CρQPQ

)
◦ (χPQ) ◦ (QPδCQ) ◦

(
QPCρQ

)
(101),(127)

= (Cχ) ◦
(
CρQPQ

)
◦ (χPQ) ◦ (QPQδD) ◦

(
QPρDQ

)
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χ
= (Cχ) ◦

(
CρQPQ

)
◦ (QδD) ◦ (χD) ◦

(
QPρDQ

)
CρQ
= (Cχ) ◦ (CQδD) ◦

(
CρQD

)
◦ (χD) ◦

(
QPρDQ

)
(130)
=
(
CQεD

)
◦
(
CρQD

)
◦ (χD) ◦

(
QPρDQ

)
CρQ
= CρQ ◦

(
QεD

)
◦ (χD) ◦

(
QPρDQ

) χ
= CρQ ◦ χ ◦

(
QPQεD

)
◦
(
QPρDQ

)
Qcomfun

= CρQ ◦ χ
(101)
= CρQ ◦ AµQ ◦ (xQ)

and since by construction xQ is an epimorphism we get that(
CAµQ

)
◦ (ΛQ) ◦

(
ACρQ

)
= CρQ ◦ AµQ.

By Lemma 5.5 we know that

(ΛQ) ◦
(
ACρQ

)
= CρAQ

so that (
CAµQ

)
◦ CρAQ =

(
CAµQ

)
◦ (ΛQ) ◦

(
ACρQ

)
= CρQ ◦ AµQ.

Hence there exists a morphism
eAµCQ : ÃCQ→ CQ such that

CU
eAµCQ = AµQ.

By the associativity and unitality properties of AµQ, we deduce that
eAµCQ is also

associative and unital so that
(
CQ,

eAµCQ
)

is a left Ã-module functor. �

Lemma 6.41. Let X = (C,D, P,Q, δC , δD) be a formal codual structure with under-
lying functors P : A → B, Q : B → A, C : A → A and D : B → B. Assume that A
and B are categories with equalizers and C,QD preserves them. Assume that

• A = (A,mA, uA) is a monad on the category A such that A preserves equal-
izers
•
(
Q, AµQ

)
is a left A-module functor

• Ã =
(
Ã,m eA, u eA

)
is a lifting of the monad of A to the category CA

•
(
CQ,

eAµCQ
)

is a left Ã-module functor where CU
eAµCQ = AµQ.

Consider the functorial morphisms

cocan1 :=
(
AµQP

)
◦ (AδC) : AC → QP

and
CcocanC :=

( eAµCQPC
)
◦
(
ÃCδCC

)
: Ã→ CQPC .

Then cocan1 is an isomorphism if and only if CcocanC is an isomorphism.

Proof. Let us consider cocan1 :=
(
AµQP

)
◦ (AδC) : AC → QP. Let

(
QD, ιQ

)
be

the equalizer described in Proposition 4.29. Since AµQ is a functorial morphism, we
have that (

QιP
)
◦
(
AµQP

C
)

=
(
AµQP

CU
)
◦
(
AQιP

)
.

Now, by Lemma 6.39, δC induces a morphism δCC : CU → QPC such that(
QιP

)
◦ δCC =

(
δC

CU
)
◦
(CUγC

)
.
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Then, we can consider the morphism

(136) cocanC :=
(
AµQP

C
)
◦
(
AδCC

)
: ACU = CUÃ→ QPC = CUCQPC .

Then we have(
QιP

)
◦ cocanC =

(
QιP

)
◦
(
AµQP

C
)
◦
(
AδCC

) AµQ
=
(
AµQP

CU
)
◦
(
AQιP

)
◦
(
AδCC

)
(135)
=
(
AµQP

CU
)
◦
(
AδC

CU
)
◦
(
ACUγC

)
=
(
cocan1

CU
)
◦
(
ACUγC

)
i.e.

(137)
(
QιP

)
◦ cocanC =

(
cocan1

CU
)
◦
(
ACUγC

)
.

Now, by assumption we have
CU

eAµCQ = AµQ

so that
CU

eAµCQP
C = AµQP

C .

Moreover, by Lemma 6.39, there exists a morphism CδC : CA → CQPC such that
CUCδCC = δCC .

Since Ã is a lifting of the monad A, by Theorem 5.7 we have a mixed distributive
law Φ : AC → CA so that we can apply Proposition 5.6 and we get that

AδCC = ACUCδCC = CUÃCδCC

where ÃCδC : Ã → ÃCQPC is a functorial morphism. Then we can consider the
morphism

CcocanC :=
( eAµCQPC

)
◦
(
ÃCδCC

)
: Ã→ CQPC

and we get that

CUCcocanC =
(

CU
eAµCQP

C
)
◦
(

CUÃCδCC

)
=
(
AµQP

C
)
◦
(
ACUCδCC

)
=
(
AµQP

C
)
◦
(
AδCC

)
= cocanC .

We compute(
cocan1C

CU
)
◦
(
A∆CCU

)
=
(
AµQPC

CU
)
◦
(
AδCC

CU
)
◦
(
A∆CCU

)
(125)
=
(
AµQPC

CU
)
◦
(
AQρCP

CU
)
◦
(
AδC

CU
)

AµQ
=
(
QρCP

CU
)
◦
(
AµQP

CU
)
◦
(
AδC

CU
)

=
(
QρCP

CU
)
◦
(
cocan1

CU
)

so that we get

(138)
(
cocan1C

CU
)
◦
(
A∆CCU

)
=
(
QρCP

CU
)
◦
(
cocan1

CU
)
.

Let us consider the following commutative diagram

0 // ACU
ACUγC//

cocanC

��

ACCU
A∆CCU //

ACCUγ
C

//

cocan1
CU

��

ACCCU

cocan1CCU
��

0 // QPC
QιP // QPCU

QρCP
CU

//

QPCUγ
C

// QPCCU
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Now, since cocan1 : AC → QP is a functorial morphism and by formula (138) , the
right square serially commutes. By formula (137) also the left square commutes.
Moreover, by definition, ιP and CUγC are monomorphisms. Since QD preserves
equalizers, by Lemma 4.18 also Q preserves equalizers. Since C,Q preserve equaliz-
ers, QιP and ACUγC are also monomorphisms. Then, if cocan1AU is an isomorphism,
also cocanC is an isomorphism. Since CUCcocanC = cocanC , by 4.17, also CcocanC

is an isomorphism.
Conversely, assume that CcocanC is an isomorphism. Then also

cocanC = CUCcocanC is an isomorphism. Then we have

CUCcocanCCF = cocanCCF =
(
AµQP

CCF
)
◦
(
AδCC

CF
)

Pro4.32,Lem6.39
=

(
AµQP

)
◦ (AδC) = cocan1

so that also cocan1 is an isomorphism. �

6.12. The cotame case. The following subsection is presented without proofs,
which can be obtained as the dual versions of results of the tame case (see Subsection
6.6).

Definition 6.42. A formal codual structure X = (C,D, P,Q, δC , δD) is called a
coMorita context on the categories A and B if it satisfies also the balanced conditions

(139)
(
ρDQP

)
◦ δC =

(
QDρP

)
◦ δC and

(
ρCPQ

)
◦ δD = (PCρQ) ◦ δD.

Lemma 6.43. Let X = (C,D, P,Q, δC , δD) be a coMorita context on the categories A
and B and assume that C,D, P,Q preserve equalizers. Hence, there exist functorial
morphisms

• CDδDCC : IdCA → CQDDPC such that

(140) CUCDδDCC = DδDCC

where DδDCC is uniquely determined by
(
QDι

DP
)
◦DδDCC =

(
DδDC

CU
)
◦
(CUγC

)
and

(141)
(
ιQDP

)
◦ DδDC = δC

• DCδCDD : IdDB → DPCCQD such that

(142) DUDCδCDD = CδCDD

where CδCDD is uniquely determined by
(
PCι

CQ
)
◦CδCDD =

(
CδCD

DU
)
◦
(DUγD

)
and

(143)
(
ιPCQ

)
◦ CδCD = δD

Definitions 6.44. Let X = (C,D, P,Q, δC , δD) be a coMorita context. We will say
that X is cotame if the lifted functorial morphisms CDδDCC : IdCA → CQDDPC and
DCδCDD : IdDB → DPCCQD are isomorphisms so that the lifted functors CQD : DB →
CA and DPC : CA → DB yield a category equivalence. In this case, if χ : QPQ→ Q
is a coherd for X, we will say that χ is a cotame coherd.
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Proposition 6.45. Let X = (C,D, P,Q, δC , δD) be a cotame coMorita context.
Then unit and counit of the adjunction

(
DPC , CQD

)
are given by

η(DPC ,CQD) = CDδDCC and ε(DPC ,CQD) =
(
DCδCDD

)−1 ◦
(
DPC

(
CDδDCC

)−1 CQD
)
◦(

DCδCDD
DPCCQD

)
so that

η(PC ,CQ) =
(
CQDγ

DDPC
)
◦ CDδDCC and ε(PC ,CQ) = εD ◦

(
DU
(
DCδCDD

)−1 DF
)
◦(

DUDPC
(
CDδDCC

)−1 CQDDF
)
◦
(DUDCδCDD

DPCCQDDF
)
.

Corollary 6.46. Let X = (C,D, P,Q, δC , δD) be a cotame coMorita context. As-
sume that the functors A,B, P,Q preserve equalizers. Then the units of the adjunc-
tions

(
PC , CQ

)
and

(
QD,DP

)
are given by ε(PC ,CQ) = CδCC and ε(QD,DP ) = DδDD .

Lemma 6.47. Let X = (C,D, P,Q, δC , δD) be a formal codual structure where the
underlying functors are C : A → A, D : B → B, P : A → B and Q : B →
A. Assume that both categories A and B have equalizers and the functors C,QD
preserve them. Assume that

• A = (A,mA, uA) is a monad on the category A such that A preserves equal-
izers
• Ã =

(
Ã,m eA, u eA

)
is a lifting of the monad A to the category CA

•
(
CQ,

eAµCQ
)

is a left Ã-module functor

• X is a cotame coMorita context.

Then cocan1 is an isomorphism if and only if CcocanC is an isomorphism if and

only if CQ is a left Ã-coGalois functor.

The following Theorem is a formulation, in pure categorical terms, for the coherd
version of [BV, Theorem 2.18].

Theorem 6.48. Let X = (C,D, P,Q, δC , δD) be a regular cotame coMorita context.
Assume that

• both categories A and B have equalizers and coequalizers,
• the functors C and D preserve coequalizers,
• the functors C,D, P,Q preserve equalizers.

Then the existence of the following structures are equivalent:

(a) A coherd χ : QPQ→ Q for X
(b) A monad A = (A,mA, uA) on the category A such that the functor A pre-

serves coequalizers and a mixed distributive law Λ : AC → CA such that CQ

is a coGalois module functor over Ã (where Ã is the lifting of A)
(c) A monad B = (B,mB, uB) on the category B such that the functor B pre-

serves coequalizers and an opposite mixed distributive law Γ : DB → BD

such that DP is a coGalois module functor over B̃ (where B̃ is the lifting of
B).
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7. Herds and Coherds

7.1. Constructing the functor Q. Our next task is to construct a D-C-bicomodule
functor Q. Such a functor appears in [BM, Section 5], but we give here new nota-
tions. For the details of the proofs, see the dual results in the following.

Proposition 7.1. In the setting of Theorem 6.5, we define functors Q : A → B via
the equalizer

Q
q // PC

(θlP )◦(Pi)
//

(θrP )◦(Pi)
// BPQP

Then there exists a unique functorial morphism κ′0 : Q→ DP such that

(144) (Pi) ◦ q = (jP ) ◦ κ′0
Moreover (

Q,κ′0
)

= EquFun

((
Pωl

)
◦ (jP ) , (Pωr) ◦ (jP )

)
.

The functor Q can be equipped with the structure of a D-C-bicomodule functor(
Q,DρQ, ρ

C
Q

)
where ρC

Q
and DρQ are uniquely determined by

(145) (qC) ◦ ρC
Q

=
(
P∆C

)
◦ q

and

(146) (Dκ′0) ◦ DρQ =
(
∆DP

)
◦ κ′0.

Proposition 7.2. In the setting of Theorem 6.5 and Proposition 7.1, there exist
two functorial morphisms δC : C → QQ and δD : D → QQ where δC is C-bicolinear
and δD is D-bicolinear and they fulfill

(147) (Qq) ◦ δC = (iC) ◦∆C

and

(148) (κ′0Q) ◦ δD = (Dj) ◦∆D.

Moreover the coassociative conditions hold, that is

(δCQ) ◦ CρQ = (QδD) ◦ ρDQ and
(
δDQ

)
◦ DρQ =

(
QδC

)
◦ ρC

Q
.

7.2. From herds to coherds.

7.3. Given an herd τ : Q→ QPQ in a formal dual structure M = (A,B, P,Q, σA, σB),
our purpose is to build the formal codual structure X = (C,D, Q,Q, δC , δD) and then
a coherd χ : QQQ→ Q in X.

Theorem 7.4. Let A and B be categories with equalizers and let P : A → B,
Q : B → A, A : A → A and B : B → B be functors. Assume that all the
functors P,Q,A and B preserve equalizers. Let uA : A → A and uB : B → B
be functorial monomorphisms and assume that (A, uA) = EquFun (uAA,AuA) and
(B, uB) = EquFun (uBB,BuB).

Let τ : Q→ QPQ be a functorial morphism such that

(QPτ) ◦ τ = (τPQ) ◦ τ
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Let σB : PQ→ B be a functorial morphism such that

(QσB) ◦ τ = QuB

and let σA : QP → A be a functorial morphism such that

(σAQ) ◦ τ = uAQ.

Then there is a formal codual structure X = (C,D, Q,Q, δC , δD).

Proof. In view of Theorem 6.5 and Propositions 7.1, 7.2 a formal codual structure
X = (C,D, Q,Q, δC , δD) has been constructed. �

Theorem 7.5. Let A and B be categories with equalizers and let
M = (A,B, P,Q, σA, σB) be a regular formal dual structure where P : A → B,
Q : B → A, A : A → A and B : B → B are functors that preserve equalizers.
Let τ : Q → QPQ be a pretorsor. Then there is a formal codual structure X =
(C,D, Q,Q, δC , δD). Define χ : QQQ→ Q by setting

χ := µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) .

Then χ is a coherd in X.

Proof. By Theorem 7.4 X = (C,D, Q,Q, δC , δD) is a formal codual structure. To
show that χ is a coherd in X, we have to prove that it satisfies the following condi-
tions.

1) Coassociativity, in the sense that χ ◦
(
χQQ

)
= χ ◦

(
QQχ

)
. Let us compute

χ ◦
(
QQχ

)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) ◦

(
QQχ

)
q
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QPCχ) ◦

(
QqQQQ

)
i
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPQPχ) ◦

(
QPiQQQ

)
◦
(
QqQQQ

)
σA
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦ (AQPχ) ◦

(
σAQPQQQ

)
◦
(
QPiQQQ

)
◦
(
QqQQQ

)
AµQ
= µBQ ◦

(
QσB

)
◦ (QPχ) ◦

(
AµQPQQQ

)
◦
(
σAQPQQQ

)
◦
(
QPiQQQ

)
◦
(
QqQQQ

)
(82)
= AµQ ◦

(
σAQ

)
◦ (QPχ) ◦

(
AµQPQQQ

)
◦
(
σAQPQQQ

)
◦
(
QPiQQQ

)
◦
(
QqQQQ

)
σA
= AµQ ◦ (Aχ) ◦

(
σAQQQ

)
◦
(
AµQPQQQ

)
◦
(
σAQPQQQ

)
◦
(
QPiQQQ

)
◦
(
QqQQQ

)
.

We have
AµQ ◦ (Aχ) ◦

(
σAQQQ

)
◦
(
AµQPQQQ

)
= AµQ ◦

(
AµBQ

)
◦
(
AAµQB

)
◦
(
AAQσB

)
◦
(
AσAQPQ

)
◦ (AQPiQ) ◦ (AQqQ)

◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
Qbimod,σA

= AµQ ◦
(
AAµQ

)
◦
(
AAµBQ

)
◦
(
AσAQB

)
◦
(
AQPQσB

)
◦ (AQPiQ) ◦ (AQqQ)

◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
AµQ ass

= AµQ ◦ (mAQ) ◦
(
AAµBQ

)
◦
(
AσAQB

)
◦
(
AQPQσB

)
◦ (AQPiQ) ◦ (AQqQ)
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◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
mA= AµQ ◦

(
AµBQ

)
◦ (mAQB) ◦

[(
AσAQB

)
◦
(
AQPQσB

)
◦ (AQPiQ) ◦ (AQqQ)

]
◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
Qis a bim

= µBQ ◦
(
AµQB

)
◦ (mAQB) ◦

[(
AσAQB

)
◦
(
AQPQσB

)
◦ (AQPiQ) ◦ (AQqQ)

]
◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
AµQ ass

= µBQ ◦
(
AµQB

)
◦
[(
AAµQB

)
◦
(
AσAQB

)
◦
(
AQPQσB

)
◦ (AQPiQ) ◦ (AQqQ)

]
◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
(80)
= µBQ ◦

(
AµQB

)
◦
[(
AAµQB

)
◦
(
AσAQB

)
◦
(
AQPQσB

)
◦ (AQPiQ) ◦ (AQqQ)

]
◦
(
mAQQQ

)
◦
(
AσAQQQ

)
mA= µBQ ◦

(
AµQB

)
◦ (mAQB) ◦ [

(
AAAµQB

)
◦
(
AAσAQB

)
◦
(
AAQPQσB

)
◦ (AAQPiQ)

◦ (AAQqQ)] ◦
(
AσAQQQ

)
AµQ ass

= µBQ ◦
(
AµQB

)
◦
(
AAµQB

)
◦ [
(
AAAµQB

)
◦
(
AAσAQB

)
◦
(
AAQPQσB

)
◦ (AAQPiQ) ◦ (AAQqQ)] ◦

(
AσAQQQ

)
Qis a bim

= AµQ ◦
(
AµBQ

)
◦
(
AAµQB

)
◦
(
AAAµQB

)
◦
(
AAσAQB

)
◦
(
AAQPQσB

)
◦ (AAQPiQ) ◦ (AAQqQ) ◦

(
AσAQQQ

)
Qis a bim

= AµQ ◦
(
AAµQ

)
◦
(
AAµBQ

)
◦
(
AAAµQB

)
◦
(
AAσAQB

)
◦
(
AAQPQσB

)
◦ (AAQPiQ) ◦ (AAQqQ) ◦

(
AσAQQQ

)
(82)
= AµQ ◦

(
AAµQ

)
◦
(
AAµBQ

)
◦
(
AAµBQB

)
◦
(
AAQσBB

)
◦
(
AAQPQσB

)
◦ (AAQPiQ) ◦ (AAQqQ) ◦

(
AσAQQQ

)
σA
= AµQ ◦

(
AAµQ

)
◦
(
AσAQ

)
◦
(
AQPµBQ

)
◦
(
AQPµBQB

)
◦
(
AQPQσBB

)
◦
(
AQPQPQσB

)
◦ (AQPQPiQ) ◦ (AQPQqQ)

(82)
= AµQ ◦

(
AµBQ

)
◦
(
AQσB

)
◦
(
AQPµBQ

)
◦
(
AQPµBQB

)
◦
(
AQPQσBB

)
◦
(
AQPQPQσB

)
◦ (AQPQPiQ) ◦ (AQPQqQ)

Qis a bim
= µBQ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
AQPµBQ

)
◦
(
AQPµBQB

)
◦
(
AQPQσBB

)
◦
(
AQPQPQσB

)
◦ (AQPQPiQ) ◦ (AQPQqQ)

µBQass
= µBQ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
AQPµBQ

)
◦
[
(AQPQmB) ◦

(
AQPQσBB

)]
◦
(
AQPQPQσB

)
◦ (AQPQPiQ) ◦ (AQPQqQ)

(81)
= µBQ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
AQPµBQ

)
◦
(
AQPQσB

)
◦
(
AQPQPµBQ

)
◦
(
AQPQPQσB

)
◦ (AQPQPiQ) ◦ (AQPQqQ)
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AµQ
= µBQ ◦

[(
QσB

)
◦
(
QPµBQ

)]
◦
(
QPQσB

)
◦
(
QPQPµBQ

)
◦
(
QPQPQσB

)
◦ (QPQPiQ) ◦ (QPQqQ) ◦

(
AµQPQQQ

)
(81)
= µBQ ◦ (QmB) ◦

(
QσBB

)
◦
(
QPQσB

)
◦
(
QPQPµBQ

)
◦
(
QPQPQσB

)
◦ (QPQPiQ) ◦ (QPQqQ) ◦

(
AµQPQQQ

)
σB
= µBQ ◦ (QmB) ◦

(
QBσB

)
◦
(
QBPµBQ

)
◦
(
QBPQσB

)
◦ (QBPiQ) ◦ (QBqQ)

◦
(
QσBQQ

)
◦
(
AµQPQQQ

)
µBQass
= µBQ ◦

(
µBQB

)
◦
(
QBσB

)
◦
(
QBPµBQ

)
◦
(
QBPQσB

)
◦ (QBPiQ) ◦ (QBqQ)

◦
(
QσBQQ

)
◦
(
AµQPQQQ

)
µBQ
= µBQ ◦

(
QσB

)
◦
(
QPµBQ

)
◦
(
QPQσB

)
◦ (QPiQ) ◦ (QqQ) ◦

(
µBQQQ

)
◦
(
QσBQQ

)
◦
(
AµQPQQQ

)
AµQ
= µBQ ◦

(
QσB

)
◦
(
QPµBQ

)
◦
(
QPQσB

)
◦ (QPiQ) ◦ (QqQ) ◦

(
µBQQQ

)
◦
(
AµQBQQ

)
◦
(
AQσBQQ

)
(82)
= AµQ ◦

(
σAQ

)
◦
(
QPµBQ

)
◦
(
QPQσB

)
◦ (QPiQ) ◦ (QqQ) ◦

(
µBQQQ

)
◦
(
AµQBQQ

)
◦
(
AQσBQQ

)
σA
= AµQ ◦

(
AµBQ

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) ◦

(
µBQQQ

)
◦
(
AµQBQQ

)
◦
(
AQσBQQ

)
Qis a bim

= µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) ◦

(
µBQQQ

)
◦
(
AµQBQQ

)
◦
(
AQσBQQ

)
and thus we get

χ ◦
(
QQχ

)
=

= AµQ ◦ (Aχ) ◦
(
σAQQQ

)
◦
(
AµQPQQQ

)
◦
(
σAQPQQQ

)
◦
(
QPiQQQ

)
◦
(
QqQQQ

)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) ◦

(
µBQQQ

)
◦
(
AµQBQQ

)
◦
(
AQσBQQ

)
◦
(
σAQPQQQ

)
◦
(
QPiQQQ

)
◦
(
QqQQQ

)
= χ ◦

(
χQQ

)
2) Counitality, in the sense that χ ◦ (QδD) = QεD and χ ◦ (δCQ) = εCQ. We have

χ ◦ (QδD) =

= µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) ◦ (QδD)

(144)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QjPQ) ◦ (Qκ′0Q) ◦ (QδD)

(148)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QjPQ) ◦ (QDj) ◦

(
Q∆D

)
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= µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (Qjj) ◦

(
Q∆D

)
(67)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPτ) ◦ (Qj)

σA
= µBQ ◦

(
AµQB

)
◦
(
σAQB

)
◦
(
QPQσB

)
◦ (QPτ) ◦ (Qj)

(70)
= µBQ ◦

(
AµQB

)
◦
(
σAQB

)
◦ (QPQuB) ◦ (Qj)

σA
= µBQ ◦

(
AµQB

)
◦ (AQuB) ◦

(
σAQ

)
◦ (Qj)

Qis a bim
= AµQ◦

(
AµBQ

)
◦ (AQuB) ◦

(
σAQ

)
◦ (Qj)

Qis a mod
= AµQ ◦

(
σAQ

)
◦ (Qj)

(82)
= µBQ ◦

(
QσB

)
◦ (Qj)

(67)
= µBQ ◦ (QuB) ◦

(
QεD

) Qis a mod
= QεD.

We compute

χ ◦ (δCQ) =

µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (QqQ) ◦ (δCQ)

(147)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (QPiQ) ◦ (iCQ) ◦

(
∆CQ

)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (iiQ) ◦

(
∆CQ

)
(63)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦ (τPQ) ◦ (iQ)

(69)
= µBQ ◦

(
AµQB

)
◦
(
AQσB

)
◦ (uAQPQ) ◦ (iQ)

uA= µBQ ◦
(
AµQB

)
◦ (uAQB) ◦

(
QσB

)
◦ (iQ)

Qis a bim
= AµQ◦

(
AµBQ

)
◦ (uAQB) ◦

(
QσB

)
◦ (iQ)

uA= AµQ◦ (uAQ) ◦ µBQ ◦
(
QσB

)
◦ (iQ)

Qis a mod
= µBQ ◦

(
QσB

)
◦ (iQ)

(82)
= AµQ◦

(
σAQ

)
◦ (iQ)

(63)
= AµQ◦ (uAQ) ◦

(
εCQ

) Qis a mod
= εCQ.

�

7.3. Constructing the functor Q̂. Our next task is to construct a B-A-bimodule

functor Q̂.

Proposition 7.6. Within the assumptions and notations of Theorem 6.29, define

a functor Q̂ via the coequalizer

DPQP
(Px)◦(zlP )

//
(Px)◦(zrP )

// PA
l // Q̂

Then there exists a unique functorial morphism ν ′0 : BP → Q̂ such that

(149) ν ′0 ◦ (yP ) = l ◦ (Px) .
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Moreover (
Q̂, ν ′0

)
= CoequFun

(
(yP ) ◦

(
Pwl

)
, (yP ) ◦ (Pwr)

)
The functor Q̂ can be equipped with the structure of a B-A-bimodule functor(
Q̂, µAbQ,

Bµ bQ
)

where µAbQ and Bµ bQ are uniquely defined by

(150) µAbQ ◦ (lA) = l ◦ (PmA)

and

(151) Bµ bQ ◦ (Bν ′0) = ν ′0 ◦ (mBP ) .

Proof. By construction we have

l ◦ (Px) ◦
(
zlP
)

= l ◦ (Px) ◦ (zrP ) .

By Lemma 2.9, we have

(BP, yP ) = CoequFun

(
zlP, zrP

)
.

By the universality of coequalizers, there exists a unique functorial morphism ν ′0 :

BP → Q̂ which fulfils (149). Let us prove that(
Q̂, ν ′0

)
= CoequFun

(
(yP ) ◦

(
Pwl

)
, (yP ) ◦ (Pwr)

)
. We have

ν ′0 ◦ (yP ) ◦
(
Pwl

) (149)
= l ◦ (Px) ◦

(
Pwl

) defx
= l ◦ (Px) ◦ (Pwr)

(149)
= ν ′0 ◦ (yP ) ◦ (Pwr) .

Let now ξ : BP → X be a morphism such that ξ ◦ (yP ) ◦
(
Pwl

)
= ξ ◦ (yP ) ◦ (Pwr).

Since P preserves coequalizers, we have

(PA, Px) = CoequFun

(
Pwl, Pwr

)
.

By universality of coequalizers there exists a unique functorial morphism ν0 : PA→
X such that

(152) ν0 ◦ (Px) = ξ ◦ (yP ) .

We compute

ν0 ◦ (Px) ◦
(
zlP
) (152)

= ξ ◦ (yP ) ◦
(
zlP
)

= ξ ◦ (yP ) ◦ (zrP )
(152)
= ν0 ◦ (Px) ◦ (zrP ) .

By the universality of the coequalizer
(
Q̂, l
)
, there exists a unique functorial mor-

phism ν : Q̂→ X such that

ν ◦ l = ν0.

We compute

ν ◦ ν ′0 ◦ (yP )
(149)
= ν ◦ l ◦ (Px) = ν0 ◦ (Px)

(152)
= ξ ◦ (yP ) .

Since yP is epi, we get

ξ = ν ◦ ν ′0.
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Assume now that there is another morphism t : Q̂→ X such that ξ = t ◦ ν ′0. Then
we have

t ◦ l ◦ (Px)
(149)
= t ◦ ν ′0 ◦ (yP ) = ξ ◦ (yP ) = ν ◦ ν ′0 ◦ (yP )

(149)
= ν ◦ l ◦ (Px) .

Since l ◦ (Px) is an epimorphism, we deduce that t = ν.

(2) We want to equip Q̂ with the structure of a B-A-bimodule functor. To begin
with, let us prove a number of equalities. Let us calculate

χ ◦
(
Qzl
)

= χ ◦ (QPχ) ◦ (QδDPQ)
(98)
= χ ◦ (χPQ) ◦ (QδDPQ)

(105)
= χ ◦

(
QεDPQ

)
= χ ◦ (Qzr)

so that

(153) χ ◦
(
Qzl
)

= χ ◦ (Qzr) .

Let

(154) b = mA ◦ (xA) .

Then

x ◦ (χP )
(102)
= mA ◦ (xx) = mA ◦ (xA) ◦ (QPx)

so that

(155) x ◦ (χP ) = b ◦ (QPx) .

We have

(Pχ) ◦
(
zlPQ

)
= (Pχ) ◦ (PχPQ) ◦ (δDPQPQ)

(98)
= (Pχ) ◦ (PQPχ) ◦ (δDPQPQ)

δD= (Pχ) ◦ (δDPQ) ◦ (DPχ) = zl ◦ (DPχ)

and hence

y ◦ (Pχ) ◦
(
zlPQ

)
= y ◦ zl ◦ (DPχ)

ycoequ
= y ◦ zr ◦ (DPχ) = y ◦

(
εDPQ

)
◦ (DPχ)

εD
= y ◦ (Pχ) ◦

(
εDPQPQ

)
= y ◦ (Pχ) ◦ (zrPQ)

so that we get

(156) y ◦ (Pχ) ◦
(
zlPQ

)
= y ◦ (Pχ) ◦ (zrPQ) .

From previous equalities, it follows that

l ◦ (Pb) ◦
(
zlPA

)
◦ (DPQPx)

zl
= l ◦ (Pb) ◦ (PQPx) ◦

(
zlPQP

)
(155)
= l ◦ (Px) ◦ (PχP ) ◦

(
zlPQP

) (149)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦

(
zlPQP

)
(156)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦ (zrPQP )

(149)
= l ◦ (Px) ◦ (PχP ) ◦ (zrPQP )

(155)
= l ◦ (Pb) ◦ (PQPx) ◦ (zrPQP )

zr
= l ◦ (Pb) ◦ (zrPA) ◦ (DPQPx) .

Since DPQPx is an epimorphism, we obtain

(157) l ◦ (Pb) ◦
(
zlPA

)
= l ◦ (Pb) ◦ (zrPA)
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that is

l ◦ (PmA) ◦ (PxA) ◦
(
zlPA

)
= l ◦ (PmA) ◦ (PxA) ◦ (zrPA) .

From 2.9 we have that(
Q̂A, lA

)
= CoequFun

(
(PxA) ◦

(
zlPA

)
, (PxA) ◦ (zrPA)

)
.

Hence there exists a unique functorial morphism µAbQ : Q̂A→ Q̂ which satisfies (150).

Now we want to prove that
(
Q̂, µAbQ

)
is a right A-module functor. First let us prove

that µAbQ is associative that is

µAbQ ◦
(
µAbQA

)
= µAbQ ◦

(
Q̂mA

)
.

We compute

µAbQ ◦
(
µAbQA

)
◦ (lAA)

(150)
= µAbQ ◦ (lA) ◦ (PmAA)

(150)
= l ◦ (PmA) ◦ (PmAA)

mAass
= l ◦ (PmA) ◦ (PAmA)

(150)
= µAbQ ◦ (lA) ◦ (PAmA)

l
= µAbQ ◦

(
Q̂mA

)
◦ (lAA) .

Since lAA is an epimorphism, we get that µAbQ is associative. Let us prove that µAbQ
is unital that is

µAbQ ◦
(
Q̂uA

)
= Q̂

in fact

µAbQ ◦
(
Q̂uA

)
◦ l l

= µAbQ ◦ (lA) ◦ (PAuA)
(150)
= l ◦ (PmA) ◦ (PAuA)

Amonad
= l

and since l is an epimorphism we conclude. We want to prove a series of equalities.
First of all, let us prove that

(χP ) ◦
(
QPwl

)
= wl ◦ (χPC)(158)

(χP ) ◦ (QPwr) = wr ◦ (χPC)(159)

In fact, we have

(χP ) ◦
(
QPwl

)
= (χP ) ◦ (QPχP ) ◦ (QPQPδC)

(98)
= (χP ) ◦ (χPQP ) ◦ (QPQPδC)

χ
= (χP ) ◦ (QPδC) ◦ (χPC) = wl ◦ (χPC)

and

(χP ) ◦ (QPwr) = (χP ) ◦
(
QPQPεC

) χ
=
(
QPεC

)
◦ (χP ) = wr ◦ (χPC) .

From (158) we deduce that

x ◦ (χP ) ◦
(
QPwl

) (158)
= x ◦ wl ◦ (χPC)

xcoequ
= x ◦ wr ◦ (χPC)

(159)
= x ◦ (χP ) ◦ (QPwr)
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and hence we get

(160) x ◦ (χP ) ◦
(
QPwl

)
= x ◦ (χP ) ◦ (QPwr) .

We observe that

ν ′0 ◦ (mBP ) ◦ (ByP ) ◦
(
BPwl

)
◦ (yPQPC)

= ν ′0 ◦ (mBP ) ◦ (ByP ) ◦ (yPQP ) ◦
(
PQPwl

)
= ν ′0 ◦ (mBP ) ◦ (yyP ) ◦

(
PQPwl

)
(109)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦

(
PQPwl

)
(149)
= l ◦ (Px) ◦ (PχP ) ◦

(
PQPwl

)
(160)
= l ◦ (Px) ◦ (PχP ) ◦ (PQPwr)

(149)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦ (PQPwr)

(109)
= ν ′0 ◦ (mBP ) ◦ (yyP ) ◦ (PQPwr)

= ν ′0 ◦ (mBP ) ◦ (ByP ) ◦ (yPQP ) ◦ (PQPwr)

= ν ′0 ◦ (mBP ) ◦ (ByP ) ◦ (BPwr) ◦ (yPQPC)

since yPQPC is an epimorphism, we obtain that

ν ′0 ◦ (mBP ) ◦ (ByP ) ◦
(
BPwl

)
= ν ′0 ◦ (mBP ) ◦ (ByP ) ◦ (BPwr) .

Since B preserves coequalizers, we have that
(
BQ̂,Bν ′0

)
= CoequFun((ByP ) ◦(

BPwl
)
, (ByP ) ◦ (BPwr)) so that there exists a unique functorial morphism Bµ bQ :

BQ̂ → Q̂ which satisfies (151). Now we want to show that
(
Q̂, Bµ bQ

)
is a left

B-module functor. First let us prove that Bµ bQ is associative that is

Bµ bQ ◦
(
BBµ bQ

)
= Bµ bQ ◦

(
mBQ̂

)
.

We have

Bµ bQ ◦
(
BBµ bQ

)
◦ (BBν ′0)

(151)
= Bµ bQ ◦ (Bν ′0) ◦ (BmBP )

(151)
= ν ′0 ◦ (mBP ) ◦ (BmBP )

mBass
= ν ′0 ◦ (mBP ) ◦ (mBBP )

(151)
= Bµ bQ ◦ (Bν ′0) ◦ (mBBP )

mB= Bµ bQ ◦
(
mBQ̂

)
◦ (BBν ′0) .

Since BBν ′0 is an epimorphism, we get that Bµ bQ is associative. Let us prove that
Bµ bQ is unital that is

Bµ bQ ◦
(
uBQ̂

)
= Q̂.

We calculate

Bµ bQ ◦
(
uBQ̂

)
◦ ν ′0 = Bµ bQ ◦ (Bν ′0) ◦ (uBBP )

(151)
= ν ′0 ◦ (mBP ) ◦ (uBBP ) = ν ′0.
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Since ν ′0 is an epimorphism, we get that Bµ bQ is unital. Finally we have to prove the
compatibility condition

Bµ bQ ◦
(
BµAbQ

)
= µAbQ ◦

(
Bµ bQA

)
.

We have

Bµ bQ ◦
(
BµAbQ

)
◦ (BlA) ◦ (BPxx) ◦ (yPQPQP )

(150)
= Bµ bQ ◦ (Bl) ◦ (BPmA) ◦ (BPxx) ◦ (yPQPQP )

(102)
= Bµ bQ ◦ (Bl) ◦ (BPx) ◦ (BPχP ) ◦ (yPQPQP )

(149)
= Bµ bQ ◦ (Bν ′0) ◦ (ByP ) ◦ (BPχP ) ◦ (yPQPQP )
y
= Bµ bQ ◦ (Bν ′0) ◦ (ByP ) ◦ (yPQP ) ◦ (PQPχP )

= Bµ bQ ◦ (Bν ′0) ◦ (yyP ) ◦ (PQPχP )

(151)
= ν ′0 ◦ (mBP ) ◦ (yyP ) ◦ (PQPχP )

(109)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦ (PQPχP )

(98)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦ (PχPQP )

(149)
= l ◦ (Px) ◦ (PχP ) ◦ (PχPQP )

(102)
= l ◦ (PmA) ◦ (Pxx) ◦ (PχPQP )

= l ◦ (PmA) ◦ (PxA) ◦ (PQPx) ◦ (PχPQP )
χ
= l ◦ (PmA) ◦ (PxA) ◦ (PχPA) ◦ (PQPQPx)

(150)
= µAbQ ◦ (lA) ◦ (PxA) ◦ (PχPA) ◦ (PQPQPx)

(149)
= µAbQ ◦ (ν ′0A) ◦ (yPA) ◦ (PχPA) ◦ (PQPQPx)

(109)
= µAbQ ◦ (ν ′0A) ◦ (mBPA) ◦ (yyPA) ◦ (PQPQPx)

= µAbQ ◦ (ν ′0A) ◦ (mBPA) ◦ (ByPA) ◦ (yPQPA) ◦ (PQPQPx)

y
= µAbQ ◦ (ν ′0A) ◦ (mBPA) ◦ (ByPA) ◦ (BPQPx) ◦ (yPQPQP )

(151)
= µAbQ ◦

(
Bµ bQA

)
◦ (Bν ′0A) ◦ (ByPA) ◦ (BPQPx) ◦ (yPQPQP )

(149)
= µAbQ ◦

(
Bµ bQA

)
◦ (BlA) ◦ (BPxA) ◦ (BPQPx) ◦ (yPQPQP )

= µAbQ ◦
(
Bµ bQA

)
◦ (BlA) ◦ (BPxx) ◦ (yPQPQP )

Since (BlA) ◦ (BPxx) ◦ (yPQPQP ) is an epimorphism, we conclude. Then(
Q̂, Bµ bQ, µ

A
bQ

)
is a B-A-bimodule functor. �
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Proposition 7.7. In the setting of Theorem 6.29 and Proposition 7.6, there exist

two functorial morphisms σA : QQ̂ → A and σB : Q̂Q → B where σA is A-bilinear
and σB is B-bilinear and they fulfill

(161) σA ◦ (Ql) = mA ◦ (xA)

and

(162) σB ◦ (ν ′0Q) = mB ◦ (By) .

Moreover the associative conditions hold, that is

AµQ ◦
(
σAQ

)
= µBQ ◦

(
QσB

)
and Bµ bQ ◦

(
σBQ̂

)
= µAbQ ◦

(
Q̂σA

)
.

Proof. First we want to prove that

mA ◦ (xA) ◦ (QPx) ◦
(
QzlP

)
= mA ◦ (xA) ◦ (QPx) ◦ (QzrP ) .

In fact we have

mA ◦ (xA) ◦ (QPx) ◦
(
QzlP

) (102)
= x ◦ (χP ) ◦

(
QzlP

)
= x ◦ (χP ) ◦ (QPχP ) ◦ (QδDPQP )

(128)
= x ◦ (χP ) ◦ (χPQP ) ◦ (QδDPQP )

(130)
= x ◦ (χP ) ◦

(
QεDPQP

)
= x ◦ (χP ) ◦ (QzrP )

(102)
= mA ◦ (xx) ◦ (QzrP ) = mA ◦ (xA) ◦ (QPx) ◦ (QzrP ) .

Since Q preserves coequalizers we have

(QQ̂,Ql) = CoequFun

(
(QPx) ◦

(
QzlP

)
, (QPx) ◦ (QzrP )

)
so that there exists a functorial morphism σA : QQ̂→ A which satisfies (161). Now
we want to show that σA is A-bilinear that is the following equalities hold

σA ◦
(
AµQQ̂

)
= mA ◦

(
AσA

)
σA ◦

(
QµAbQ

)
= mA ◦

(
σAA

)
.

We compute

mA ◦
(
AσA

)
◦ (AQl)

(161)
= mA ◦ (AmA) ◦ (AxA)

mAass
= mA ◦ (mAA) ◦ (AxA)

(104)
= mA ◦ (xA) ◦

(
AµQPA

)
(161)
= σA ◦ (Ql) ◦

(
AµQPA

) AµQ
= σA ◦

(
AµQQ̂

)
◦ (AQl) .

Since AQl is an epimorphism, we get that σA◦
(
AµQQ̂

)
= mA◦

(
AσA

)
. We compute

mA ◦
(
σAA

)
◦ (QlA)

(161)
= mA ◦ (mAA) ◦ (xAA)

= mA ◦ (AmA) ◦ (xAA)
x
= mA ◦ (xA) ◦ (QPmA)

(161)
= σA ◦ (Ql) ◦ (QPmA)

(150)
= σA ◦

(
QµAbQ

)
◦ (QlA)
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Since QlA is an epimorphism, we obtain that σA ◦
(
QµAbQ

)
= mA ◦

(
σAA

)
. Symmet-

rically,we want to define σB. We prove that

mB ◦ (By) ◦ (yPQ) ◦
(
PwlQ

)
= mB ◦ (By) ◦ (yPQ) ◦ (PwrQ) .

In fact, we have

mB ◦ (By) ◦ (yPQ) ◦
(
PwlQ

)
= mB ◦ (yy) ◦

(
PwlQ

)
(109)
= y ◦ (Pχ) ◦

(
PwlQ

)
= y ◦ (Pχ) ◦ (PχPQ) ◦ (PQPδCQ)

(128)
= y ◦ (Pχ) ◦ (PQPχ) ◦ (PQPδCQ)

(129)
= y ◦ (Pχ) ◦

(
PQPεCQ

)
= y ◦ (Pχ) ◦ (PwrQ)

(109)
= mB ◦ (yy) ◦ (PwrQ) = mB ◦ (By) ◦ (yPQ) ◦ (PwrQ) .

By Lemma 2.9, we have(
Q̂Q, ν ′0Q

)
= CoequFun

(
(yPQ) ◦

(
PwlQ

)
, (yPQ) ◦ (PwrQ)

)
so that there exists a functorial morphism σB : Q̂Q→ B which satisfies (162). Now
we want to show that σB is B-bicolinear that is the following equalities hold

σB ◦
(
Bµ bQQ

)
= mB ◦

(
BσB

)
mB ◦

(
σBB

)
= σB ◦

(
Q̂µBQ

)
We calculate

mB ◦
(
BσB

)
◦ (Bν ′0Q)

(162)
= mB ◦ (BmB) ◦ (BBy)

mBass
= mB ◦ (mBB) ◦ (BBy)

mB= mB ◦ (By) ◦ (mBPQ)

(162)
= σB ◦ (ν ′0Q) ◦ (mBPQ)

(151)
= σB ◦

(
Bµ bQQ

)
◦ (Bν ′0Q) .

Since Bν ′0Q is an epimorphism, we deduce that σB ◦
(
Bµ bQQ

)
= mB ◦

(
BσB

)
. We

compute

mB ◦
(
σBB

)
◦ (ν ′0QB)

(162)
= mB ◦ (mBB) ◦ (ByB)

mBass
= mB ◦ (BmB) ◦ (ByB)

(108)
= mB ◦ (By) ◦

(
BPµBQ

)
(162)
= σB ◦ (ν ′0Q) ◦

(
BPµBQ

) ν′0= σB ◦
(
Q̂µBQ

)
◦ (ν ′0QB) .

Since ν ′0QB is an epimorphism, we get that mB ◦
(
σBB

)
= σB ◦

(
Q̂µBQ

)
. Finally we

have to prove the associative conditions

AµQ ◦
(
σAQ

)
= µBQ ◦

(
QσB

)
Bµ bQ ◦

(
σBQ̂

)
= µAbQ ◦

(
Q̂σA

)
.
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We calculate

AµQ ◦
(
σAQ

)
◦ (QlQ) ◦ (QPxQ)

(161)
= AµQ ◦ (mAQ) ◦ (xAQ) ◦ (QPxQ)

= AµQ ◦ (mAQ) ◦ (xxQ)
(102)
= AµQ ◦ (xQ) ◦ (χPQ)

(101)
= χ ◦ (χPQ)

(128)
= χ ◦ (QPχ)

(107)
= µBQ ◦ (Qy) ◦ (QPχ)

(109)
= µBQ ◦ (QmB) ◦ (Qyy) = µBQ ◦ (QmB) ◦ (QBy) ◦ (QyPQ)

(162)
= µBQ ◦

(
QσB

)
◦ (Qν ′0Q) ◦ (QyPQ)

(149)
= µBQ ◦

(
QσB

)
◦ (QlQ) ◦ (QPxQ) .

Since (QlQ)◦(QPxQ) is an epimorphism, we deduce that AµQ◦
(
σAQ

)
= µBQ◦

(
QσB

)
.

We compute

µAbQ ◦
(
Q̂σA

)
◦
(
ν ′0QQ̂

)
◦
(
yPQQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

(149)
= µAbQ ◦

(
Q̂σA

)
◦
(
lQQ̂

)
◦
(
PxQQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

l
= µAbQ ◦ (lA) ◦

(
PAσA

)
◦
(
PxQQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

(150)
= l ◦ (PmA) ◦

(
PAσA

)
◦
(
PxQQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

x
= l ◦ (PmA) ◦ (PxA) ◦

(
PQPσA

)
◦ (PQPQl) ◦ (PQPQPx)

(161)
= l ◦ (PmA) ◦ (PxA) ◦ (PQPmA) ◦ (PQPxA) ◦ (PQPQPx)

= l ◦ (PmA) ◦ (PxA) ◦ (PQPmA) ◦ (PQPxx)

(102)
= l ◦ (PmA) ◦ (PxA) ◦ (PQPx) ◦ (PQPχP )

= l ◦ (PmA) ◦ (Pxx) ◦ (PQPχP )

(102)
= l ◦ (Px) ◦ (PχP ) ◦ (PQPχP )

(128)
= l ◦ (Px) ◦ (PχP ) ◦ (PχPQP )

(149)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦ (PχPQP )

(109)
= ν ′0 ◦ (mBP ) ◦ (yyP ) ◦ (PχPQP )

(151)
= Bµ bQ ◦ (Bν ′0) ◦ (yBP ) ◦ (PQyP ) ◦ (PχPQP )

y
= Bµ bQ ◦

(
yQ̂
)
◦ (PQν ′0) ◦ (PQyP ) ◦ (PχPQP )

(149)
= Bµ bQ ◦

(
yQ̂
)
◦ (PQl) ◦ (PQPx) ◦ (PχPQP )

χ
= Bµ bQ ◦

(
yQ̂
)
◦
(
PχQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

(109)
= Bµ bQ ◦

(
mBQ̂

)
◦
(
yyQ̂

)
◦ (PQPQl) ◦ (PQPQPx)
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= Bµ bQ ◦
(
mBQ̂

)
◦
(
ByQ̂

)
◦
(
yPQQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

(162)
= Bµ bQ ◦

(
σBQ̂

)
◦
(
ν ′0QQ̂

)
◦
(
yPQQ̂

)
◦ (PQPQl) ◦ (PQPQPx)

Since
(
ν ′0QQ̂

)
◦
(
yPQQ̂

)
◦ (PQPQl) ◦ (PQPQPx) is an epimorphism, we get that

Bµ bQ ◦
(
σBQ̂

)
= µAbQ ◦

(
Q̂σA

)
. �

7.4. From coherds to herds.

7.8. Given a coherd χ : QPQ→ Q in a formal codual structure
X = (C,D, P,Q, δC , δD), our purpose is to build the formal dual structure M =

(A,B, Q̂, Q, σA, σB) and then an herd τ : Q→ QQ̂Q in M.

Theorem 7.9. Let A and B be categories with coequalizers and let P : A → B,
Q : B → A, C : A → A and D : B → B be functors. Assume that all the
functors P,Q,C and D preserve coequalizers. Let εC : C → A and εD : D → B
be functorial epimorphisms and assume that

(
A, εC

)
= CoequFun

(
CεC , εCC

)
and(

B, εD
)

= CoequFun

(
DεD, εDD

)
. Let χ : QPQ→ Q be a functorial morphism such

that
χ ◦ (QPχ) = χ ◦ (χPQ) .

Let δC : C → QP be a functorial morphism such that

χ ◦ (δCQ) = (εCQ)

and let δD : D → PQ be a functorial morphism such that

χ ◦ (QδD) = (QεD).

Then there is a formal dual structure M = (A,B, Q̂, Q, σA, σB).

Proof. In view of Theorem 6.29 and Propositions 7.6, 7.7 a formal dual structure

M = (A,B, Q̂, Q, σA, σB) has been constructed. �

Theorem 7.10. Let A and B be categories with coequalizers and let
X = (C,D, P,Q, δC , δD) be a regular formal codual structure where P : A → B,
Q : B → A, C : A → A and D : B → B are functors that preserve coequalizers.
Let χ : QPQ → Q be a copretorsor. Then there is a formal dual structure M =

(A,B, Q̂, Q, σA, σB). Define τ : Q→ QQ̂Q by setting

τ := (QlQ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦
(
CρQD

)
◦ ρDQ .

Then τ is an herd in M.

Proof. By Theorem 7.9, M = (A,B, Q̂, Q, σA, σB) is a formal dual structure. To show
that τ is an herd in M, we have to prove that it satisfies the following conditions.

1) Associativity, in the sense that
(
QQ̂τ

)
◦ τ =

(
τQ̂Q

)
◦ τ. We have(

QQ̂τ
)
◦ τ

=
(
QQ̂τ

)
◦ (QlQ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ
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l
=
(
QlQQ̂Q

)
◦ (QPAτ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

x
=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦ (QPQPτ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

δC=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦
(
δCQPQQ̂Q

)
◦ (CQPτ) ◦ (CQδD)

◦
(
CρQD

)
◦ ρDQ

CρQ
=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦
(
δCQPQQ̂Q

)
◦
(
CρQPQQ̂Q

)
◦ (QPτ)

◦ (QδD) ◦ ρDQ
(127)
=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦
(
δCQPQQ̂Q

)
◦
(
CρQPQQ̂Q

)
◦ (QPτ)

◦ (δCQ) ◦ CρQ
δC=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦
(
δCQPQQ̂Q

)
◦
(
CρQPQQ̂Q

)
◦
(
δCQQ̂Q

)
◦ (Cτ) ◦ CρQ

and (
CρQPQQ̂Q

)
◦
(
δCQQ̂Q

)
◦ (Cτ) ◦ CρQ

=
(
CρQPQQ̂Q

)
◦
(
δCQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CδCQPQ) ◦ (CCQδD)

◦
(
CCρQD

)
◦
(
CρDQ

)
◦ CρQ

δC=
(
CρQPQQ̂Q

)
◦
(
δCQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD) ◦ (CδCQD)

◦
(
CCρQD

)
◦
(
CρDQ

)
◦ CρQ

(125)
=
(
CδCQQ̂Q

)
◦
(
∆CQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD) ◦ (CδCQD)

◦
(
CCρQD

)
◦
(
CρDQ

)
◦ CρQ

Since (
CCρQD

)
◦
(
CρDQ

)
◦ CρQ

Qis a bicom
=

(
CCρDQ

)
◦
(
CCρQ

)
◦ CρQ

Qis a com
=

(
CCρDQ

)
◦
(
∆CQ

)
◦ CρQ

∆C

=
(
∆CQD

)
◦
(
CρDQ

)
◦ CρQ

Qis a bicom
=

(
∆CQD

)
◦
(
CρQD

)
◦ ρDQ

Qis a com
=

(
CCρQD

)
◦
(
CρQD

)
◦ ρDQ

we obtain(
CδCQQ̂Q

)
◦
(
∆CQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD) ◦ (CδCQD)

◦
(
CCρQD

)
◦
(
CρDQ

)
◦ CρQ

=
(
CδCQQ̂Q

)
◦
(
∆CQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD) ◦ (CδCQD)

◦
(
CCρQD

)
◦
(
CρQD

)
◦ ρDQ
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(127)
=
(
CδCQQ̂Q

)
◦
(
∆CQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD)

◦ (CQδDD) ◦
(
CρDQD

)
◦
(
CρQD

)
◦ ρDQ

∆C

=
(
CδCQQ̂Q

)
◦ (CCQlQ) ◦ (CCQPxQ) ◦ (CCQPQδD) ◦ (CCQδDD)

◦
(
CCρDQD

)
◦
(
∆CQD

)
◦
(
CρQD

)
◦ ρDQ

Qis a com
=

(
CδCQQ̂Q

)
◦ (CCQlQ) ◦ (CCQPxQ) ◦ (CCQPQδD) ◦ (CCQδDD)

◦
(
CCρDQD

)
◦
(
CCρQD

)
◦
(
CρQD

)
◦ ρDQ

Qis a bicom
=

(
CδCQQ̂Q

)
◦ (CCQlQ) ◦ (CCQPxQ) ◦ (CCQPQδD) ◦ (CCQδDD)

◦
(
CCρQDD

)
◦
(
CρDQD

)
◦
(
CρQD

)
◦ ρDQ

CρQ
=
(
CδCQQ̂Q

)
◦
(
CCρQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD) ◦ (CQδDD)

◦
(
CρDQD

)
◦
(
CρQD

)
◦ ρDQ

Qis a bicom
=

(
CδCQQ̂Q

)
◦
(
CCρQQ̂Q

)
◦ (CQlQ) ◦ (CQPxQ) ◦ (CQPQδD)

◦ (CQδDD) ◦
(
CρQDD

)
◦
(
ρDQD

)
◦ ρDQ

CρQ
=
(
CδCQQ̂Q

)
◦
(
CCρQQ̂Q

)
◦
(
CρQQ̂Q

)
◦ (QlQ) ◦ (QPxQ) ◦ (QPQδD)

◦ (QδDD) ◦
(
ρDQD

)
◦ ρDQ

(127)
=
(
CQδDQ̂Q

)
◦
(
CρDQQ̂Q

)
◦
(
CρQQ̂Q

)
◦ (QlQ) ◦ (QPxQ) ◦ (QPQδD)

◦ (QδDD) ◦
(
ρDQD

)
◦ ρDQ

(127)
=
(
CQδDQ̂Q

)
◦
(
CρDQQ̂Q

)
◦
(
CρQQ̂Q

)
◦ (QlQ) ◦ (QPxQ) ◦ (QPQδD)

◦ (δCQD) ◦
(
CρQD

)
◦ ρDQ

Qis a bicom
=

(
CQδDQ̂Q

)
◦
(
CρQDQ̂Q

)
◦
(
ρDQQ̂Q

)
◦ (QlQ) ◦ (QPxQ) ◦ (QPQδD)

◦ (δCQD) ◦
(
CρQD

)
◦ ρDQ

δC=
(
CQδDQ̂Q

)
◦
(
CρQDQ̂Q

)
◦
(
ρDQQ̂Q

)
◦ (QlQ) ◦ (QPxQ) ◦ (δCQPQ)

◦ (CQδD) ◦
(
CρQD

)
◦ ρDQ

Hence we obtain (
QQ̂τ

)
◦ τ

=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦
(
δCQPQQ̂Q

)
◦
(
CρQPQQ̂Q

)
◦
(
δCQQ̂Q

)
◦ (Cτ) ◦ CρQ

=
(
QlQQ̂Q

)
◦
(
QPxQQ̂Q

)
◦
(
δCQPQQ̂Q

)
◦
(
CQδDQ̂Q

)
◦
(
CρQDQ̂Q

)
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◦
(
ρDQQ̂Q

)
◦ (QlQ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

=
(
τQ̂Q

)
◦ τ.

2) Counitality, in the sense that
(
QσB

)
◦ τ = QuB and

(
σAQ

)
◦ τ = uAQ. Let us

prove that (
QσB

)
◦ τ = QuB.

In fact, we have (
QσB

)
◦ τ

=
(
QσB

)
◦ (QlQ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

(149)
=
(
QσB

)
◦ (Qν ′0Q) ◦ (QyPQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

(162)
= (QmB) ◦ (QBy) ◦ (QyPQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

= (QmB) ◦ (Qyy) ◦ (δCQPQ) ◦ (CQδD) ◦
(
CρQD

)
◦ ρDQ

(109)
= (Qy) ◦ (QPχ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

δC= (Qy) ◦ (QPχ) ◦ (QPQδD) ◦ (δCQD) ◦
(
CρQD

)
◦ ρDQ

(130)
= (Qy) ◦

(
QPQεD

)
◦ (δCQD) ◦

(
CρQD

)
◦ ρDQ

δC= (Qy) ◦ (δCQ) ◦
(
CQεD

)
◦
(
CρQD

)
◦ ρDQ

Qis a bicom
= (Qy) ◦ (δCQ) ◦

(
CQεD

)
◦ (CρDQ) ◦ CρQ

Qis a com
= (Qy) ◦ (δCQ) ◦ CρQ

(127)
= (Qy) ◦ (QδD) ◦ ρDQ

(110)
= (QuB) ◦

(
QεD

)
◦ ρDQ

Qis a com
= QuB.

Let us prove that (
σAQ

)
◦ τ = (uAQ).

We calculate (
σAQ

)
◦ τ

=
(
σAQ

)
◦ (QlQ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

(161)
= (mAQ) ◦ (xAQ) ◦ (QPxQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

= (mAQ) ◦ (xxQ) ◦ (δCQPQ) ◦ (CQδD) ◦
(
CρQD

)
◦ ρDQ

(102)
= (xQ) ◦ (χPQ) ◦ (δCQPQ) ◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

(129)
= (xQ) ◦

(
εCQPQ

)
◦ (CQδD) ◦

(
CρQD

)
◦ ρDQ

εC
= (xQ) ◦ (QδD) ◦

(
εCQD

)
◦
(
CρQD

)
◦ ρDQ

Qis a com
= (xQ) ◦ (QδD) ◦ ρDQ

(127)
= (xQ) ◦ (δCQ) ◦ CρQ

(103)
= (uAQ) ◦

(
εCQ

)
◦ CρQ

Qis a com
= uAQ.
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7.5. Herd - Coherd - Herd.

7.11. Let τ : Q → QPQ be a herd for a regular formal dual structure M =
(A,B, P,Q, σA, σB, ) where P : A → B, Q : B → A, A : A → A and B : B → B
are functors that preserve equalizers. Then, by Propositions 6.1 and 6.2, we can
construct comonads C =

(
C,∆C , εC

)
and D =

(
D,∆D, εD

)
and functorial mor-

phisms CρQ : Q → CQ and ρDQ : Q → QD such that (Q, CρQ, ρ
D
Q) is a C-D-

bicomodule functor (see Theorem 6.5). Let Q as defined in Proposition 7.1. Then(
Q,DρQ, ρ

C
Q

)
is a D-C-bicomodule functor. By Theorem 7.5, we construct a coherd

X =
(
C,D, Q,Q, δC , δD, χ

)
where χ := µBQ◦

(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦(QPiQ)◦

(QqQ). Then we can construct monads A′ = (A′,mA′ , uA′) and B′ = (B′,mB′ , uB′)
following respectively Proposition 6.25 and Proposition 6.26 as the coequalizers

QQC
(χQ)◦(QQδC)

//

QQεC
// QQ

x′ // A′

DQQ
(Qχ)◦(δDQQ)

//

εDQQ

// SQ
y′ // B′

This means that the following hold

mA′ ◦ (x′x′) = x′ ◦
(
χQ
)

and uA′ ◦ εC = x′ ◦ δC

(163) mB′ ◦ (y′y′) = y′ ◦
(
Qχ
)

and uB′ ◦ εD = y′ ◦ δD.

Notation 7.12. With notations of Theorem 6.5 and Proposition 7.1, let h : Q→ P
be defined by setting

h = BµP ◦
(
σBP

)
◦ (Pi) ◦ q.

The following theorem reformulates Theorem 3.5 in [BV] in our categorical setting.

Theorem 7.13. Let M = (A,B, P,Q, σA, σB) be a tame Morita context and let
τ : Q→ QPQ be a herd for M such that A and B reflect equalizers and coequalizers.
We denote by A′ and B′ the monads constructed in Claim 7.11. Then

1) There are functorial morphisms νA : A′ → A and νB : B′ → B such that νA
and νB are morphisms of monads.

2) If the functorial morphism hQ : QQ→ PQ, where h = BµP ◦
(
σBP

)
◦(Pi)◦q,

is an isomorphism, then νA and νB are isomorphisms.

3) If PC = Q ' Q
′
= DP then hQ is an isomorphism and hence νA and νB

are isomorphisms of monads.

Proof. Note that, since A and B reflect equalizers, by Lemma 6.10, we have a
regular herd, i.e. the assumptions (A, uA) = EquFun (uAA,AuA) and (B, uB) =
EquFun (uBB,BuB) are fulfilled. We will prove only the statement for the monad
B′, for A′ the proof is similar.
1) Consider the functorial morphism

σB : QQ→ B
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given by

σB = mB ◦
(
σBσB

)
◦ (PiQ) ◦ (qQ)

(144)
= mB ◦

(
σBσB

)
◦ (jPQ) ◦ (κ′0Q) .

We compute (
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦

(
Qχ
)
◦
(
δDQQ

)
q
=
(
σBPQ

)
◦ (PiQ) ◦ (PCχ) ◦

(
qQQQ

)
◦
(
δDQQ

)
i
=
(
σBPQ

)
◦ (PQPχ) ◦

(
PiQQQ

)
◦
(
qQQQ

)
◦
(
δDQQ

)
(144)
=
(
σBPQ

)
◦ (PQPχ) ◦

(
jPQQQ

)
◦
(
κ′0QQQ

)
◦
(
δDQQ

)
(148)
=
(
σBPQ

)
◦ (PQPχ) ◦

(
jPQQQ

)
◦
(
DjQQ

)
◦
(
∆DQQ

)
(67)
=
(
σBPQ

)
◦ (PQPχ) ◦

(
PτQQ

)
◦
(
jQQ

)
=
(
σBPQ

)
◦
(
PQPµBQ

)
◦
(
PQPAµQB

)
◦
(
PQPAQσB

)
◦
(
PQPσAQPQ

)
◦ (PQPQPiQ) ◦ (PQPQqQ) ◦

(
PτQQ

)
◦
(
jQQ

)
σA
=
(
σBPQ

)
◦
(
PQPµBQ

)
◦
(
PQPAµQB

)
◦
(
PQPσAQB

)
◦
(
PQPQPQσB

)
◦ (PQPQPiQ) ◦ (PQPQqQ) ◦

(
PτQQ

)
◦
(
jQQ

)
(82)
=
(
σBPQ

)
◦
(
PQPµBQ

)
◦
(
PQPµBQB

)
◦
(
PQPQσBB

)
◦
(
PQPQPQσB

)
◦ (PQPQPiQ) ◦ (PQPQqQ) ◦

(
PτQQ

)
◦
(
jQQ

)
σB
=
(
BPµBQ

)
◦
(
BPµBQB

)
◦
(
BPQσBB

)
◦
(
BPQPQσB

)
◦ (BPQPiQ)

◦ (BPQqQ) ◦
(
σBPQQQ

)
◦
(
PτQQ

)
◦
(
jQQ

)
defD
=
(
BPµBQ

)
◦
(
BPµBQB

)
◦
(
BPQσBB

)
◦
(
BPQPQσB

)
◦ (BPQPiQ)

◦ (BPQqQ) ◦
(
uBPQQQ

)
◦
(
jQQ

)
and thus we obtain (

σBPQ
)
◦ (PiQ) ◦ (qQ) ◦

(
Qχ
)
◦
(
δDQQ

)
(164)

=
(
BPµBQ

)
◦
(
BPµBQB

)
◦
(
BPQσBB

)
◦
(
BPQPQσB

)
◦ (BPQPiQ)

◦ (BPQqQ) ◦
(
uBPQQQ

)
◦
(
jQQ

)
.

Let us compute

σB ◦
(
Qχ
)
◦
(
δDQQ

)
= mB ◦

(
σBσB

)
◦ (PiQ) ◦ (qQ) ◦

(
Qχ
)
◦
(
δDQQ

)
= mB ◦

(
BσB

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦

(
Qχ
)
◦
(
δDQQ

)
(164)
= mB ◦

(
BσB

)
◦
(
BPµBQ

)
◦
(
BPµBQB

)
◦
(
BPQσBB

)
◦
(
BPQPQσB

)
◦ (BPQPiQ) ◦ (BPQqQ) ◦

(
uBPQQQ

)
◦
(
jQQ

)
uB= mB ◦ (uBB) ◦ σB ◦

(
PµBQ

)
◦
(
PµBQB

)
◦
(
PQσBB

)
◦
(
PQPQσB

)
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◦ (PQPiQ) ◦
(
jQQ

)
Bmonad

= σB ◦
(
PµBQ

)
◦
(
PµBQB

)
◦
(
PQσBB

)
◦
(
PQPQσB

)
◦ (PQPiQ)

◦
(
jQQ

)
(82)
= σB ◦

(
PµBQ

)
◦
(
PAµQB

)
◦
(
PσAQB

)
◦
(
PQPQσB

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
σA
= σB ◦

(
PµBQ

)
◦
(
PAµQB

)
◦
(
PAQσB

)
◦
(
PσAQPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
(81)
= mB ◦

(
σBB

)
◦
(
PAµQB

)
◦
(
PAQσB

)
◦
(
PσAQPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
AµQ
= mB ◦

(
σBB

)
◦
(
PQσB

)
◦
(
PAµQPQ

)
◦
(
PσAQPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
(82)
= mB ◦

(
σBB

)
◦
(
PQσB

)
◦
(
PµBQPQ

)
◦
(
PQσBPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
σB
= mB ◦

(
BσB

)
◦
(
σBPQ

)
◦
(
PµBQPQ

)
◦
(
PQσBPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
(81)
= mB ◦

(
BσB

)
◦ (mBPQ) ◦

(
σBBPQ

)
◦
(
PQσBPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
σB
= mB ◦

(
BσB

)
◦ (mBPQ) ◦

(
BσBPQ

)
◦ (BPiQ) ◦ (BqQ) ◦

(
σBQQ

)
◦
(
jQQ

)
(67)
= mB ◦

(
BσB

)
◦ (mBPQ) ◦

(
BσBPQ

)
◦ (BPiQ) ◦ (BqQ) ◦

(
uBQQ

)
◦
(
εDQQ

)
uB= mB ◦

(
BσB

)
◦ (mBPQ) ◦ (uBBPQ) ◦

(
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦

(
εDQQ

)
Bmonad

= mB ◦
(
BσB

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦

(
εDQQ

)
= σB ◦

(
εDQQ

)
so that we get

(165) σB ◦
(
Qχ
)
◦
(
δDQQ

)
= σB ◦

(
εDQQ

)
and since (B′, y′) = CoequFun

((
Qχ
)
◦
(
δDQQ

)
, εDQQ

)
there exists a unique func-

torial morphism νB : B′ → B such that

(166) νB ◦ y′ = σB = mB ◦
(
σBσB

)
◦ (PiQ) ◦ (qQ) .

Now we want to prove that νB is a morphism of monads. Let us compute

mB ◦ (νBνB) ◦ (y′y′) = mB ◦ (νBB) ◦ (B′νB) ◦ (y′B′) ◦
(
QQy′

)
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y′
= mB ◦ (νBB) ◦ (y′B) ◦

(
QQνB

)
◦
(
QQy′

)
(166)
= mB ◦ (mBB) ◦

(
σBσBB

)
◦ (PiQB) ◦ (qQB) ◦

(
QQmB

)
◦
(
QQσBσB

)
◦
(
QQPiQ

)
◦
(
QQqQ

)
(144)
= mB ◦ (mBB) ◦

(
σBσBB

)
◦ (jPQB) ◦ (κ′0QB) ◦

(
QQmB

)
◦
(
QQσBσB

)
◦
(
QQjPQ

)
◦
(
QQκ′0Q

)
= mB ◦ (mBB) ◦

(
BσBB

)
◦
(
σBPQB

)
◦ (jPQB) ◦ (κ′0QB) ◦

(
QQmB

)
◦
(
QQBσB

)
◦
(
QQσBPQ

)
◦
(
QQjPQ

)
◦
(
QQκ′0Q

)
(67)
= mB ◦ (mBB) ◦

(
BσBB

)
◦ (uBPQB) ◦

(
εDPQB

)
◦ (κ′0QB) ◦

(
QQmB

)
◦
(
QQBσB

)
◦
(
QQuBPQ

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
uB= mB ◦ (mBB) ◦ (uBBB) ◦

(
σBB

)
◦
(
εDPQB

)
◦ (κ′0QB) ◦

(
QQmB

)
◦
(
QQuBB

)
◦
(
QQσB

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
Bmonad

= mB ◦
(
σBB

)
◦
(
εDPQB

)
◦ (κ′0QB) ◦

(
QQσB

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
and

νB ◦mB′ ◦ (y′y′)
(163)
= νB ◦ y′ ◦

(
Qχ
)

= mB ◦
(
σBσB

)
◦ (PiQ) ◦ (qQ) ◦

(
Qχ
)

(144)
= mB ◦

(
BσB

)
◦
(
σBPQ

)
◦ (jPQ) ◦ (κ′0Q) ◦

(
Qχ
)

(67)
= mB ◦

(
BσB

)
◦ (uBPQ) ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
Qχ
)

uB= mB ◦ (uBB) ◦ σB ◦
(
εDPQ

)
◦ (κ′0Q) ◦

(
Qχ
)

Bmonad
= σB ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
Qχ
)

defχ
= σB ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
QµBQ

)
◦
(
QAµQB

)
◦
(
QAQσB

)
◦
(
QσAQPQ

)
◦
(
QQPiQ

)
◦
(
QQqQ

)
AµQ
= σB ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
QµBQ

)
◦
(
QQσB

)
◦
(
QAµQPQ

)
◦
(
QσAQPQ

)
◦
(
QQPiQ

)
◦
(
QQqQ

)
(82)
= σB ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
QµBQ

)
◦
(
QQσB

)
◦
(
QµBQPQ

)
◦
(
QQσBPQ

)
◦
(
QQPiQ

)
◦
(
QQqQ

)
(144)
= σB ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
QµBQ

)
◦
(
QQσB

)
◦
(
QµBQPQ

)
◦
(
QQσBPQ

)
◦
(
QQjPQ

)
◦
(
QQκ′0Q

)
(67)
= σB ◦

(
εDPQ

)
◦ (κ′0Q) ◦

(
QµBQ

)
◦
(
QQσB

)
◦
(
QµBQPQ

)
◦
(
QQuBPQ

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
Qmodulefunctor

= σB ◦
(
εDPQ

)
◦ (κ′0Q) ◦

(
QµBQ

)
◦
(
QQσB

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
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κ′0= σB ◦
(
εDPQ

)
◦
(
DPµBQ

)
◦ (κ′0QB) ◦

(
QQσB

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
εD
= σB ◦

(
PµBQ

)
◦
(
εDPQB

)
◦ (κ′0QB) ◦

(
QQσB

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
(81)
= mB ◦

(
σBB

)
◦
(
εDPQB

)
◦ (κ′0QB) ◦

(
QQσB

)
◦
(
QQεDPQ

)
◦
(
QQκ′0Q

)
so that we obtain

mB ◦ (νBνB) ◦ (y′y′) = νB ◦mB′ ◦ (y′y′)

and since y′ is an epimorphism we deduce that

mB ◦ (νBνB) = νB ◦mB′ .

Now, let us calculate

νB ◦ uB′ ◦ εD
(163)
= νB ◦ y′ ◦ δD

(166)
= mB ◦

(
σBσB

)
◦ (PiQ) ◦ (qQ) ◦ δD

= mB ◦
(
BσB

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦ δD

(144)
= mB ◦

(
BσB

)
◦
(
σBPQ

)
◦ (jPQ) ◦ (κ′0Q) ◦ δD

(67),(148)
= mB ◦

(
BσB

)
◦ (uBPQ) ◦ (εDPQ) ◦ (Dj) ◦∆D

uB ,ε
D

= mB ◦ (uBB) ◦ σB ◦ j ◦ (εDD) ◦∆D

BmonadDcomonad
= σB ◦ j (67)

= uB ◦ εD.

Since the tame condition is assumed, BAσ
B
AB is a functorial isomorphism and thus

Aσ
B
A

(97)
= Aσ

B
ABBF

(94)
= BUBAσ

B
ABAF

is also an isomorphism. By (95) we have that

Aσ
B
A ◦ (pPAQ) = σB

and Lemma 2.6, since pPAQ is a regular epimorphism by construction, we deduce
that σB is also a regular epimorphism. Thus, by Theorem 6.6, so is BεD. Since B
reflects coequalizers we get that εD is an epimorphism and therefore we obtain

νB ◦ uB′ = uB.

Hence νB is a morphism of monads.
2) Consider the following diagram

DQQ
(Qχ)◦(δDQQ)

//

(εDQQ)

//

DhQ

��

QQ
y′ //

hQ

��

S ′

νZ

��
DPQ

(PµSQ)◦(jS)◦(DσS)
//

(εDPQ)

// PQ
πZ // Z

where (Z, πZ) = CoequFun

((
PµBQ

)
◦ (jB) ◦

(
DσB

)
, εDPQ

)
. Note that(

εDPQ
)
◦ (DhQ)

εD
= (hQ) ◦

(
εDQQ

)
.
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Now we compute

(hQ) ◦
(
Qχ
)
◦
(
δDQQ

) ?
=
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (DhQ)

(hQ) ◦
(
Qχ
)
◦
(
δDQQ

)
=
(
BµPQ

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦

(
Qχ
)
◦
(
δDQQ

)
(164)
=
(
BµPQ

)
◦
(
BPµBQ

)
◦
(
BPµBQB

)
◦
(
BPQσBB

)
◦
(
BPQPQσB

)
◦ (BPQPiQ) ◦ (BPQqQ) ◦

(
uBPQQQ

)
◦
(
jQQ

)
Qmodfunctor

=
(
BµPQ

)
◦
(
BPµBQ

)
◦ (BPQmB) ◦

(
BPQσBB

)
◦
(
BPQPQσB

)
◦ (BPQPiQ) ◦ (BPQqQ) ◦

(
uBPQQQ

)
◦
(
jQQ

)
uB=
(
BµPQ

)
◦ (uBPQ) ◦

(
PµBQ

)
◦ (PQmB) ◦

(
PQσBB

)
◦
(
PQPQσB

)
◦ (PQPiQ) ◦ (PQqQ) ◦

(
jQQ

)
Qmodfunctor

=
(
PµBQ

)
◦ (PQmB) ◦

(
PQσBB

)
◦
(
PQPQσB

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
σB
=
(
PµBQ

)
◦ (PQmB) ◦

(
PQBσB

)
◦
(
PQσBPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
(81)
=
(
PµBQ

)
◦
(
PQσB

)
◦
(
PQBµPQ

)
◦
(
PQσBPQ

)
◦ (PQPiQ)

◦ (PQqQ) ◦
(
jQQ

)
j
=
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦
(
DBµPQ

)
◦
(
DσBPQ

)
◦ (DPiQ) ◦ (DqQ)

=
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (DhQ)

Then the diagram above serially commute and hence in particular

πZ ◦ (hQ) ◦
(
Qχ
)
◦
(
δDQQ

)
= πZ ◦

(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (DhQ)

πZ= πZ ◦
(
εDPQ

)
◦ (DhQ) = πZ ◦ (hQ) ◦

(
εDQQ

)
so that

πZ ◦ (hQ) ◦
(
Qχ
)
◦
(
δDQQ

)
= πZ ◦ (hQ) ◦

(
εDQQ

)
.

Since (B′, y′) = CoequFun

((
Qχ
)
◦
(
δDQQ

)
, εDQQ

)
, by the universal property of

coequalizers, there exists a unique functorial morphism νZ : B′ → Z such that

(167) νZ ◦ y′ = πZ ◦ (hQ) .

We want to prove that νZ is an isomorphism. Since hQ is an isomorphism, there
exists (hQ)−1 : PQ→ QQ. Note that from

(hQ) ◦
(
Qχ
)
◦
(
δDQQ

)
=
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (DhQ)

we deduce that

(hQ)−1 ◦ (hQ) ◦
(
Qχ
)
◦
(
δDQQ

)
◦
(
D (hQ)−1) =

= (hQ)−1 ◦
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (DhQ) ◦

(
D (hQ)−1)
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that is

(168)
(
Qχ
)
◦
(
δDQQ

)
◦
(
D (hQ)−1) = (hQ)−1 ◦

(
PµBQ

)
◦ (jB) ◦

(
DσB

)
.

Similarly, from (
εDPQ

)
◦ (DhQ) = (hQ) ◦

(
εDQQ

)
we deduce that

(169) (hQ)−1 ◦
(
εDPQ

)
=
(
εDQQ

)
◦
(
D (hQ)−1) .

Thus we have

y′ ◦ (hQ)−1 ◦
(
PµBQ

)
◦ (jB) ◦

(
DσB

) (168)
= y′ ◦

(
Qχ
)
◦
(
δDQQ

)
◦
(
D (hQ)−1)

defy′
= y′ ◦

(
εDQQ

)
◦
(
D (hQ)−1) (169)

= y′ ◦ (hQ)−1 ◦
(
εDPQ

)
so that

y′ ◦ (hQ)−1 ◦
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
= y′ ◦ (hQ)−1 ◦

(
εDPQ

)
.

Since (Z, πZ) = CoequFun

((
PµBQ

)
◦ (jB) ◦

(
DσB

)
, εDPQ

)
, by the universal prop-

erty of coequalizers, there exists a unique functorial morphism ν ′Z : Z → B′such
that

(170) ν ′Z ◦ πZ = y′ ◦ (hQ)−1 .

Now we want to prove that ν ′Z is the two-sided inverse of νZ . Let us compute

ν ′Z ◦ νZ ◦ y′
(167)
= ν ′Z ◦ πZ ◦ (hQ)

(170)
= y′ ◦ (hQ)−1 ◦ (hQ) = y′

and since y′ is an epimorphism we get

ν ′Z ◦ νZ = IdB′ .

Moreover

νZ ◦ ν ′Z ◦ πZ
(170)
= νZ ◦ y′ ◦ (hQ)−1 (167)

= πZ ◦ (hQ) ◦ (hQ)−1 = πZ

and since πZ is an epimorphism we deduce that

νZ ◦ ν ′Z = IdZ .

Thus νZ is a functorial isomorphism between B′and Z with inverse ν ′Z . Now we want
to construct an isomorphism between B and Z. Consider the parallel pair

DPQ
(PµSQ)◦(jS)◦(DσS)

//

(εDPQ)

// PQ

and compute

σB ◦
(
PµBQ

)
◦ (jB) ◦

(
DσB

) (81),j
= mB ◦

(
σBB

)
◦
(
PQσB

)
◦ (jPQ)

σB
= mB ◦

(
BσB

)
◦
(
σBPQ

)
◦ (jPQ)

(67)
= mB ◦

(
BσB

)
◦ (uBPQ) ◦

(
εDPQ

)
uB= mB ◦ (uBB) ◦ σB ◦

(
εDPQ

) Bmonad
= σB ◦

(
εDPQ

)
.
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Thus we obtain

σB ◦
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
= σB ◦

(
εDPQ

)
and since (Z, πZ) = CoequFun

((
PµBQ

)
◦ (jB) ◦

(
DσB

)
, εDPQ

)
, by the universal

property of coequalizers, there exists a unique functorial morphism λ : Z → B such
that

(171) λ ◦ πZ = σB.

Since we already proved in 1) that σB is a regular epimorphism, in particular we
can write

(
B, σB

)
= CoequFun (ξ, ζ). Let us compute

πZ ◦ ξ ◦
(
εDPQ

) εD
= πZ ◦

(
εDPQ

)
◦ (Dξ)

defπZ= πZ ◦
(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (Dξ)

σBcoequ
= πZ ◦

(
PµBQ

)
◦ (jB) ◦

(
DσB

)
◦ (Dζ)

defπZ= πZ ◦
(
εDPQ

)
◦ (Dζ)

εD
= πZ ◦ ζ ◦

(
εDPQ

)
so that

πZ ◦ ξ ◦
(
εDPQ

)
= πZ ◦ ζ ◦

(
εDPQ

)
.

Since σB is a regular epimorphism, by Theorem 6.6, so is BεD. Since by assumption
B reflects coequalizers, also εD is an epimorphism so that we get

(172) πZ ◦ ξ = πZ ◦ ζ.
Since

(
B, σB

)
= CoequFun (ξ, ζ) , by the universal property of coequalizers there

exists a unique functorial morphism λ′ : B → Z such that

(173) λ′ ◦ σB = πZ .

We prove that λ′ is the two-sided inverse of λ. In fact

λ′ ◦ λ ◦ πZ
(171)
= λ′ ◦ σB (173)

= πZ .

Since πZ is an epimorphism we deduce that

λ′ ◦ λ = IdZ .

Similarly

λ ◦ λ′ ◦ σB (173)
= λ ◦ πZ

(171)
= σB

and, since also σB is an epimorphism, we deduce that

λ ◦ λ′ = IdB.

We now want to prove that
νB = λ ◦ νZ

i.e.
λ′ ◦ νB = νZ .

We compute

λ′ ◦ νB ◦ y′
(109)
= λ′ ◦mB ◦

(
σBσB

)
◦ (PiQ) ◦ (qQ)
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(81)
= λ′ ◦ σB ◦

(
BµPQ

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ)

(173)
= πZ ◦

(
BµPQ

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ) = πZ ◦ (hQ)

(167)
= νZ ◦ y′.

Since y′ is an epimorphism, we get

λ′ ◦ νB = νZ

so that we deduce that νB : B′ → B is an isomorphism and thus an isomorphism of
monads.

3) If P preserves equalizers and PC = Q
κ′→ Q

′
= DP then νA and νB are

isomorphisms of monads.
By assumption we have that q = IdPC and q′ = IdDP and κ and κ′ are isomor-

phisms. Then we can rewrite the initial diagram as follows

DPCQ
(PCχ)◦(δDPCQ)

//

(εDPCQ)

//

DhQ
��

PCQ
y′ //

hQ
��

S ′

νZ

��
DPQ

(PµSQ)◦(jS)◦(DσS)
//

(εDPQ)

// PQ
πZ // Z

Since (C, i) = EquFun

((
QPσA

)
◦ (τP ) , QPuA

)
, by Lemma 2.10 we also have

(CQ, iQ) = EquFun

((
QPσAQ

)
◦ (τPQ) , QPuAQ

)
. We compute(

QPσAQ
)
◦ (τPQ) ◦ τ (68)

=
(
QPσAQ

)
◦ (QPτ) ◦ τ (69)

= (QPuAQ) ◦ τ

so that there exists a unique functorial morphism CρQ : Q → CQ such that (61)
holds i.e.

(iQ) ◦ CρQ = τ

as constructed in Proposition 6.1. Moreover
(
Q,C ρQ

)
is a left C-comodule by Propo-

sition 6.1. We also get

(PiQ) ◦
(
PCρQ

)
= Pτ.

Let us compute

(hQ) ◦
(
PCρQ

)
=
(
BµPQ

)
◦
(
σBPQ

)
◦ (PiQ) ◦ (qQ) ◦

(
PCρQ

)
q=IdPC=

(
BµPQ

)
◦
(
σBPQ

)
◦ (PiQ) ◦

(
PCρQ

)
(61)
=
(
BµPQ

)
◦
(
σBPQ

)
◦ (Pτ)

(82)
=
(
µAPQ

)
◦
(
PσAQ

)
◦ (Pτ)

(69)
=
(
µAPQ

)
◦ (PuAQ)

Pmodule
= PQ

and (
PCρQ

)
◦ (hQ) =

(
PCρQ

)
◦
(
BµPQ

)
◦
(
σBPQ

)
◦ (PiQ)

(82)
=
(
PCρQ

)
◦
(
µAPQ

)
◦
(
PσAQ

)
◦ (PiQ)

(63)
=
(
PCρQ

)
◦
(
µAPQ

)
◦ (PuAQ) ◦

(
PεCQ

)
Pmodule

=
(
PCρQ

)
◦
(
PεCQ

) Qcomodule
= PQ.
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Thus hQ is an isomorphism with inverse PCρQ and we can conclude by applying
2). �

8. Equivalence for (co)module categories

8.1. Equivalence for module categories coming from copretorsor. In this
subsection we prove that, for given categories A and B, under the assumptions of
Theorem 6.29, there exist a monad A on A and a monad B on B such that their
categories of modules are equivalent. We outline that the assumptions quoted above
are satisfied in the particular case of a regular coherd.

First of all we need to define the functors AQB and BQ̂A which will be used to set
the equivalence between these module categories.

Using the functors Q and Q̂, we construct the lifting functors AQB : BB → AA and

BQ̂A : AA → BB.

Proposition 8.1. In the setting of 6.29 there exists a functor A (QB) : BB → AA
such that AUA (QB) = QB where (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
. Moreover

we have

(174) pQ ◦
(
AµQBU

)
= AµQB ◦ (ApQ)

where AµQB = AUλAA (QB) : AQB → QB.

Proof. In view of Theorem 6.29, we can apply Proposition 3.30. �

8.2. In light of Proposition 8.1, a functor Q : B → A introduced in 6.29 induces
a functor A (QB) : BB → AA for the monads A and B. Our next task is to prove

that the B-A-bimodule functor Q̂, constructed in Proposition 7.6, induces a functor

B

(
Q̂A

)
: AA → BB which yields the inverse of A (QB) .

Proposition 8.3. Within the assumptions and notations of Theorem 6.29, there

exists a functor BQ̂A : AA → BB such that BUBQ̂A = Q̂A where
(
Q̂A, p bQ

)
=

CoequFun

(
µAbQAU, Q̂AUλA

)
. Moreover we have

(175) AµQB ◦
(
Bp bQ

)
= p bQ ◦

(
Bµ bQAU

)
where Bµ bQA = BUλBBQ̂A : BQ̂A → Q̂A, so that

(
Q̂A,

Bµ bQA

)
is an B-left module

functor.

Proof. In view of Proposition 7.6, we can apply Proposition 3.30 where Q is Q̂ and
we exchange the role of A and B, A and B. �

Now we want to prove the first isomorphism.
Within the assumptions and notations of Theorem 6.29, we will construct a functo-

rial isomorphism BQ̂AAQB
∼= BB.

Lemma 8.4. Within the assumptions and notations of Theorem 6.29 the following
equality

(176) ν ′0 ◦ (uBP ) = l ◦ (PuA)
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holds where ν ′0 is defined in (149) .

Proof. We compute

ν ′0 ◦ (uBP ) ◦
(
εDP

)
◦
(
DPεC

) (110)
= ν ′0 ◦ (yP ) ◦ (δDP ) ◦

(
DPεC

)
δD= ν ′0 ◦ (yP ) ◦

(
PQPεC

)
◦ (δDPC)

(149)
= l ◦ (Px) ◦

(
PQPεC

)
◦ (δDPC) = l ◦ (Px) ◦ (Pwr) ◦ (δDPC)

xcoequ
= l ◦ (Px) ◦

(
Pwl

)
◦ (δDPC) = l ◦ (Px) ◦ (PχP ) ◦ (PQPδC) ◦ (δDPC)

δD= l ◦ (Px) ◦ (PχP ) ◦ (δDPQP ) ◦ (DPδC)

(149)
= ν ′0 ◦ (yP ) ◦ (PχP ) ◦ (δDPQP ) ◦ (DPδC) = ν ′0 ◦ (yP ) ◦ (zlP ) ◦ (DPδC)

ycoequ
= ν ′0 ◦ (yP ) ◦ (zrP ) ◦ (DPδC) = ν ′0 ◦ (yP ) ◦ (εDPQP ) ◦ (DPδC)

(149)
= l ◦ (Px) ◦ (εDPQP ) ◦ (DPδC) = l ◦ (Px) ◦ (PδC) ◦ (εDPC)

(103)
= l ◦ (PuA) ◦

(
PεC

)
◦ (εDPC)

εD
= l ◦ (PuA) ◦

(
εDP

)
◦ (DPεC).

Since
(
εDP

)
◦
(
DPεC

)
is an epimorphism (recall that both εD and εC are coequal-

izers), we conclude. �

Proposition 8.5. Within the assumptions and notations of Theorem 6.29, there

exists a functorial morphism α : BBU → Q̂AAQB such that(
Q̂AAQB, α

)
= CoequFun (mBBU,BBUλB) . Moreover for every morphism h : BBU →

X such that
h ◦ (mBBU) = h ◦ (BBUλB)

if ĥ : Q̂AAQB → X is the unique morphism such that ĥ ◦ α = h, we have that

(177) ĥ ◦
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) = h ◦ (yBU) ◦

(
PAµQBU

)
.

Proof. Let us prove that(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (PχBU)(178)

=
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦ (PxQBU) .

Using Proposition 8.1, we compute(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (PχBU)

uA=
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦ (PAχBU) ◦ (PuAQPQBU)

(101)
=
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦

(
PAAµQBU

)
◦ (PAxQBU)

◦ (PuAQPQBU)

(174)
=
(
p bQAQB

)
◦ (lAUAQB) ◦

(
PAAµQB

)
◦ (PAApQ) ◦ (PAxQBU)

◦ (PuAQPQBU)
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l
=
(
p bQAQB

)
◦
(
Q̂AµQB

)
◦ (lAQB) ◦ (PAApQ) ◦ (PAxQBU) ◦ (PuAQPQBU)

def AµQB=
(
p bQAQB

)
◦
(
Q̂AUλAAQB

)
◦ (lAQB) ◦ (PAApQ) ◦ (PAxQBU)

◦ (PuAQPQBU)
p bQ coeq

=
(
p bQAQB

)
◦
(
µAbQQB

)
◦ (lAQB) ◦ (PAApQ) ◦ (PAxQBU) ◦ (PuAQPQBU)

(150)
=
(
p bQAQB

)
◦ (lQB) ◦ (PmAQB) ◦ (PAApQ) ◦ (PAxQBU) ◦ (PuAQPQBU)

mA=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PmAQBU) ◦ (PuAAQBU) ◦ (PxQBU)

Amonad
=

(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PxQBU)

Now we want to prove that(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦

(
zlBU

)
=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (zrBU) .

We have (
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦

(
zlBU

)
=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (PχBU) ◦ (δDPQBU)

(178)
=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PxQBU) ◦ (δDPQBU)

x
=
(
p bQAQB

)
◦ (lQB) ◦ (PxQB) ◦ (PQPpQ) ◦ (δDPQBU)

δD=
(
p bQAQB

)
◦ (lQB) ◦ (PxQB) ◦ (δDPQB) ◦ (DPpQ)

(149)
=
(
p bQAQB

)
◦ (ν ′0QB) ◦ (yPQB) ◦ (δDPQB) ◦ (DPpQ)

(110)
=
(
p bQAQB

)
◦ (ν ′0QB) ◦ (uBPQB) ◦

(
εDPQB

)
◦ (DPpQ)

(176)
=
(
p bQAQB

)
◦ (lQB) ◦ (PuAQB) ◦

(
εDPQB

)
◦ (DPpQ)

εD
=
(
p bQAQB

)
◦ (lQB) ◦ (PuAQB) ◦ (PpQ) ◦

(
εDPQBU

)
=
(
p bQAQB

)
◦ (lQB) ◦ (PuAQB) ◦ (PpQ) ◦ (zrBU)

uA=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (zrBU)

Since, by Lemma 2.10

(BBU, yBU) = CoequFun

(
zlBU, z

r
BU
)
,

there exists a functorial morphism α : BBU → Q̂AAQB such that

(179) α ◦ (yBU) = (p bQAQB) ◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) .
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Now we want to prove that(
Q̂AAQB, α

)
= CoequFun(mBBU,BBUλB).

Let us show the fork property for α, that is

(180) α ◦ (mBBU) = α ◦ (BBUλB) .

We have

α ◦ (BBUλB) ◦ (yyBU) = α ◦ (BBUλB) ◦ (yBBU) ◦ (PQyBU)
y
= α ◦ (yBU) ◦ (PQBUλB) ◦ (PQyBU)

(179)
=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (PQBUλB) ◦ (PQyBU)

=
(
p bQAQB

)
◦ (lQB) ◦ (PuAQB) ◦ (PpQ) ◦ (PQBUλB) ◦ (PQyBU)

defpQ
=
(
p bQAQB

)
◦ (lQB) ◦ (PuAQB) ◦ (PpQ) ◦

(
PµBQBU

)
◦ (PQyBU)

(107)
=
(
p bQAQB

)
◦ (lQB) ◦ (PuAQB) ◦ (PpQ) ◦ (PχBU)

uA=
(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) ◦ (PχBU)

(179)
= α ◦ (yBU) ◦ (PχBU)

(109)
= α ◦ (mBBU) ◦ (yyBU)

and, since yyBU is an epimorphism, we conclude. Now, let us consider a functorial
morphism h : BBU → X such that h ◦ (mBBU) = h ◦ (BBUλB) . We have to show

that there exists a unique functorial morphism ĥ : Q̂AAQB → X such that

ĥ ◦ α = h.

First we will show that there exists a functorial morphism ĥ such that ĥ and h fulfill
(177) i.e.

ĥ ◦
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) = h ◦ (yBU) ◦

(
PAµQBU

)
.

To do this, we need a series of equalities. First of all, let us show that

(181) y ◦
(
PAµQ

)
◦
(
PAµBQ

)
◦ (PAQy) ◦ (PxQPQ) = mB ◦ (yy) ◦ (PχPQ) .

In fact, we have

y ◦
(
PAµQ

)
◦
(
PAµBQ

)
◦ (PAQy) ◦ (PxQPQ)

(107)
= y ◦

(
PAµQ

)
◦ (PAχ) ◦ (PxQPQ)

x
= y ◦

(
PAµQ

)
◦ (PxQ) ◦ (PQPχ)

(101)
= y ◦ (Pχ) ◦ (PQPχ)

(98)
= y ◦ (Pχ) ◦ (PχPQ)

(109)
= mB ◦ (yy) ◦ (PχPQ) .

Now let us prove that

(182) (yy) ◦ (PχPQ) = (yB) ◦
(
PAµQB

)
◦ (PxQB) ◦ (PQPQy) .



158

In fact we have

(yy) ◦ (PχPQ) = (yB) ◦ (PQy) ◦ (PχPQ)
χ
= (yB) ◦ (PχB) ◦ (PQPQy)

(101)
= (yB) ◦

(
PAµQB

)
◦ (PxQB) ◦ (PQPQy) .

Therefore we deduce that

y ◦
(
PAµQ

)
◦
(
PAµBQ

)
◦ (PAQy) ◦ (PxQPQ)(183)

= mB ◦ (yB) ◦
(
PAµQB

)
◦ (PxQB) ◦ (PQPQy) .

Now we compute

h ◦ (yBU) ◦
(
PAµQBU

)
◦
(
PAµBQBU

)
◦ (PAQyBU) ◦ (PxQPQBU)

(183)
= h ◦ (mBBU) ◦ (yBBU) ◦

(
PAµQBBU

)
◦ (PxQBBU) ◦ (PQPQyBU)

assumpth
= h ◦ (BBUλB) ◦ (yBBU) ◦

(
PAµQBBU

)
◦ (PxQBBU) ◦ (PQPQyBU)

y
= h ◦ (yBU) ◦ (PQBUλB) ◦

(
PAµQBBU

)
◦ (PxQBBU) ◦ (PQPQyBU)

AµQ
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PAQBUλB) ◦ (PxQBBU) ◦ (PQPQyBU)

x
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PAQBUλB) ◦ (PAQyBU) ◦ (PxQPQBU)

Since (PAQyBU) ◦ (PxQPQBU) is an epimorphism, we obtain

h ◦ (yBU) ◦
(
PAµQBU

)
◦
(
PAµBQBU

)
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PAQBUλB)

Since (PAQB, PApQ) = CoequFun

(
PAµBQBU, PAQBUλB

)
, there exists a functorial

morphism h1 : PAQB → X such that

(184) h1 ◦ (PApQ) = h ◦ (yBU) ◦
(
PAµQBU

)
.

Now we prove that

(185) y ◦
(
PAµQ

)
◦ (PxQ) ◦

(
zlPQ

)
= y ◦

(
PAµQ

)
◦ (PxQ) ◦ (zrPQ)

In fact, we have

y ◦
(
PAµQ

)
◦ (PxQ) ◦

(
zlPQ

) (101)
= y ◦ (Pχ) ◦

(
zlPQ

)
(156)
= y ◦ (Pχ) ◦ (zrPQ)

(101)
= y ◦

(
PAµQ

)
◦ (PxQ) ◦ (zrPQ) .

Using the previous equalities, we obtain

h1 ◦ (PxQB) ◦
(
zlPQB

)
◦ (DPQPpQ)

zl
= h1 ◦ (PxQB) ◦ (PQPpQ) ◦

(
zlPQBU

)
x
= h1 ◦ (PApQ) ◦ (PxQBU) ◦

(
zlPQBU

)
(184)
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PxQBU) ◦

(
zlPQBU

)
(185)
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PxQBU) ◦ (zrPQBU)

(184)
= h1 ◦ (PApQ) ◦ (PxQBU) ◦ (zrPQBU)
x
= h1 ◦ (PxQB) ◦ (PQPpQ) ◦ (zrPQBU)
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zr
= h1 ◦ (PxQB) ◦ (zrPQB) ◦ (DPQPpQ) .

Since DPQPpQ is an epimorphism, we deduce that

h1 ◦ (PxQB) ◦
(
zlPQB

)
= h1 ◦ (PxQB) ◦ (zrPQB) .

Since
(
Q̂QBlQB

)
= CoequFun((PxQB)◦

(
zlPQB

)
, (PxQB)◦(zrPQB)), there exists

a functorial morphism h2 : Q̂QB → X such that

(186) h2 ◦ (lQB) = h1.

We compute

y ◦
(
PAµQ

)
◦ (PxQ) ◦ (PχPQ)

(101)
= y ◦ (Pχ) ◦ (PχPQ)

(98)
= y ◦ (Pχ) ◦ (PQPχ)

(101)
= y ◦

(
PAµQ

)
◦ (PxQ) ◦ (PQPχ)

x
= y ◦

(
PAµQ

)
◦ (PAχ) ◦ (PxQPQ)

so that we get

(187) y ◦
(
PAµQ

)
◦ (PxQ) ◦ (PχPQ) = y ◦

(
PAµQ

)
◦ (PAχ) ◦ (PxQPQ) .

We also have

(lQB) ◦ (PApQ) ◦ (PAχBU) ◦ (PxQPQBU)

(101)
= (lQB) ◦ (PApQ) ◦

(
PAAµQBU

)
◦ (PAxQBU) ◦ (PxQPQBU)

(174)
= (lQB) ◦

(
PAAµQB

)
◦ (PAApQ) ◦ (PAxQBU) ◦ (PxQPQBU)

l
=
(
Q̂AµQB

)
◦ (lAQB) ◦ (PAApQ) ◦ (PAxQBU) ◦ (PxQPQBU)

x
=
(
Q̂AµQB

)
◦ (lAQB) ◦ (PAxQB) ◦ (PAQPpQ) ◦ (PxQPQBU)

x
=
(
Q̂AµQB

)
◦ (lAQB) ◦ (PAxQB) ◦ (PxQPQQB) ◦ (PQPQPpQ)

=
(
Q̂AµQB

)
◦ (lAQB) ◦ (PxxQB) ◦ (PQPQPpQ)

so that we get

(lQB) ◦ (PApQ) ◦ (PAχBU) ◦ (PxQPQBU)(188)

=
(
Q̂AµQB

)
◦ (lAQB) ◦ (PxxQB) ◦ (PQPQPpQ)

and hence we obtain

h2 ◦
(
µAbQQB

)
◦ (lAQB) ◦ (PxxQB) ◦ (PQPQPpQ)

(150)
= h2 ◦ (lQB) ◦ (PmAQB) ◦ (PxxQB) ◦ (PQPQPpQ)

(186)
= h1 ◦ (PmAQB) ◦ (PxxQB) ◦ (PQPQPpQ)

(102)
= h1 ◦ (PxQB) ◦ (PχPQB) ◦ (PQPQPpQ)



160

χ
= h1 ◦ (PxQB) ◦ (PQPpQ) ◦ (PχPQBU)
x
= h1 ◦ (PApQ) ◦ (PxQBU) ◦ (PχPQBU)

(184)
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PxQBU) ◦ (PχPQBU)

(187)
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PAχBU) ◦ (PxQPQBU)

(184)
= h1 ◦ (PApQ) ◦ (PAχBU) ◦ (PxQPQBU)

(186)
= h2 ◦ (lQB) ◦ (PApQ) ◦ (PAχBU) ◦ (PxQPQBU)

(188)
= h2 ◦ (Q̂AµQB) ◦ (lAQB) ◦ (PxxQB) ◦ (PQPQPpQ) .

Since (lAQB) ◦ (PxxQB) ◦ (PQPQPpQ) is an epimorphism, we deduce that

h2 ◦ (Q̂AµQB) = h2 ◦
(
µAbQQB

)
.

By Proposition 8.3 we have
(
Q̂AAQB, p bQAQB

)
= CoequFun

(
µAbQAUAQB, Q̂AUλAAQB

)
=

CoequFun

(
µAbQQB, Q̂

AµQB

)
and hence we infer that there exists a functorial morphism

ĥ : Q̂AAQB → X such that

ĥ ◦
(
p bQAQB

)
= h2.

Hence we get

ĥ ◦
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) = h2 ◦ (lAUAQB) ◦ (PApQ)

= h2 ◦ (lQB) ◦ (PApQ)
(186)
= h1 ◦ (PApQ)

(184)
= h ◦ (yBU) ◦

(
PAµQBU

)
and hence equality (177) is proven. Now we have

ĥ ◦ α ◦ (yBU)
(179)
= ĥ ◦

(
p bQAQB

)
◦ (lQB) ◦ (PApQ) ◦ (PuAQBU)

(177)
= h ◦ (yBU) ◦

(
PAµQBU

)
◦ (PuAQBU)

AµQ is unital
= h ◦ (yBU)

so we get

ĥ ◦ α = h.

Let now ĥ′ : Q̂AAQB → X be another functorial morphism such that ĥ′ ◦ α = h.
Then we have

ĥ ◦ (p bQAQB) ◦ (lQB) ◦ (PApQ) ◦ (PuAQBU)

(179)
= ĥ ◦ α ◦ (yBU) = h ◦ (yBU) = ĥ′ ◦ α ◦ (yBU)

(179)
= ĥ′ ◦ (p bQAQB) ◦ (lQB) ◦ (PApQ) ◦ (PuAQBU) .

Note that, by (178) , since the second term is an epimorphism,
(
p bQAQB

)
◦(lAUAQB)◦

(PApQ)◦ (PuAQBU)◦ (PχBU) is epi and so (p bQAQB)◦ (lQB)◦ (PApQ)◦ (PuAQBU)

is also an epimorphism. Therefore we deduce that ĥ′ = ĥ. Hence we have proved

that
(
Q̂AAQB, α

)
= CoequFun (mBBU,BBUλB). �



161

Theorem 8.6. Within the assumptions and notations of Theorem 6.29, we have a

functorial isomorphism BQ̂AAQB
∼= BB.

Proof. In Proposition 8.5 we have proved the existence of a functorial morphism α :

BBU → Q̂AAQB such that
(
Q̂AAQB, α

)
= CoequFun (mBBU,BBUλB.) . By Proposi-

tion 3.13 and Proposition 3.14 also (BU, (BUλB)) = CoequFun (mBBU,BBUλB.). In
view of uniqueness of a coequalizer up to isomorphisms, there exists a functorial
isomorphism

β : Q̂AAQB = BUBQ̂AAQB → BU such that β ◦ α = BUλB.

Now since

(BUλB) ◦ (mBBU) = (BUλB) ◦ (BBUλB)

and since β ◦ α = BUλB, by applying (177) where ”ĥ” = β and ”h” = BUλB, we
deduce that

β ◦
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) = (BUλB) ◦ (yBU) ◦

(
PAµQBU

)
equivalently

β ◦
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦ (PxQBU)

= (BUλB) ◦ (yBU) ◦
(
PAµQBU

)
◦ (PxQBU)

(101)
= (BUλB) ◦ (yBU) ◦ (PχBU)

i.e.

(189) β ◦
(
p bQAQB

)
◦ (lAUAQB) ◦ (PApQ) ◦ (PxQBU) = (BUλB) ◦ (yBU) ◦ (PχBU) .

Recall that, in view of Proposition 3.13, (BU, BUλB) is an B-left module functor.

Also
(
Q̂AAQB,

Bµ bQAAQB

)
is an B-left module functor (see proof of Proposition

3.30 and Lemma 3.17) where Bµ bQA = BUλBBQ̂A : BQ̂A → Q̂A.Now we want to

prove that β lifts to a functorial morphism BQ̂AAQB → BB i.e. that

β :
(
Q̂AAQB,

Bµ bQAAQB

)
→ (BU, BUλB)

is a morphism of B-left module functors. Thus we have to prove

(BUλB) ◦ (Bβ) = β ◦ (Bµ bQAAQB)

We calculate

Bµ bQ ◦ (Bl) ◦ (yPA) ◦ (PQPx) = Bµ bQ ◦
(
yQ̂
)
◦ (PQl) ◦ (PQPx)

(149)
= Bµ bQ ◦

(
yQ̂
)
◦ (PQν ′0) ◦ (PQyP )

y
= Bµ bQ ◦ (Bν ′0) ◦ (yBP ) ◦ (PQyP )

(151)
= ν ′0 ◦ (mBP ) ◦ (yBP ) ◦ (PQyP ) = ν ′0 ◦ (mBP ) ◦ (yyP )

(109)
= ν ′0 ◦ (yP ) ◦ (PχP )

(149)
= l ◦ (Px) ◦ (PχP )
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so that we obtain:

(190) Bµ bQ ◦ (Bl) ◦ (yPA) ◦ (PQPx) = l ◦ (Px) ◦ (PχP ) .

We compute

β ◦ (Bµ bQAAQB) ◦
(
Bp bQAQB

)
◦ (BlAUAQB) ◦ (yPxpQ) =

(175)
= β ◦ (p bQAQB) ◦

(
Bµ bQAUAQB

)
◦ (BlAUAQB) ◦ (yPxpQ)

= β ◦ (p bQAQB) ◦
(
Bµ bQAUAQB

)
◦ (BlAUAQB) ◦ (yPAQB) ◦ (PQPxQB)

◦ (PQPQPpQ)

(190)
= β ◦ (p bQAQB) ◦ (lAUAQB) ◦ (PxAUAQB) ◦ (PχPAUAQB)

◦ (PQPQPpQ)
χ
= β ◦ (p bQAQB) ◦ (lAUAQB) ◦ (PxAUAQB) ◦ (PQPpQ) ◦ (PχPQBU)

x
= β ◦ (p bQAQB) ◦ (lAUAQB) ◦ (PApQ) ◦ (PxQBU) ◦ (PχPQBU)

(189)
= (BUλB) ◦ (yBU) ◦ (PχBU) ◦ (PχPQBU)

(98)
= (BUλB) ◦ (yBU) ◦ (PχBU) ◦ (PQPχBU)

(109)
= (BUλB) ◦ (mBBU) ◦ (yyBU) ◦ (PQPχBU)

BUλBcoequ
= (BUλB) ◦ (BBUλB) ◦ (ByBU) ◦ (yPQBU) ◦ (PQPχBU)
y
= (BUλB) ◦ (BBUλB) ◦ (ByBU) ◦ (BPχBU) ◦ (yPQPQBU)

(189)
= (BUλB) ◦ (Bβ) ◦

(
Bp bQAQB

)
◦ (BlAUAQB) ◦ (BPApQ) ◦ (BPxQBU)

◦ (yPQPQBU)

= (BUλB) ◦ (Bβ) ◦
(
Bp bQAQB

)
◦ (BlAUAQB) ◦ (yPxpQ)

Since
(
Bp bQAQB

)
◦ (BlAUAQB) ◦ (yPxpQ) is an epimorphism, we get that (BUλB) ◦

(Bβ) = β ◦ (Bµ bQAAQB). Therefore β is a morphism of B-left module functors
and hence, in view of Proposition 3.25, it gives rise to a functorial isomorphism

BQ̂AAQB
∼= BB. �

Now, we prove the second isomorphism.
Within the assumptions and notations of Theorem 6.29, we will construct a functo-

rial isomorphism AQBBQ̂A
∼= AA.

Lemma 8.7. Within the assumptions and notations of Theorem 6.29, there exists a

functorial morphism Ξ : AAU → QBBQ̂A uniquely determined by

(191)
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) = Ξ ◦ (xAU)

such that

(192) Ξ ◦ (mAAU) = Ξ ◦ (AAUAλ) .
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Proof. Since (QB, pQ) = CoequFun

(
µBQBU,QBUλB

)
we have that

(pQBQ̂A) ◦
(
µBQBUBQ̂A

)
= (pQBQ̂A) ◦

(
QBUλBBQ̂A

)
= (pQBQ̂A) ◦ (QBµ bQA)

so that we obtain(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
χQ̂AU

)
χ
=
(
pQBQ̂A

)
◦
(
χQ̂A

)
◦
(
QPQp bQ

)
(107)
=
(
pQBQ̂A

)
◦
(
µBQQ̂A

)
◦
(
QyQ̂A

)
◦
(
QPQp bQ

)
= (pQBQ̂A) ◦ (QBµ bQA) ◦

(
QyQ̂A

)
◦
(
QPQp bQ

)
y
= (pQBQ̂A) ◦ (QBµ bQA) ◦

(
QBp bQ

)
◦
(
QyQ̂AU

)
(175)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦
(
QyQ̂AU

)
and hence we get

(193)
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
χQ̂AU

)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦
(
QyQ̂AU

)
so that (

pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (χPQPAU)

χ
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
χQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU)

(193)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦
(
QyQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU)

y
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBlAU) ◦ (QyPAAU) ◦ (QPQPxAU)

(190)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU) .

Therefore we deduce that(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (χPQPAU)(194)

=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU)

By using this equality we compute(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦

(
wlAU

)
◦
(
QPCεCAU

)
wl
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦

(
QPεCAU

)
◦
(
wlCAU

)
(103)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPδCAU) ◦

(
wlCAU

)
wl
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦

(
wlQPAU

)
◦ (QPCδCAU)

=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (χPQPAU) ◦ (QPδCQPAU)

◦ (QPCδCAU)
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(194)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU) ◦ (QPδCQPAU)

◦ (QPCδCAU)

(99)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦

(
QPεCQPAU

)
◦ (QPCδCAU)

εC
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPδCAU) ◦

(
QPCεCAU

)
(103)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦

(
QPεCAU

)
◦
(
QPCεCAU

)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦ (wrAU) ◦

(
QPCεCAU

)
since QPCεCAU is epi we deduce that(

pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦

(
wlAU

)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦ (wrAU) .

Since (AAU, xAU) = CoequFun

(
wlAU,w

r
AU
)
, there exists a functorial morphism

Ξ : AAU → QBBQ̂A such that(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) = Ξ ◦ (xAU) .

Let us prove that

Ξ ◦ (mAAU) = Ξ ◦ (AAUλA) .

By the definition of p bQ we have that

p bQ ◦
(
µAbQAU

)
◦ (lAAU) = p bQ ◦

(
Q̂AUAλ

)
◦ (lAAU)

so that

p bQ ◦ (lAU) ◦ (PmAAU)
(150)
= p bQ ◦

(
µAbQAU

)
◦ (lAAU)

p bQcoequ
= p bQ ◦

(
Q̂AUAλ

)
◦ (lAAU)

and hence

(195) p bQ ◦ (lAU) ◦ (PmAAU) = p bQ ◦
(
Q̂AUAλ

)
◦ (lAAU) .

We calculate

Ξ ◦ (mAAU) ◦ (xxAU) ◦
(
QPQPεCAU

)
(102)
= Ξ ◦ (xAU) ◦ (χPAU) ◦

(
QPQPεCAU

)
(191)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦ (χPAU)

◦
(
QPQPεCAU

)
χ
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
χQ̂AU

)
◦ (QPQlAU) ◦ (QPQPuAAU)
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◦
(
QPQPεCAU

)
(193)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦
(
QyQ̂AU

)
◦ (QPQlAU) ◦ (QPQPuAAU)

◦
(
QPQPεCAU

)
y
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBlAU) ◦ (QyPAAU) ◦ (QPQPuAAU)

◦
(
QPQPεCAU

)
(103)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBlAU) ◦ (QyPAAU) ◦ (QPQPxAU)

◦ (QPQPδCAU)

(190)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU)

◦ (QPQPδCAU)

(102)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPmAAU) ◦ (QPxxAU)

◦ (QPQPδCAU)

(195)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QQ̂AUAλ

)
◦ (QlAAU) ◦ (QPxAAU)

◦ (QPQPxAU) ◦ (QPQPδCAU)

(103)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QQ̂AUAλ

)
◦ (QlAAU) ◦ (QPxAAU)

◦ (QPQPuAAU) ◦
(
QPQPεCAU

)
l,x
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPAAUAλ) ◦ (QPAuAAU) ◦ (QPxAU)

◦
(
QPQPεCAU

)
Amonad

=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦

(
QPQPεCAU

)
Amonad

=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPmAAU) ◦ (QPuAAAU) ◦ (QPxAU)

◦
(
QPQPεCAU

)
(195)
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QQ̂AUAλ

)
◦ (QlAAU) ◦ (QPuAAAU)

◦ (QPxAU) ◦
(
QPQPεCAU

)
l
=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPAAUAλ) ◦ (QPuAAAU) ◦ (QPxAU)

◦
(
QPQPεCAU

)
uA=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦ (QPAUAλ) ◦ (QPxAU)

◦
(
QPQPεCAU

)
(191)
= Ξ ◦ (xAU) ◦ (QPAUAλ) ◦ (QPxAU) ◦

(
QPQPεCAU

)
x
= Ξ ◦ (AAUAλ) ◦ (xAAU) ◦ (QPxAU) ◦

(
QPQPεCAU

)
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= Ξ ◦ (AAUAλ) ◦ (xxAU) ◦
(
QPQPεCAU

)
Since (xxAU) ◦

(
QPQPεCAU

)
is epi, we deduce (192) . Note that, in particular, we

have (
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU) ◦ (χPAU) ◦

(
QPQPεCAU

)
(196)

=
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦

(
QPQPεCAU

)
and since the second term is epi, also the first is epi, and hence

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦

(QlAU) ◦ (QPuAAU) is an epimorphism. �

Proposition 8.8. Within the assumptions and notations of Theorem 6.29, there

exists a functorial morphism Ξ : AAU → QBBQ̂A such that(
QBBQ̂A,Ξ

)
= CoequFun (mAAU,AAUAλ) . Moreover for every morphism k such

that
k ◦ (mAAU) = k ◦ (AAUAλ)

if k̂ : QBBQ̂A → Y is the unique morphism such that k̂ ◦ Ξ = k, we have that

(197) k̂ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) = k ◦ (mAAU) ◦ (xAAU) .

Proof. By Lemma 8.7 we already know that

Ξ ◦ (mAAU) = Ξ ◦ (AAUAλ) .

Now we want to prove that(
QBBQ̂A,Ξ

)
= CoequFun(mAAU,AAUAλ).

Let k : AAU → Y be a functorial morphism such that

(198) k ◦ (mAAU) = k ◦ (AAUAλ)

We have to show that there exists a functorial morphism k̂ : QBBQ̂A → Y such that

k̂ ◦ Ξ = k.

First we will show that there exists a functorial morphism k̂ such that k̂ and k fulfil
(197) i.e.

k ◦ (mAAU) ◦ (xAAU) = k̂ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) .

We proceed in several steps. First of all we compute

k ◦ (mAAU) ◦ (xAAU) ◦ (QPxAU) ◦
(
QzlPAU

)
(102)
= k ◦ (xAU) ◦ (χPAU) ◦

(
QzlPAU

)
= k ◦ (xAU) ◦ (χPAU) ◦ (QPχPAU) ◦ (QδDPQPAU)

(98)
= k ◦ (xAU) ◦ (χPAU) ◦ (χPQPAU) ◦ (QδDPQPAU)

(105)
= k ◦ (xAU) ◦ (χPAU) ◦

(
QεDPQPAU

)
(102)
= k ◦ (mAAU) ◦ (xAAU) ◦ (QPxAU) ◦

(
QεDPQPAU

)
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= k ◦ (mAAU) ◦ (xAAU) ◦ (QPxAU) ◦ (QzrPAU) .

Since Q preserves coequalizers by assumption, by Lemma2.9 we have(
QQ̂AU,QlAU

)
= CoequFun

(
(QPxAU ◦QzlPAU), (QPxAU ◦QzrPAU)

)
, so we de-

duce that there exists a unique functorial morphism k1 : QQ̂AU → Y such that

(199) k1 ◦ (QlAU) = k ◦ (mAAU) ◦ (xAAU) .

Then we have

k1 ◦
(
QµAbQAU

)
◦ (QlAAU)

(150)
= k1 ◦ (QlAU) ◦ (QPmAAU)

(199)
= k ◦ (mAAU) ◦ (xAAU) ◦ (QPmAAU)

x
= k ◦ (mAAU) ◦ (AmAAU) ◦ (xAAAU)

mAass
= k ◦ (mAAU) ◦ (mAAAU) ◦ (xAAAU)

(198)
= k ◦ (AAUλA) ◦ (mAAAU) ◦ (xAAAU)

mA= k ◦ (mAAU) ◦ (AAAUAλ) ◦ (xAAAU)
x
= k ◦ (mAAU) ◦ (xAAU) ◦ (QPAAUAλ)

(199)
= k1 ◦ (QlAU) ◦ (QPAAUAλ)

l
= k1 ◦

(
QQ̂AUAλ

)
◦ (QlAAU)

Since QlAAU is epi, we get that k1◦
(
QµAbQAU

)
= k1◦

(
QQ̂AUλA

)
. Since Q preserves

coequalizers,
(
QQ̂A, Qp bQ

)
= CoequFun

(
QµAbQAU,QQ̂AUλA

)
, then there exists a

unique functorial morphism k2 : QQ̂A → Y such that

(200) k1 = k2 ◦
(
Qp bQ

)
.

We have

k2 ◦
(
µBQBUBQ̂A

)
◦
(
QBp bQ

)
◦
(
QyQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU)

y
= k2 ◦

(
µBQBUBQ̂A

)
◦
(
QyBUBQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU) ◦ (QPQPxAU)

(107)
= k2 ◦

(
χBUBQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU) ◦ (QPQPxAU)

χ
= k2 ◦

(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (χPQPAU)

(200)
= k1 ◦ ◦ (QlAU) ◦ (QPxAU) ◦ (χPQPAU)

(199)
= k ◦ (mAAU) ◦ (xAAU) ◦ (QPxAU) ◦ (χPQPAU)

(102)
= k ◦ (xAU) ◦ (χPAU) ◦ (χPQPAU)

(98)
= k ◦ (xAU) ◦ (χPAU) ◦ (QPχPAU)

(102)
= k ◦ (mAAU) ◦ (xAAU) ◦ (QPxAU) ◦ (QPχPAU)

(199)
= k1 ◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU)

(200)
= k2 ◦

(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU)
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(155)
= k2 ◦

(
Qp bQ

)
◦ (QlAU) ◦ (QPbAU) ◦ (QPQPxAU)

(154)
= k2 ◦

(
Qp bQ

)
◦ (QlAU) ◦ (QPmAAU) ◦ (QPxAUA) ◦ (QPQPxUA)

= k2 ◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPmAAU) ◦ (QPxxAU)

(102)
= k2 ◦

(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU)

(149)
= k2 ◦

(
Qp bQ

)
◦ (Qν ′0AU) ◦ (QyPAU) ◦ (QPχPAU)

(109)
= k2 ◦

(
Qp bQ

)
◦ (Qν ′0AU) ◦ (QmBPAU) ◦ (QyyPAU)

(151)
= k2 ◦

(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBν ′0PAU) ◦ (QyyPAU)

= k2 ◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBν ′0PAU) ◦ (QByPAU) ◦ (QyPQPAU)

(149)
= k2 ◦

(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBlPAU) ◦ (QBPxAU) ◦ (QyPQPAU)

y
= k2 ◦

(
Qp bQ

)
◦
(
QBµ bQAU

)
◦
(
QyQ̂AU

)
◦ (QPQlPAU) ◦ (QPQPxAU)

(175)
= k2 ◦

(
QBµ bQA

)
◦
(
QBp bQ

)
◦
(
QyQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU)

defAµQB= k2 ◦
(
QBUλBBQ̂A

)
◦
(
QBp bQ

)
◦
(
QyQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU)

Since
(
QBp bQ

)
◦
(
QyQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU) is epi, we get

k2 ◦
(
µBQBUBQ̂A

)
= k2 ◦

(
QBUλBBQ̂A

)
.

From
(
QBBQ̂A, pQBQ̂A

)
= CoequFun

(
µBQBUBQ̂A, QBUλBBQ̂A

)
we deduce that

there exists a unique functorial morphism k̂ : QBBQ̂A → Y such that

(201) k̂ ◦
(
pQBQ̂A

)
= k2.

Moreover we have

k̂ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) = k2 ◦

(
Qp bQ

)
◦ (QlAU)

(200)
= k1 ◦ (QlAU)

(199)
= k ◦ (mAAU) ◦ (xAAU)

i.e.

(202) k̂ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) = k ◦ (mAAU) ◦ (xAAU) .

Now we compute

k̂ ◦ Ξ ◦ (xAU)
(191)
= k̂ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU)

(202)
= k ◦ (mAAU) ◦ (xAAU) ◦ (QPuAAU)

x
= k ◦ (mAAU) ◦ (AuAAU) ◦ (xAU)

= k ◦ (xAU) .
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Since xAU is epi we get that

k̂ ◦ Ξ = k.

Let now k̂′ : QBBQ̂A → Y be another functorial morphism such that k̂′ ◦ Ξ = k.
Then we have

k̂ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU)

(191)
= k̂ ◦ Ξ ◦ (xAU) = k ◦ (xAU) = k̂′ ◦ Ξ ◦ (xAU)

(191)
= k̂′ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPuAAU)

Since we already observed from (196) that
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU)◦ (QPuAAU)

is an epimorphism, we have k̂′ = k̂. Hence we have proved that
(
QBBQ̂A,Ξ

)
=

CoequFun(mAAU,AAUAλ) and, in view of (202) , we get that (197)holds. �

Theorem 8.9. Within the assumptions and notations of Theorem 6.29, we have a

functorial isomorphism AA ∼= AQBBQ̂A.

Proof. In Proposition 8.8 we have proved the existence of a functorial morphism

Ξ : AUA → QBBQ̂A such that
(
QBBQ̂A,Ξ

)
= CoequFun(mAAU,AAUλA). By Propo-

sition 3.13 and Proposition 3.14 also (AU, AUλA) = CoequFun ((mAAU,AAUλA)) , in
view of uniqueness of a coequalizer up to isomorphisms, there exists a functorial
isomorphism

ρ : AUAQBBQ̂A = QBBQ̂A → AU such that ρ ◦ Ξ = AUλA.

Now since
(AUλA) ◦ (mAAU) = (AUλA) ◦ (AAUλA)

and since ρ ◦ Ξ = AUλA, by Proposition 8.8, we deduce that

(203) ρ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) = (AUλA) ◦ (mAAU) ◦ (xAAU)

Now we want to prove that ρ lifts to a functorial morphism AQBBQ̂A → AA of A-left
module functors. First we observe that (AU, AUλA) is an A-left module functor in

view of Proposition 3.13. Also
(
QBBQ̂A,

AµQBBQ̂A

)
is an A-left module functor

(see proof of Proposition 3.30) where AµQB = AUλAAQB : AQB → QB. To show
that ρ is morphism of A-left module functors we have to prove

(AUλA) ◦ (Aρ) = ρ ◦ (AµQBBQ̂A).

We have

ρ ◦
(
AµQBBQ̂A

)
◦
(
ApQBQ̂A

)
◦
(
xQBUBQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU) ◦ (QPQPxAU)

(174)
= ρ ◦

(
pQBQ̂A

)
◦
(
AµQBUBQ̂A

)
◦
(
xQBUBQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU)

◦ (QPQPxAU)

(101)
= ρ ◦

(
pQBQ̂A

)
◦
(
χBUBQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU) ◦ (QPQPxAU)
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χ
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
χQ̂AU

)
◦ (QPQlAU) ◦ (QPQPxAU)

(193)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦
(
QyQ̂AU

)
◦ (QPQlAU)

◦ (QPQPxAU)

y
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBlAU) ◦ (QBPxAU) ◦ (QyPQPAU)

(149)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QBµ bQAU

)
◦ (QBν ′0AU) ◦ (QByPAU)

◦ (QyPQPAU)

(151)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (Qν ′0AU) ◦ (QmBPAU) ◦ (QByPAU)

◦ (QyPQPAU)

= ρ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (Qν ′0AU) ◦ (QmBPAU) ◦ (QyyPAU)

(109)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (Qν ′0AU) ◦ (QyPAU) ◦ (QPχPAU)

(149)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPxAU) ◦ (QPχPAU)

(102)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPmAAU) ◦ (QPxxAU)

= ρ ◦
(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPmAAU) ◦ (QPxAAU) ◦ (QPQPxAU)

(150)
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QµAbQAU

)
◦ (QlAAU) ◦ (QPxAAU) ◦ (QPQPxAU)

defp bQ
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦
(
QQ̂AUλA

)
◦ (QlAAU) ◦ (QPxAAU) ◦ (QPQPxAU)

l
= ρ ◦

(
pQBQ̂A

)
◦
(
Qp bQ

)
◦ (QlAU) ◦ (QPAAUλA) ◦ (QPxAAU) ◦ (QPQPxAU)

(203)
= (AUλA) ◦ (mAAU) ◦ (xAAU) ◦ (QPAAUλA) ◦ (QPxAAU) ◦ (QPQPxAU)
x
= (AUλA) ◦ (mAAU) ◦ (AAAUλA) ◦ (xAAAU) ◦ (QPxAAU) ◦ (QPQPxAU)
mA= (AUλA) ◦ (AAUλA) ◦ (mAAAU) ◦ (xAAAU) ◦ (QPxAAU) ◦ (QPQPxAU)

AUλA ass
= (AUλA) ◦ (mAAU) ◦ (mAAAU) ◦ (xAAAU) ◦ (QPxAAU)

mA ass
= (AUλA) ◦ (mAAU) ◦ (AmAAU) ◦ (xAAAU) ◦ (QPxAAU)

AUλA ass
= (AUλA) ◦ (AAUλA) ◦ (AmAAU) ◦ (xAAAU) ◦ (QPxAAU)

= (AUλA) ◦ (AAUλA) ◦ (AmAAU) ◦ (AxAAU) ◦ (xQPAAU)

(203)
= (AUλA) ◦ (Aρ) ◦

(
ApQBQ̂A

)
◦
(
AQp bQ

)
◦ (AQlAU) ◦ (xQPAAU)

x
= (AUλA) ◦ (Aρ) ◦

(
ApQBQ̂A

)
◦
(
xQQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU)
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Since
(
ApQBQ̂A

)
◦
(
xQBUBQ̂A

)
◦
(
QPQp bQ

)
◦ (QPQlAU) is an epimorphism, we

get that ρ ◦ (AµQBBQ̂A) = (AUλA) ◦ (Aρ). Therefore ρ is a morphism of A-left
module functors and hence, in view of Proposition 3.25, it gives rise to a functorial

isomorphism AQBBQ̂A
∼= AA. �

8.2. Equivalence for comodule categories coming from pretorsor. The re-
sults obtained in this subsection can be found in [BM].

Given categories A and B, under the assumptions of Theorem 6.5, one can prove
that there exist a comonad C on A and a comonad D on B such that their categories
of comodules are equivalent. We outline that the assumptions quoted above are
satisfied in the particular case of a regular herd.

Using the functors Q and Q, we construct the functors CQD : DB → CA and
DQ

C
: CA → DB which will be used to set the equivalence between these comodule

categories.

Proposition 8.10. In the setting of Theorem 6.5 there exists a functor C
(
QD
)

:
DB → CA such that CUC

(
QD
)

= QD where
(
QD, ιQ

)
= EquFun

(
ρDQ

DU,QDUγD
)
.

Moreover we have

(204)
(
CρQ

DU
)
◦ ιQ =

(
CιQ

)
◦ CρQD

where CρQD = CUγCC
(
QD
)

: QD → CQD.

Proof. In view of Theorem 6.5, we can apply Proposition 4.29. �

8.11. In light of Proposition 8.10, a functor Q : B → A introduced in Theorem 6.5
induces a functor C

(
QD
)

: DB → CA for the comonads C and D. Our next task is to

prove that the D-C-bicomodule functor Q, constructed in Proposition 7.1, induces

a functor D
(
Q
C
)

: CA → DB which yields the inverse of C
(
QD
)
.

Proposition 8.12. Within the assumptions and notations of Theorem 6.5, there

exists a functor DQ
C

: CA → DB such that DUDQ
C

= Q
C

where
(
Q
C
, ιQ
)

=

EquFun

(
ρC
Q

CU,QCUγ
C
)
. Moreover we have

(205)
(
DιQ

)
◦ Dρ

Q
C =

(
DρQ

CU
)
◦ ιQ

where Dρ
Q
C = DUγ

DDQ
C

: Q
C → DQ

C
so that

(
Q
C
,Dρ

Q
C

)
is a left D-comodule

functor.

Proof. In view of Proposition 7.1, we can apply Proposition 4.29 where Q is Q and
we exchange the role of A and B, C and D. �

Within the assumptions and notations of Theorem 6.5, one can construct functor-

ial isomorphism DQ
CCQD ∼= DB and CQDDQ

C ∼= CA. Such a result can be obtained
by dualizing all the ingredients proved in details for the equivalence between module
categories.
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Theorem 8.13. Let A and B be categories with equalizers and let τ : Q→ QPQ be
a regular pretorsor for Ξ =

(
A,B, P,Q, σA, σB, uA, uB

)
. Assume that the underlying

functors P,Q,A and B preserve equalizers. Then we have functorial isomorphisms
DB ∼= DQ

CC
QD and CA ∼= CQDDQ

C
.

9. EXAMPLES

Lemma 9.1. Let TΣR be a bimodule. Let L = − ⊗T Σ : Mod-T → Mod-R and
let H = HomR (Σ,−) . Assume that TΣ is faithfully flat. Then the unit η of the
adjunction (L,H) is a regular mono.

Proof. It is well known (see e.g. [BM, Lemma 2.3]) that the diagram

L
Lη−→ LHL

LηHL

⇒
LHLη

LHLHL

is a contractible (split) equalizer with respect to the functorial morphisms (εL, εLHL).
Since TΣ is faithfully flat we get that the diagram

IdMod-R
η−→ HL

ηHL

⇒
HLη

HLHL

is exact. �

Corollary 9.2. Let α : T → A be a ring homomorphism and assume that TA is
faithfully flat. Let γ : A→ A⊗T A be the map defined by setting

γ (a) = 1A ⊗T a− a⊗T 1A.

Then (T, α) = Ker (γ) .

Corollary 9.3. Let α : A→ T be a ring homomorphism such that TA is faithfully
flat. Then the unit of the adjunction (−⊗A T,HomT (T,−)) is a regular monomor-
phism.

Proof. Let η : Mod-T → HomT (T,−) ⊗A T be the unit of the adjunction. Then,
for every M ∈Mod-T we have

ηM : M →M ⊗A T
x 7→ x⊗A 1T .

We have

ηM (x) = x⊗A 1T = (M ⊗A α) (x⊗A 1A) = (M ⊗A α) ◦
(
rAM
)−1

(x) .

Then, for every M ∈Mod-T, we have

Ker (M ⊗A γ) = (M ⊗A A,M ⊗A α) ∼=
(
M, (M ⊗A α) ◦

(
rAM
)−1
)

= (M, ηM) .

Hence, (M, ηM) = Ker (M ⊗A γ) , i.e. η is a regular monomorphism. �

We try here to apply the previous theory to a particular setting in which, first of
all, we compute all the ingredients we need to understand the form of the herd.

9.4. Let us consider
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• R = associative unital algebra
• A = R-ring
• C = R-coring
• ψ : C ⊗R A→ A⊗R C a right entwining

• C̃ = A⊗R C the induced A-coring

• (ΣA, ρ
eC
Σ) = right C̃-comodule = right entwined module.

• T = End
eC (Σ) .

Note that if T ⊆ A is a right C-Galois extension i.e.
(
AR, ρ

C
A

)
is a right C-

comodule and the canonical Galois map

canC : A⊗T A→ A⊗R C
t⊗T t′ 7→ tρCA (t′) = tt′0 ⊗R t′1

is an isomorphism, then we can consider the right entwining

ψ : C ⊗R A→ A⊗R C
c⊗R t 7→ canC

(
can−1

C (1A ⊗R c) t
)

and hence the A-coring A⊗R C, which turns out to be a right Galois coring i.e. A

is a right comodule over the A-coring A⊗R C via ρ
eC
A defined by

A ∼= A⊗A A
A⊗AρCA−→ A⊗A A⊗R C ∼= A⊗R C,
t 7→ 1A ⊗A t0 ⊗R t1.

The coinvariants of A with respect to this coaction is still T and the canonical Galois
map is

canA⊗RC : A⊗T A→ A⊗A A⊗R C
t⊗T t′ 7→ tρA⊗RCA (t′) = t⊗A t′0 ⊗R t′1 = 1⊗A tt′0 ⊗R t′1 = 1⊗A canC (t⊗T t′)

so that canA⊗RC is still an isomorphism. Therefore we can consider this case as a
particular case of the previous one, where

(ΣA, ρ
eC
Σ) =

(
AA, ρ

eC
A

)
.

Let A be a right Galois extension of B over the Hopf algebra H. In this
case we have

A = Mod-R,

B = Mod-B where B = Aco(H)

A = −⊗R A : A = Mod-R −→ A = Mod-R

B = −⊗B A : B = Mod-B −→ B = Mod-B

Q = −⊗B A : B = Mod-B → A = Mod-R

P = −⊗R AB : A = Mod-R→ B = Mod-B

QP = −⊗R A⊗B A
mA→ −⊗R A

PQ = −⊗B A⊗R A
mA→ −⊗B A

C = −⊗R H : A = Mod-R −→ A = Mod-R
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l =
eCρL : L = −⊗B A −→ C̃L = −⊗B Σ⊗A A⊗R H ∼= −⊗B A⊗R C

A second particular case of this situation we have the one where R = k
is a commutative ring, C = H is a Hopf algebra over k and A is a right
Galois extension of T = Aco(H).

Now let us set

A = Mod-R,

B = Mod-T where T = End
eC (Σ)

A = −⊗R A : A = Mod-R −→ A = Mod-R

C = −⊗R C : A = Mod-R −→ A = Mod-R

B = −⊗T B : B = Mod-T −→ B = Mod-T where B = HomA (ΣA,ΣA)

Ψ = −⊗R ψ : AC =−⊗RC ⊗R A −→ CA =−⊗RA⊗R C
L = −⊗T Σ : Mod-T −→Mod-A ∼= AA
W = HomA (Σ,−) : Mod-A −→Mod-T

C̃ = −⊗A A⊗R C : Mod-A −→Mod-A

l =
eCρL : L = −⊗T Σ −→ C̃L = −⊗T Σ⊗A A⊗R C ∼= −⊗T Σ⊗R C

When ΣA is f.g.p., we set

A (Σ∗)B = HomA (BΣ,AA)

and we consider the following formal dual structure M = (A,B, P,Q, σA, σB) on the
categories A and B .

• A = (−⊗R A,−⊗R mA,−⊗R uA) is a monad on A = Mod-R
• B = (−⊗T B,−⊗T mB,−⊗T uB) is a monad on B = Mod-T where T =

End
eC (Σ)

• P = −⊗R Σ∗T : Mod-R→Mod-T
• Q = AU ◦ L = −⊗T ΣR : Mod− T →Mod−R−⊗TΣ : Mod-T →Mod-R
• σA : QP → A is defined by

σA : QP = −⊗R Σ∗ ⊗T Σ→ −⊗R A
−⊗R f ⊗T x 7→ − ⊗R f (x)

• σB : PQ→ B is defined by

σB : PQ = −⊗T ΣR ⊗R Σ∗T → B = −⊗T B ∼= −⊗T ΣR ⊗A Σ∗T

−⊗T y ⊗R γ 7→ − ⊗T y · γ () ' −⊗T yγ (xi)⊗A x∗i
= −⊗T y ⊗A γ (xi)x

∗
i = −⊗T y ⊗A γ

•
(
P : A → B, BµP : BP → P, µAP : PA→ P

)
is a bimodule functor

•
(
Q : B → A, AµQ : AQ→ Q, µBQ : QB → Q

)
is a bimodule functor

• σA : QP → A is A-bilinear
• σB : PQ→ B is B-bilinear

σA ◦
(
AµQP

)
= mA ◦

(
AσA

)
and σA ◦

(
QµAP

)
= mA ◦

(
σAA

)
σB ◦

(
BµPQ

)
= mB ◦

(
BσB

)
and σB ◦

(
PµBQ

)
= mB ◦

(
σBB

)
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and the associative conditions hold
AµQ ◦

(
σAQ

)
= µBQ ◦

(
QσB

)
and BµP ◦

(
σBP

)
= µAP ◦

(
PσA

)
.

In fact, we compute[
σA ◦

(
AµQP

)]
(−⊗R f ⊗T x⊗R a) = σA (−⊗R f ⊗T xa)

= −⊗R f (xa) = −⊗R f (x) a

and[
mA ◦

(
AσA

)]
(−⊗R f ⊗T x⊗R a) = mA (−⊗R f (x)⊗R a) = −⊗R f (x) a

so that
σA ◦

(
AµQP

)
= mA ◦

(
AσA

)
.

We compute[
σA ◦

(
QµAP

)]
(−⊗R a⊗R f ⊗T x) = σA (−⊗R af ⊗T x) = −⊗R af (x)

and[
mA ◦

(
σAA

)]
(−⊗R a⊗R f ⊗T x) = mA (−⊗R a⊗R f (x)) = −⊗R af (x)

so that we get
σA ◦

(
QµAP

)
= mA ◦

(
σAA

)
.

We compute[
σB ◦

(
BµPQ

)]
(−⊗T x⊗R f ⊗T b) = σB (−⊗T x⊗R fb)

= σB (−⊗T x⊗R f (b ())) = −⊗T x · f (b ())[
mB ◦

(
BσB

)]
(−⊗T x⊗R f ⊗T b) = mB (−⊗T x · f ()⊗T b) = −⊗T [(x · f ()) ◦ b]

Let us compute, for every y ∈ Σ we have

[−⊗T x · f (b ())] (y) = −⊗T xf (b (y)) =

−⊗T [(x · f ()) ◦ b] (y) = −⊗T (x · f ()) (b (y)) = −⊗T xf (b (y))

so that we obtain

σB ◦
(
BµPQ

)
= mB ◦

(
BσB

)
.

Now we compute[
σB ◦

(
PµBQ

)]
(−⊗T b⊗T x⊗R f) = σB (−⊗T b (x)⊗R f) = −⊗T b (x) · f ()

and[
mB ◦

(
σBB

)]
(−⊗T b⊗T x⊗R f) = mB (−⊗T b⊗T x · f ()) = −⊗T [b ◦ (x · f ())]

so that, for every y ∈ Σ we have

[−⊗T b (x) · f ()] (y) = −⊗T b (x) f (y)

and

(−⊗T [b ◦ (x · f ())]) (y) = −⊗T b (x · f () (y)) = −⊗T b (xf (y)) = −⊗T b (x) f (y)

so that we get
σB ◦

(
PµBQ

)
= mB ◦

(
σBB

)
.



176

Now we have[
AµQ ◦

(
σAQ

)]
(−⊗T x⊗R f ⊗T y) = AµQ (−⊗T x⊗R f (y)) = −⊗T xf (y)

and [
µBQ ◦

(
QσB

)]
(−⊗T x⊗R f ⊗T y) = µBQ (−⊗T x · f ()⊗T y)

= −⊗T x · f () (y) = −⊗T xf (y)

so that
AµQ ◦

(
σAQ

)
= µBQ ◦

(
QσB

)
.

Finally we compute[
BµP ◦

(
σBP

)]
(−⊗R f ⊗T x⊗R g) = BµP (−⊗R f ⊗T x · g ()) = −⊗R f (x · g ())

and[
µAP ◦

(
PσA

)]
(−⊗R f ⊗T x⊗R g) = µAP (−⊗R f (x)⊗R g) = −⊗R f (x) g ()

so that, for every y ∈ Σ we have

[−⊗R f (x · g ())] (y) = −⊗R f (xg (y)) = −⊗R f (x) g (y)

and

[−⊗R f (x) g ()] (y) = −⊗R f (x) g (y)

so that we get
BµP ◦

(
σBP

)
= µAP ◦

(
PσA

)
.

Note that, in the case RA is faithfully flat,by Corollary 9.2,

(A, uA) = (Mod-R,−⊗R uA) = Ker (−⊗R γ)
= EquFun (−⊗R uA ⊗R A,−⊗R uA ⊗R A) .

Analogously if TB is faithfully flat we have
(B, uB) = (Mod-T,−⊗T uB) = EquFun (−⊗T uB ⊗T B,−⊗T uB ⊗T B).

Thus, in the following we will assume that both RA and TB are faithfully
flat so that we have a regular formal dual structure.

The counit ε of the adjunction (L,W ) is given by

εM : HomA (Σ,M)⊗T Σ −→M

f ⊗T x 7→ f (x)

for each M ∈Mod-A. Therefore we get that

can =
(
C̃ε
)
◦
( eCρLW) : LW = HomA (Σ,−)⊗T Σ −→ C̃ = −⊗A A⊗R CR

is defined by

canM : HomA (Σ,M)⊗T Σ −→M ⊗A A⊗R C
γ ⊗T x 7→ γ (x0)⊗R x1

for each M ∈Mod-A. Hence we deduce that
(
L,

eCρL
)

is a left C̃-Galois functor

if and only if (ΣA, ρ
eC
Σ) is a right Galois comodule.
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By Lemma 3.29, we have AQ = L = − ⊗TΣ : Mod-T → Mod-A. We have that
PA is a right adjoint of AQ, so that, by the uniqueness of the adjoint, we have

PA = W = −⊗A Σ∗T : Mod-A→Mod-T.

Note that, by Corollary 6.22,, Aσ
A
A: AQPA → AA = Mod-A is the counit ε of the

adjunction (AQ,PA) = (L,W ) , i.e.

Aσ
A
AM = εM : AQPAM = M ⊗A Σ∗ ⊗T ΣA →M

m⊗A f ⊗T x 7→ mf (x) .

Now, we can consider

AcanA =
(
C̃Aσ

A
A

)
◦
( eCρLW) : LW → C̃.

For every M ∈Mod-A, we have

AcanAM =
(
C̃Aσ

A
A

)
◦
( eCρLWM

)
: M ⊗A Σ∗ ⊗T ΣA →M ⊗R C

m⊗A f ⊗T x 7→ mf (x0)⊗R x1.

Therefore we deduce that AcanA = can. Recall now that, by Lemma 6.17 AcanA is
an isomorphism if and only if

can1 :=
(
CσA

)
◦
(
CρQP

)
: QP → CA

is an isomorphism. For every M ∈Mod-R, we have

can1M : QPM = M ⊗R Σ∗T ⊗T ΣR −→ CAM = M ⊗R A⊗R C
m⊗R f ⊗T x 7→

(
CσAM

)
(m⊗R f ⊗T x0 ⊗R x1) = m⊗R f (x0)⊗R x1.

Assume now that (ΣA, ρ
eC
Σ) is a right Galois comodule. Thus we deduce that(

L,
eCρL
)

is a left Galois functor and thus can1 :=
(
CσA

)
◦
(
CρQP

)
: QP → CA

is an isomorphism. Therefore, we can consider the composite

τ :=
(
(can1)

−1Q
)
◦ (CuAQ) ◦ CρQ : Q→ QPQ

and we can apply Theorem 6.24, that implies that the functorial morphism τ is a
regular herd. It is defined by

τ : M ⊗T ΣR −→M ⊗T ΣR ⊗R Σ∗T ⊗T ΣR

m⊗T x 7→ m⊗T x0 ⊗R x1
1 ⊗T x2

1

where

m⊗T x0 ⊗R x1
1

((
x2

1

)
0

)
⊗T
(
x2

1

)
1

= (can1QM)
(
m⊗T x0 ⊗R x1

1 ⊗T x2
1

)
=
[
(can1QM) ◦

(
(can1)

−1QM
)
◦ (CuAQM) ◦

(
CρQM

)]
(m⊗T x)

=
[
(CuAQM) ◦

(
CρQM

)]
(m⊗T x)

= m⊗T x0 ⊗R 1A ⊗R x1.

For every c ∈ C, we denote by

−⊗R c1 ⊗T c2 = (can1)
−1 (−⊗R 1A ⊗R c)
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so that

−⊗R 1A ⊗R c =
(
can1 ◦ (can1)

−1) (−⊗R 1A ⊗R c) = can1

(
−⊗R c1 ⊗T c2

)
= −⊗R c1

((
c2
)
0

)
⊗R
(
c2
)
1

i.e.
−⊗R c1

((
c2
)
0

)
⊗R
(
c2
)
1

= −⊗R 1A ⊗R c.
Now, starting from a pretorsor, we want to compute the two comonads associated.
First of all we compute the comonad E =

(
E,∆E, εE

)
corresponding to the comonad

C defined in Proposition 6.1. We have

(E, i) = EquFun

(
ωl, ωr

)
where ωl =

(
QPσA

)
◦ (τP ) and ωr = QPuA : QP → QPA, i.e.

ωl : QP = −⊗R Σ∗T ⊗T ΣR → QPA = −⊗R A⊗R Σ∗T ⊗T ΣR

−⊗R f ⊗T x 7→ − ⊗R f ⊗T x0 ⊗R x1
1 ⊗T x2

1 7→ − ⊗R f (x0)⊗R x1
1 ⊗T x2

1

and

ωr : QP = −⊗R Σ∗T ⊗T ΣR → QPA = −⊗R A⊗R Σ∗T ⊗T ΣR

−⊗R f ⊗T x 7→ − ⊗R 1A ⊗R f ⊗T x.
We compute

(can1A) ◦ ωl = (can1A) ◦
(
QPσA

)
◦ (τP ) =

(
CAσA

)
◦ (can1QP ) ◦ (τP )

=
(
CAσA

)
◦ (can1QP ) ◦

(
(can1)

−1QP
)
◦ (CuAQP ) ◦

(
CρQP

)
=

(
CAσA

)
◦ (CuAQP ) ◦

(
CρQP

)
= (CuAA) ◦

(
CσA

)
◦
(
CρQP

)
= (CuAA) ◦ can1

so that we get
(can1A) ◦ ωl = (CuAA) ◦ can1

Moreover
(can1A) ◦ ωr = (can1A) ◦ (QPuA) = (CAuA) ◦ can1

i.e.
(can1A) ◦ ωr = (CAuA) ◦ can1.

Assume that the functor C : A = Mod-R −→ A = Mod-R preserves equalizers.
Then we know that

(C, (CuA)) = EquFun ((CuAA) , (CAuA))

and thus we have(
C, can−1

1 ◦ (CuA)
)

= EquFun ((CuAA) ◦ can1, (CAuA) ◦ can1)

so that we get(
C, can−1

1 ◦ (CuA)
)

= EquFun

(
(can1A) ◦ ωl, (can1A) ◦ ωr

)
i.e. (

C, can−1
1 ◦ (CuA)

)
= EquFun

(
ωl, ωr

)
.
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Note that, in view of our assumptions, (B, uB) = EquFun (uBB,BuB) and hence we
can apply Proposition 6.2. Now, we compute the comonad D =

(
D,∆D, εD

)
defined

in Proposition 6.2. We have

(D, j) = EquFun

(
θl, θr

)
where θl =

(
σBPQ

)
◦ (Pτ) and θr = uBPQ : PQ→ BPQ = WLPQ, i.e.

θl : PQ = −⊗T ΣR ⊗R Σ∗T → BPQ = −⊗T ΣR ⊗R Σ∗T ⊗T B
−⊗T x⊗R f 7→ − ⊗T x0 ⊗R x1

1 ⊗T x2
1 ⊗R f 7→ − ⊗T x0 ⊗R x1

1 ⊗T x2
1 · f

θl : PQ = −⊗T ΣR ⊗R Σ∗T → WLPQ = −⊗T ΣR ⊗R Σ∗T ⊗T Σ⊗A Σ∗

−⊗T x⊗R f 7→ − ⊗T x0 ⊗R x1
1 ⊗T x2

1 ⊗R f 7→ − ⊗T x0 ⊗R x1
1 ⊗T x2

1f (xi)⊗A x∗i
= −⊗T x0 ⊗R x1

1 ⊗T x2
1 ⊗A f (xi)x

∗
i = −⊗T x0 ⊗R x1

1 ⊗T x2
1 ⊗A f

θr : PQ = −⊗T ΣR ⊗R Σ∗T → BPQ = −⊗T ΣR ⊗R Σ∗T ⊗T B
−⊗T x⊗R f 7→ − ⊗T x⊗R f ⊗T 1B.

θr : PQ = −⊗T ΣR ⊗R Σ∗T → BPQ = WLPQ = −⊗T ΣR ⊗R Σ∗T ⊗T Σ⊗A Σ∗

−⊗T x⊗R f 7→ − ⊗T x⊗R f ⊗T 1B (xi)⊗A x∗i = −⊗T x⊗R f ⊗T xi ⊗A x∗i .
Note that PA = W = −⊗AΣ∗ and by (15) we have PAAF = WAF = −⊗RA⊗AΣ∗ =
−⊗R Σ∗ = P. Let us consider

AcanAAF =
(
C̃Aσ

A
AAF

)
◦
( eCρLWAF

)
=
(
C̃Aσ

A
AAF

)
◦
( eCρLPAAF

)
(15)
=
(
C̃Aσ

A
AAF

)
◦
( eCρLP)

where

AcanAAF : LWAF = LP −→ C̃AF

is thus defined by setting

AcanAAF : −⊗R A⊗A Σ∗ ⊗T Σ −→ −⊗R A⊗A A⊗R C ∼= −⊗R A⊗R C
−⊗R a⊗A f ⊗T x 7→ − ⊗R a⊗A f (x0)⊗R x1 ' −⊗R af (x0)⊗R x1

or simply

AcanAAF : −⊗R A⊗A Σ∗ ⊗T Σ −→ −⊗R A⊗A A⊗R C ∼= −⊗R A⊗R C
−⊗R 1A ⊗A f ⊗T x 7→ − ⊗R f (x0)⊗R x1.

We have
WAcanAAFQ : WLWAFQ = WLPQ→ WC̃AFQ

i.e.

WAcanAAFQ : −⊗T ΣR ⊗R A⊗A Σ∗T ⊗T Σ⊗A Σ∗→−⊗TΣR ⊗R A⊗A A⊗R C ⊗A Σ∗

−⊗T x⊗R a⊗A f ⊗T y ⊗A g 7→ − ⊗T x⊗R a⊗A f (y0)⊗R y1 ⊗A g

WAcanAAFQ : −⊗T ΣR ⊗R A⊗A Σ∗T ⊗T Σ⊗A Σ∗→−⊗TΣR ⊗R A⊗A A⊗R C ⊗A Σ∗
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−⊗T x⊗R 1A ⊗A f ⊗T y ⊗A g 7→ − ⊗T x⊗R 1A ⊗A f (y0)⊗R y1 ⊗A g

WAcanAAFQ : −⊗T ΣR ⊗R Σ∗T ⊗T Σ⊗A Σ∗→−⊗TΣR ⊗R A⊗R C ⊗A Σ∗

−⊗T x⊗R f ⊗T y ⊗A g 7→ − ⊗T x⊗R f (y0)⊗R y1 ⊗A g.

If we apply WAcanAAFQ both to θl and θr we get the following[
(WAcanAAFQ) ◦ θl

]
(−⊗T x⊗R f)

= (WAcanAAFQ)
(
−⊗T x0 ⊗R x1

1 ⊗T x2
1 ⊗A f

)
= −⊗T x0 ⊗R x1

1

((
x2

1

)
0

)
⊗R
(
x2

1

)
1
⊗A f

= −⊗T x0 ⊗R 1A ⊗R x1 ⊗A f
and

[(WAcanAAFQ) ◦ θr] (−⊗T x⊗R f)

= (WAcanAAFQ) (−⊗T x⊗R f ⊗T xi ⊗A x∗i )
= −⊗T x⊗R f ((xi)0)⊗R (xi)1 ⊗A x

∗
i .

Since AcanA is an isomorphism, we get that

(D, j) = EquFun

(
(WAcanAAFQ) ◦ θl, (WAcanAAFQ) ◦ θr

)
Hence D ⊆ PQ = − ⊗T Σ ⊗R Σ∗. At this point we stop because it is not so clear
what is the comonad D.

We try to compute the functor Q which does not require the comonad D, but we
cannot do it as well. In fact, we have the following:

We calculate the equalizer

Q
q→PC

(θlP)◦(P can−1
1 )◦(PCuA)

⇒
(θrP )◦(P can−1

1 )◦(PCuA)

BPQP

(
Q, q

)
= EquFun

((
θlP
)
◦ (Pi) , (θrP ) ◦ (Pi)

)
= EquFun

((
θlP
)
◦
(
P can−1

1

)
◦ (PCuA) , (θrP ) ◦

(
P can−1

1

)
◦ (PCuA)

)
.

We have(
θlP
)
◦
(
P can−1

1

)
◦ (PCuA) : −⊗R C ⊗R Σ∗T −→ −⊗R Σ∗T ⊗T ΣR ⊗R Σ∗T ⊗T B

−⊗R c⊗R f 7→ − ⊗R 1A ⊗R c⊗R f 7→ − ⊗R c1 ⊗T c2 ⊗R f

7→ − ⊗R c1 ⊗T
(
c2
)
0
⊗R
(
c2
)1
1
⊗T
(
c2
)2
1
· f

= −⊗R c1 ⊗T
(
c2
)
0
⊗R β1 ⊗T β2 · f

where

c1
(
c20
)
⊗R c21 = 1A ⊗R c

so that

1Aε
C (c) = c1

(
c20ε

C
(
c21
))

= c1
(
c2
)
.

Moreover we have

β1
(
β2

0

)
⊗R β2

1 = 1A ⊗R c21.
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On the other side,

(θrP ) ◦
(
P can−1

1

)
◦ (PCuA) : −⊗R C ⊗R Σ∗T −→ −⊗R Σ∗T ⊗T ΣR ⊗R Σ∗T ⊗T B

−⊗R c⊗R f 7→ − ⊗R 1A ⊗R c⊗R f 7→ − ⊗R c1 ⊗T c2 ⊗R f
7→ − ⊗R c1 ⊗T c2 ⊗R f ⊗T 1B.

Maybe
Q =−⊗RX

where
X = Ker (ϕ)

ϕ : C ⊗R Σ∗T → ΣR ⊗R Σ∗T ⊗T B
c⊗R f 7→ c1 ⊗T

(
c2
)
0
⊗R β1 ⊗T β2 · f = c1 ⊗T c2 ⊗R f ⊗T 1B

In case all the computations above make sense, we could write a coherd associated
to the pretorsor. By Theorem 7.5, the coherd is defined by

χ : = µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦
(
QP

[
can−1

1 ◦ (CuA)
]
Q
)
◦ (QqQ)

= µBQ ◦
(
AµQB

)
◦
(
AQσB

)
◦
(
σAQPQ

)
◦
(
QP can−1

1 Q
)
◦ (QPCuAQ) ◦ (QqQ)

i.e.

χ : QQQ ⊆ QPCQ = −⊗T ΣR ⊗R C ⊗R Σ∗T ⊗T ΣR → Q = −⊗T ΣR

−⊗T x⊗R c⊗R f ⊗T y 7→ − ⊗T x⊗R 1A ⊗R c⊗R f ⊗T y
7→ − ⊗T x⊗R c1 ⊗T c2 ⊗R f ⊗T y 7→ − ⊗T x⊗R c1 ⊗T c2 ⊗R f (y)

7→ − ⊗T x · c1 ⊗T c2 ⊗R f (y) 7→ − ⊗T x · c1 ⊗T c2f (y)

7→ − ⊗T
(
x · c1

) (
c2f (y)

)
= −⊗T xc1

(
c2f (y)

)
= −⊗T xc1

(
c2
)
f (y)

= −⊗T x
(
1Aε

C (c)
)
f (y)

where for every x ∈ ΣA and h ∈ Σ∗

x · h ∈ B = HomA (ΣA,ΣA) is defined by setting

(x · h) (t) = xh (t) for every t ∈ Σ.

In particular, we have

x · c1 : ΣA → ΣA

t 7→ xc1 (t) .

9.1. H-Galois extension. In order to understand better the situation of the previ-
ous example, we decide to consider a very particular case, the Schauenburg setting.

Let H be a Hopf algebra and let A/k be a right H-Galois extension. Let us recall
some useful equalities related to the translation map

γ := can−1 (1A ⊗−) : H → A⊗ A : h→ can−1 (1A ⊗ h) =: h1 ⊗ h2.

For every h, l ∈ H, a ∈ A, we have

h1
(
h2
)
0
⊗
(
h2
)
1

= 1A ⊗ h(206)

h1 ⊗
(
h2
)
0
⊗
(
h2
)
1

= (h1)
1 ⊗ (h1)

2 ⊗ h2(207)
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h1
)
0
⊗ h2 ⊗

(
h1
)
1

= (h2)
1 ⊗ (h2)

2 ⊗ S (h1)(208)

h1h2 = εH (h) 1A(209)

(hl)1 ⊗ (hl)2 = l1h1 ⊗ h2l2(210)

a0 (a1)
1 ⊗ (a1)

2 = 1A ⊗ a.(211)

9.5. The Schauenburg situation is the particular case when T = Aco(H) = k. Hence
we have

A = Mod-k,

B = Mod-k where T = End
eC (Σ) = Aco(H) = k.

A = −⊗k A : A = Mod-k −→ A = Mod-k

C = −⊗k H : A = Mod-k −→ A = Mod-k

B = −⊗k A = A : B = Mod-k −→ B = Mod-k where A = HomA (AA, AA)

Ψ = −⊗k ψ : AC =−⊗kH ⊗k A −→ CA =−⊗kA⊗k H
ψ : H ⊗k A→ A⊗k H, h⊗k a 7→ canC

(
can−1

C (1A ⊗k h) a
)

L = −⊗k A : Mod-k −→Mod-A ∼= AA
W = HomA (A,−) : Mod-A −→Mod-k

C̃ = −⊗A A⊗k H ∼= ⊗kH : Mod-A −→Mod-A

l =
eCρL : L = −⊗k A −→ C̃L = −⊗k A⊗A A⊗k H ∼= −⊗k A⊗k H

Let us assume that

k = commutative ring

H = Hopf algebra

A/k = faithfully flat H-Galois extension with ρHA : A→ A⊗H
Aco(H) = k1A

can : A⊗ A→ A⊗H defined by setting can (a⊗ b) = ab0 ⊗ b1
γ : H → A⊗ A defined by setting γ (h) := can−1 (1A ⊗ h) = h1 ⊗ h2

Then,

τ : A→ A⊗ A⊗ A
a 7→ a0 ⊗ γ (a1) = a0 ⊗ a1

1 ⊗ a2
1

is a pretorsor. We want to construct the comonads C and D as in Theorem 6.5

where A = B = Mod-k and P = Q = − ⊗ A. First, let us consider ωl = − ⊗k ω̂l
and ωr = −⊗k ω̂r : −⊗ A⊗ A→ −⊗ A⊗ A⊗ A where

ω̂l =
(
σA ⊗ A⊗ A

)
◦ (A⊗ τ) : A⊗ A→ A⊗ A⊗ A

ω̂l (a⊗ b) = ab0 ⊗ b11 ⊗ b21
ω̂r = (uA ⊗ A⊗ A) : A⊗ A→ A⊗ A⊗ A

ω̂r (a⊗ b) = 1A ⊗ a⊗ b.
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Let ω = ωl−ωr and ω̂ = ω̂l− ω̂r. First of all we want to prove that for any k-module
X we have

Ker (ωX) = Ker (X ⊗ ω̂) = X ⊗Ker (ω̂) .

Since A is faithfully flat over k we equivalently prove that

Ker (X ⊗ ω̂ ⊗ A) = X ⊗Ker (ω̂)⊗ A.
Note that

A⊗Ker (ω̂) // A⊗ A⊗ A
A⊗ bωl //

A⊗cωr
// A⊗ A⊗ A⊗ A

with respect to the map mA ⊗ A⊗ A is a contractible equalizer so that also

Ker (ω̂) // A⊗ A
bωl //
cωr

// A⊗ A⊗ A

is a contractible equalizer (see the dual case of [BW, Proposition 3.4 (c)]). Hence,
by Proposition 2.20, it is preserved by any functor. Since

(C, i) = EquFun

(
ωl = −⊗ ω̂l, ωr = −⊗ ω̂r

)
we have that C = −⊗ Ĉ where

Ĉ =
{∑

ai ⊗ bi |
∑(

ai
) (
bi
)
0
⊗
(
bi
)1
1
⊗
(
bi
)2
1

= 1A ⊗
∑

ai ⊗ bi
}
.

Note that γ is a fork for ω̂l and ω̂r, in fact(
ω̂l ◦ γ

)
(h) = ω̂l

(
h1 ⊗ h2

)
= h1h2

0 ⊗
(
h2

1

)1 ⊗ (h2
1

)2 (206)
= 1A ⊗ h1 ⊗ h2

and (
ω̂r ◦ γ

)
(h) = ω̂r

(
h1 ⊗ h2

)
= 1A ⊗ h1 ⊗ h2.

Since
(
Ĉ, î
)

= Equ
(
ω̂l, ω̂r

)
, by the universal property of the equalizer, there exists

a unique functorial morphism ϕ : H → Ĉ such that î ◦ ϕ = γ. In our case this
means that Imγ ⊆ C and hence

ϕ : H → Ĉ

h 7→ h1 ⊗ h2.

We want to prove that ϕ is an isomorphism. We compute

[(A⊗ ϕ) ◦ can] (a⊗ b) = (A⊗ ϕ) (ab0 ⊗ b1) = ab0 ⊗ b11 ⊗ b21.
Let us set

ψ : A⊗ C → A⊗ A
a⊗ b⊗ d 7→ ab⊗ d

and let us compute

[ψ ◦ (A⊗ ϕ) ◦ can] (a⊗ b) = ψ
(
ab0 ⊗ b11 ⊗ b21

)
= ab0b

1
1 ⊗ b21

(211)
= a⊗ b

and

[(A⊗ ϕ) ◦ can ◦ ψ] (a⊗ b⊗ d) = [(A⊗ ϕ) ◦ can] (ab⊗ d)
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= abd0 ⊗ d1
1 ⊗ d2

1
b⊗d∈C

= a⊗ b⊗ d.

Therefore, A ⊗ ϕ is an isomorphism and since A/k is faithfully flat, also ϕ is an

isomorphism, i.e. Ĉ ∼= H.

Now we want to compute the comonad D. We have

θl =
(
A⊗ A⊗ σB

)
◦ (τ ⊗ A) : A⊗ A→ A⊗ A⊗ A

θl (a⊗ b) = a0 ⊗ a1
1 ⊗ a2

1b

θr = A⊗ A⊗ uB : A⊗ A→ A⊗ A⊗ A
θr (a⊗ b) = a⊗ b⊗ 1A.

Since (D, j) = EquFun

((
A⊗ A⊗ σB

)
◦ (τ ⊗ A) , A⊗ A⊗ uB

)
, we have

D =
{∑

ai ⊗ bi |
∑(

ai
)
0
⊗
(
ai
)1
1
⊗
(
ai
)2
1
bi =

∑
ai ⊗ bi ⊗ 1A

}
.

By applying A⊗ can to θl and θr , for every
∑
ai ⊗ bi ∈ D, we get that[

(A⊗ can) ◦ θl
] (∑

ai ⊗ bi
)

= (A⊗ can)
(∑(

ai
)
0
⊗
(
ai
)1
1
⊗
(
ai
)2
1
bi
)

=
∑(

ai
)
0
⊗
(
ai
)1
1

((
ai
)2
1
bi
)

0
⊗
((
ai
)2
1
bi
)

1

=
∑(

ai
)
0
⊗
(
ai
)1
1

((
ai
)2
1

)
0

(
bi
)
0
⊗
((
ai
)2
1

)
1

(
bi
)
1

(206)
=
∑(

ai
)
0
⊗
(
bi
)
0
⊗
(
ai
)
1

(
bi
)
1

= ρHA⊗A

(∑
ai ⊗ bi

)
and

[(A⊗ can) ◦ θr]
(∑

ai ⊗ bi
)

= (A⊗ can)
(∑

ai ⊗ bi ⊗ 1A

)
=
∑

ai ⊗ bi ⊗ 1H .

Since (A⊗ can) is an isomorphism, we getD = Equ
(
ρHA⊗A, A⊗ A⊗ uH

)
= (A⊗ A)co(H).

By Theorem 6.5, ∆D and εD are uniquely determined by

(Pτ) ◦ j = (jj) ◦∆D and σB ◦ j = uB ◦ εD.

Let
∑
ai ⊗ bi ∈ D = (A⊗ A)co(H). Then we have

(jj) ◦∆D
(∑

ai ⊗ bi
)

= [(τ ⊗ A) ◦ j]
(∑

ai ⊗ bi
)

= (τ ⊗ A)
(∑

ai ⊗ bi
)

=
∑(

ai
)
0
⊗
(
ai
)1
1
⊗
(
ai
)2
1
⊗ bi

and also (
uA ◦ εD

) (∑
ai ⊗ bi

)
= (mA ◦ j)

(∑
ai ⊗ bi

)
=
∑

ai · bi

Since
∑
ai ⊗ bi ∈ (A⊗ A)co(H) , we have∑(

ai
)
0
⊗
(
bi
)
0
⊗
(
ai
)
1

(
bi
)
1

=
∑

ai ⊗ bi ⊗ 1H

so that, by applying mA ⊗H, since A is an H-comodule algebra, we get∑(
aibi
)
0
⊗
(
aibi
)
1

=
∑(

ai
)
0

(
bi
)
0
⊗
(
ai
)
1

(
bi
)
1

=
∑

ai · bi ⊗ 1H
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i.e.
∑
ai · bi ∈ Aco(H) = k1A ∼= k. Note that from mA ◦ (A⊗ uA) ◦ (rA)−1 = IdA

we get that A ⊗ uA is a monomorphism and hence, since A is faithfully flat over

k, also uA is a monomorphism. We denote by ν = u
|k1A
A : k → k1A the obvious

isomorphism. Thus from(
uA ◦ εD

) (∑
ai ⊗ bi

)
=
∑

ai · bi

we get

εD
(∑

ai ⊗ bi
)

= v−1
(∑

ai · bi
)
.

Let us compute

θlP = A⊗ θl : a⊗ b⊗ c 7→ a⊗ b0 ⊗ b11 ⊗ b21c
θrP = A⊗ θr : a⊗ b⊗ c 7→ a⊗ b⊗ c⊗ 1A

i.e.

A⊗ θl : A⊗ A⊗ A
Pi : C ⊗ A→ A⊗ A⊗ A

h⊗ a 7→ h1 ⊗ h2 ⊗ a
so that(

θlP
)
◦ (Pi) : H ⊗ A→ A⊗ A⊗ A

h⊗ a 7→ h1 ⊗
(
h2
)
0
⊗
(
h2
)1
1
⊗
(
h2
)2
1
a = h1

1 ⊗ h2
1 ⊗ h1

2 ⊗ h2
2a

(θrP ) ◦ (Pi) : H ⊗ A→ A⊗ A⊗ A
h⊗ a 7→ h1 ⊗ h2 ⊗ a⊗ 1A.

Recall that H ⊆ C ⊆ A ⊗ A. Such Q = (C ⊗ A) ∩ [A⊗D] ∼= ” (H ⊗ A) ∩[
A⊗ (A⊗ A)co(H)

]
”. Note that, assuming that A preserves equalizers, for

every h ⊗ a ∈ H ⊗ A, i.e. h1 ⊗ h2 ⊗ a ∈ C ⊗ A, h1 ⊗ h2 ⊗ a ∈ A ⊗ (A⊗ A)co(H) if
and only if h1 ⊗ h2 ⊗ a ∈ Equ

(
A⊗ ρHA⊗A, A⊗ A⊗ A⊗ uH

)
where

Equ
(
A⊗ ρHA⊗A, A⊗ A⊗ A⊗ uH

)
= Equ

(
(A⊗ A⊗ A⊗mH) ◦ (A⊗ A⊗ f ⊗H) ◦

(
A⊗ ρHA ⊗ ρHA

)
, A⊗ A⊗ A⊗ uH

)
= {a⊗ b⊗ c | a⊗ b0 ⊗ c0 ⊗ b1c1 = a⊗ b⊗ c⊗ 1H}

so that h1 ⊗ h2 ⊗ a ∈ A ⊗ (A⊗ A)co(H) = Equ
(
A⊗ ρHA⊗A, A⊗ A⊗ A⊗ uH

)
if and

only if
h1 ⊗

(
h2
)
0
⊗ a0 ⊗

(
h2
)
1
a1 = h1 ⊗ h2 ⊗ a⊗ 1H .

Let us prove that Q = (H ⊗ A)co(H). Now,

(H ⊗ A)co(H) = {h⊗ a | h1 ⊗ a0 ⊗ h2a1 = h⊗ a⊗ 1H}

where h ∈ H, h
ϕ7→ h1 ⊗ h2 ∈ C.

1) Let h⊗ a ∈ (H ⊗ A)co(H) and let us prove that h1 ⊗ h2 ⊗ a ∈ A⊗ (A⊗ A)co(H).

Since h⊗ a ∈ (H ⊗ A)co(H), we compute

h1 ⊗
(
h2
)
0
⊗ a0 ⊗

(
h2
)
1
a1

(207)
= (h1)

1 ⊗ (h1)
2 ⊗ a0 ⊗ h2a1 = h1 ⊗ h2 ⊗ a⊗ 1H
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so that h1 ⊗ h2 ⊗ a ∈ A⊗ (A⊗ A)co(H).

2) Now, let h1 ⊗ h2 ⊗ a ∈ A ⊗ (A⊗ A)co(H), i.e. h1 ⊗ (h2)0 ⊗ a0 ⊗ (h2)1 a1 =

h1 ⊗ h2 ⊗ a⊗ 1H or equivalently (h1)
1 ⊗ (h1)

2 ⊗ a0 ⊗ h2a1 = h1 ⊗ h2 ⊗ a⊗ 1H . By
applying to this equality the map can⊗ A we obtain

1A ⊗ h1 ⊗ a0 ⊗ h2a1 = (can⊗ A)
(
(h1)

1 ⊗ (h1)
2 ⊗ a0 ⊗ h2a1

)
= (can⊗ A)

(
h1 ⊗ h2 ⊗ a⊗ 1H

)
= 1A ⊗ h⊗ a⊗ 1H

and hence
h1 ⊗ 1Aa0 ⊗ h2a1 = h⊗ 1Aa⊗ 1H

so that h1 ⊗ h2 ⊗ a ∈ (H ⊗ A)co(H). Therefore we proved that

(ϕ⊗ A) (H ⊗ A) ∩
[
A⊗ (A⊗ A)co(H)

]
= (ϕ⊗ A)

[
(H ⊗ A)co(H)

]
.

We can take (
Q, q

)
=
(
(H ⊗ A)co(H) , (ϕ⊗ A)|(H⊗A)co(H)

)
.

By Theorem 7.5, using i ◦ ϕ = γ, we have that

χ := mA ◦ (A⊗mA) ◦ (mA ⊗ A⊗ A) ◦ (A⊗ A⊗ A⊗mA)

◦ (A⊗ i⊗ A⊗ A) ◦
(
A⊗ (ϕ⊗ A)|(H⊗A)co(H) ⊗ A

)
χ : A⊗ (H ⊗ A)co(H) ⊗ A→ A

a⊗ h⊗ b⊗ c 7→ a⊗ h1 ⊗ h2 ⊗ b⊗ c 7→
(
ah1
) (
h2 (bc)

)
= a

(
h1h2

)
(bc)

(209)
= abcεH (h)

is a coherd in X = (H, (A⊗ A)co(H) , (H ⊗ A)co(H) , A, δH , δD) where δH : H →
(H ⊗ A)co(H) ⊗ A is uniquely determined by[

(ϕ⊗ A)|(H⊗A)co(H) ⊗ A
]
◦ δH = (H ⊗ i) ◦∆H .

Since (C, i) = EquFun

(
ωl, ωr

)
, by the universal property of the equalizer, there exists

a unique functorial morphism ϕ : H → C such that i◦ϕ = γ. In our case this means
that Imγ ⊆ C and hence

ϕ : H → C

h 7→ h1 ⊗ h2.

For every h ∈ H, we have([
(ϕ⊗ A)|(H⊗A)co(H) ⊗ A

]
◦ δC

)
=
[
(C ⊗ i) ◦∆C

]
= (C ⊗ i) ◦ (ϕ⊗ ϕ) ◦∆H ◦ ϕ−1

= (ϕ⊗ i ◦ ϕ) ◦∆H ◦ ϕ−1 = (ϕ⊗ γ) ◦∆H ◦ ϕ−1

and hence[
(ϕ⊗ A)|(H⊗A)co(H) ⊗ A

]
◦ δC ◦ ϕ = (ϕ⊗ γ) ◦∆H = (ϕ⊗ A⊗ A) ◦ (H ⊗ γ) ◦∆H

so that (
ϕ−1 ⊗ A⊗ A

)
◦
[
(ϕ⊗ A)|(H⊗A)co(H) ⊗ A

]
◦ δC ◦ ϕ

=
(
ϕ−1 ⊗ A⊗ A

)
◦ (ϕ⊗ A⊗ A) ◦ (H ⊗ γ) ◦∆H
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Now
(ϕ⊗ A)|(H⊗A)co(H) = (ϕ⊗ A) ◦ i(H⊗A)co(H)

where i(H⊗A)co(H) : (H ⊗ A)co(H) → H ⊗ A is the canonical inclusion and hence we
get (

ϕ−1 ⊗ A⊗ A
)
◦ [(ϕ⊗ A)⊗ A] ◦

[
i(H⊗A)co(H) ⊗ A

]
◦ δC ◦ ϕ

=
(
ϕ−1 ⊗ A⊗ A

)
◦ (ϕ⊗ A⊗ A) ◦ (H ⊗ γ) ◦∆H

i.e. [
i(H⊗A)co(H) ⊗ A

]
◦ δC ◦ ϕ = (H ⊗ γ) ◦∆H .

Now we have[(
i(H⊗A)co(H) ⊗ A

)
◦ δC

] (
h1 ⊗ h2

)
=
[(
i(H⊗A)co(H) ⊗ A

)
◦ δC ◦ ϕ

]
(h)

=
(
(H ⊗ γ) ◦∆H

)
(h) = h1 ⊗ h1

2 ⊗ h2
2

i.e. (
i(H⊗A)co(H) ⊗ A

) (
δC
(
h1 ⊗ h2

))
= h1 ⊗ h1

2 ⊗ h2
2

Let us compute δD : D → QQ = ⊗A⊗ (H ⊗ A)co(H) following Proposition 7.2 which
needs to satisfy

(κ′0Q) ◦ δD = (Dj) ◦∆D.

In our case this means

(jPQ) ◦ (κ′0Q) ◦ δD = (jPQ) ◦ (Dj) ◦∆D = (jj) ◦∆D = (τ ⊗ A)

where
κ′0 (h⊗ a) = h1 ⊗ h2 ⊗ a

and

(jj) ◦∆D (a⊗ b) = [(τ ⊗ A) ◦ j] (a⊗ b) = (τ ⊗ A) (a⊗ b) = a0 ⊗ a1
1 ⊗ a2

1 ⊗ b.
so that

δD

(∑
ai ⊗ bi

)
=
∑(

ai
)
0
⊗
(
ai
)
1
⊗ bi.

In this more specific situation we could compute both the comonads C and D and
the functor Q so that we obtained a coherd. We now would like to compute the
monads corresponding to the coherd following Theorem 6.29. But the computations
are not straightforward and it is not clear what these new monads are.

9.2. H-Galois coextension. This is the most clear example of a coherd that we
could give. It gives also a description of the dual case of the Morita-Takeuchi
equivalence studied by Schauenburg in [Scha4]. In fact we could understand the
equivalence between the module categories over the two monads constructed from
the coherd.

Let H =
(
H,mH , uH ,∆

H , εH , S
)

be a Hopf algebra and let L ⊆ H be a right

coideal subalgebra i.e. ∆H (L) ⊆ L ⊗ H. We can consider εH : H → k as a
character so that

J = JεH =
〈
(hy)(1) ε

H
(
(hy)(2)

)
− h(1)ε

H
(
h(2)y

)
| h ∈ H, y ∈ L

〉
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=
〈(
h(1)y(1)

)
εH
(
h(2)y(2)

)
− h(1)ε

H
(
h(2)

)
εH (y) | h ∈ H, y ∈ L

〉
=
〈
h(1)y(1)ε

H
(
h(2)

)
εH
(
y(2)

)
− h(1)ε

H
(
h(2)

)
εH (y) | h ∈ H, y ∈ L

〉
=
〈
hy − hεH (y) | h ∈ H, y ∈ L

〉
=
〈
hy′ | h ∈ H, y′ ∈ L+

〉
= HL+

where we denote L+ = L∩Ker
(
εH
)
. Let us prove that such J is a coideal of H (see

also [BrHaj, Lemma 3.2]). In fact, since ∆H (y) = y(1) ⊗ y(2) ∈ L⊗H we have

∆H
(
hy − hεH (y)

)
= h(1)y(1) ⊗ h(2)y(2) − h(1) ⊗ h(2)ε

H (y)

= h(1)

(
y(1) − εH

(
y(1)

))
⊗ h(2)y(2) + h(1)ε

H
(
y(1)

)
⊗ h(2)y(2) − h(1) ⊗ h(2)ε

H (y)

= h(1)

(
y(1) − εH

(
y(1)

))
⊗ h(2)y(2) + h(1) ⊗ h(2)ε

H
(
y(1)

)
y(2) − h(1) ⊗ h(2)ε

H (y)

= h(1)

(
y(1) − εH

(
y(1)

))
⊗ h(2)y(2) + h(1) ⊗ h(2)

(
y − εH (y)

)
∈ HL+ ⊗H +H ⊗HL+

and obviously

εH
(
hy − hεH (y)

)
= εH (h) εH (y)− εH (h) εH (y) = 0.

Then we can construct the coalgebra C := H/J = H/HL+ and we can consider
the canonical projection π : H → C = H/J which is a coalgebra map and a left
H-linear map. We can define

CρH := (π ⊗H) ◦∆H : H → C ⊗H and ρCH := (H ⊗ π) ◦∆H : H → H ⊗ C
h 7→ π

(
h(1)

)
⊗ h(2) h 7→ h(1) ⊗ π

(
h(2)

)
so that H is a C-bicomodule. Note that CρH : H → C�CH in fact, using that π is
a coalgebra map, the coassociativity and the naturality of ∆H , we compute(

∆C ⊗H
)
◦ CρH =

(
∆C ⊗H

)
◦ (π ⊗H) ◦∆H = (π ⊗ π ⊗H) ◦

(
∆H ⊗H

)
◦∆H

= (π ⊗ π ⊗H) ◦
(
H ⊗∆H

)
◦∆H = (C ⊗ π ⊗H) ◦ (π ⊗H ⊗H) ◦

(
H ⊗∆H

)
◦∆H

= (C ⊗ π ⊗H) ◦
(
C ⊗∆H

)
◦ (π ⊗H) ◦∆H =

(
C ⊗ CρH

)
◦ CρH .

Similarly, we also have that ρCH : H → H�CC in fact, using that π is a coalgebra
map, the coassociativity and naturality of ∆H , we have(

H ⊗∆C
)
◦ ρCH =

(
H ⊗∆C

)
◦ (H ⊗ π) ◦∆H =

(
H ⊗∆C ◦ π

)
◦∆H

=
(
H ⊗ (π ⊗ π) ◦∆H

)
◦∆H = (H ⊗ π ⊗ π) ◦

(
H ⊗∆H

)
◦∆H

= (H ⊗ π ⊗ π) ◦
(
∆H ⊗H

)
◦∆H = (H ⊗ π ⊗ C) ◦ (H ⊗H ⊗ π) ◦

(
∆H ⊗H

)
◦∆H

= (H ⊗ π ⊗ C) ◦
(
∆H ⊗ C

)
◦ (H ⊗ π) ◦∆H =

(
ρCH ⊗ C

)
◦ ρCH .

Now, the map

∆H : H → H�CH

h 7→ h(1) ⊗ h(2)

is well defined. In fact h(1)(1)
⊗π

(
h(1)(2)

)
⊗h(2) = h(1)⊗π

(
h(2)(1)

)
⊗h(2)(2)

. Moreover,

the map π : H → C is a counit for H, in fact[
(π�CH) ◦∆H

]
(h) = π

(
h(1)

)
⊗ h(2) = CρH (h) ' h[

(H�Cπ) ◦∆H
]
(h) = h(1) ⊗ π

(
h(2)

)
= ρCH (h) ' h
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εC ⊗H

)
◦ (π ⊗H) ◦∆H

]
(h) =

(
εCπ

) (
h(1)

)
⊗ h(2) = εH

(
h(1)

)
⊗ h(2) ' h[(

H ⊗ εC
)
◦ (H ⊗ π) ◦∆H

]
(h) = h(1) ⊗

(
εCπ

) (
h(2)

)
= h(1) ⊗ εH

(
h(2)

)
' h

so that H is a C-coring. Moreover, H has a right L-module structure

µLH : H ⊗ L→ H

h⊗ b 7→ mH (h⊗ b) = hb

which is left C-colinear i.e.

(212) π
(
h(1)b(1)

)
⊗ h(2)b(2) = π (h1)⊗ h(2)b

(see [BrHaj, Lemma 3.3]), so that
[(
H ⊗ µLH

)
◦
(
∆H ⊗ L

)]
(H ⊗ L) ⊆ H�CH.

Assume that H is a right L-Galois coextension over C, that is

cocan =
(
H ⊗ µLH

)
◦
(
∆H ⊗ L

)
: H ⊗ L→ H�CH

h⊗ b 7→ h(1) ⊗ h(2)b

is an isomorphism and assume also that H is flat over k. In particular, if HL is
faithfully flat, we know that co(C)H = L (see [Schn2, Lemma 1.3 (2)] and [BrWi,
34.2 p. 343]) where we denote

co(C)H =
{
h ∈ H | CρH (h) = π (1H)⊗ h

}
.

In this case, we can also define the inverse of the cocanonical map, i.e.

cocan−1 : H�CH → H ⊗ L∑
hi ⊗ gi 7→

∑
hi(1) ⊗ S

(
hi(2)
)
gi.

For every
∑
hi⊗gi ∈ H�CH, we have

∑
hi(1)⊗π

(
hi(2)

)
⊗gi =

∑
hi⊗π

(
gi(1)

)
⊗gi(2).

By means of the left H-linearity of π and of this equality we have∑
hi(1) ⊗ π

(
S
(
hi(3)

)
gi(1)

)
⊗ S

(
hi(2)
)
gi(2) =

∑
hi(1) ⊗ S

(
hi(3)
)
π
(
gi(1)
)
⊗ S

(
hi(2)
)
gi(2)

=
∑

hi(1) ⊗ S
(
hi(3)

)
π
(
hi(4)

)
⊗ S

(
hi(2)
)
gi =

∑
hi(1) ⊗ π

(
S
(
hi(3)
)
hi(4)
)
⊗ S

(
hi(2)
)
gi

=
∑

hi(1) ⊗ π (1H)⊗ S
(
hi(2)
)
gi

so that∑
hi(1) ⊗ S

(
hi(2)

)
gi ∈ Ker

(
H ⊗

[
CρH − π (1H)⊗ (−)

])
= H ⊗ co(C)H = H ⊗ L

where in the first equality we have used that H is flat over k. Therefore cocan−1 is
a well-defined map. Note that, by applying εH ⊗ L to this element, we also deduce
that, for every

∑
hi ⊗ gi ∈ H�CH, we have

(213)
∑

S
(
hi
)
gi ∈ L.

Now, let k be a commutative ring, let H be a k-Hopf algebra and let
L ⊆ H be a right coideal subalgebra. Assume that H is a right L-Galois
coextension over the coalgebra C = H/HL+, assume that HL is faithfully
flat, so that co(C)H = L, assume that Hk is faithfully flat and assume that



190

HC is faithfully coflat. Assume also CH coflat. Then we can consider the
following formal codual structure X = (C,D, Q, P, δC , δD) where

A = Mod-k

B = Comod-C

C =
(
−⊗H,−⊗∆H ,−⊗ εH

)
: A = Mod-k −→ A = Mod-k

D =
(
−�CH,−�C∆H ,−�Cε

CHC
)

: B = Comod-C −→ B = Comod-C

Q = −�CH : B = Comod-C → A = Mod-k

P = −⊗HC : A = Mod-k → B = Comod-C

δC : = −⊗∆H : C = −⊗H → QP = −⊗H�CH

δD : = −�C∆H : D = −�CH → PQ = −�CH ⊗H.

Now, for every
∑

i

∑
j k

i,j ⊗ hi,j ⊗ gi ∈ (H ⊗H) �CH, we have that

(214)
∑

i

∑
j
ki,j ⊗ hi,j(1) ⊗ π

(
hi,j(2)

)
⊗ gi =

∑
i

∑
j
ki,j ⊗ hi,j ⊗ π

(
gi(1)
)
⊗ gi(2).

We want to prove that
∑

i

∑
j k

i,j ⊗ S (hi,j) gi ∈ H ⊗L. We compute, using the left

H-linearity of π and (214)∑
i

∑
j
ki,j ⊗ π

(
S
(
hi,j
)
(1)
gi(1)

)
⊗ S

(
hi,j
)
(2)
gi(2)

=
∑

i

∑
j
ki,j ⊗ S

(
hi,j(2)

)
π
(
gi(1)
)
⊗ S

(
hi,j(1)

)
gi(2)

=
∑

i

∑
j
ki,j ⊗ S

(
hi,j(2)

)
π
(
hi,j(3)

)
⊗ S

(
hi,j(1)

)
gi

=
∑

i

∑
j
ki,j ⊗ π

(
S
(
hi,j(2)

)
hi,j(3)

)
⊗ S

(
hi,j(1)

)
gi

=
∑

i

∑
j
ki,j ⊗ π (1H)⊗ S

(
hi,j
)
gi

so that we get∑
i

∑
j
ki,j⊗π

(
S
(
hi,j
)
(1)
gi(1)

)
⊗S

(
hi,j
)
(2)
gi(2) =

∑
i

∑
j
ki,j⊗π (1H)⊗S

(
hi,j
)
gi

which means∑
i

∑
j
ki,j⊗S

(
hi,j
)
gi ∈ Ker

(
H ⊗

[
CρH − π (1H)⊗ (−)

])
= H⊗ co(C)H = H⊗L

i.e.

(215)
∑

i

∑
j
ki,j ⊗ S

(
hi,j
)
gi ∈ H ⊗ L.

Similarly, for every
∑

i

∑
j l
i,j ⊗ hi,j ⊗ gi ∈ (L⊗H) �CH, we have that∑

i

∑
j
li,j ⊗ S

(
hi,j
)
gi ∈ Ker

(
L⊗

[
CρH − π (1H)⊗ (−)

])
= L⊗ co(C)H = L⊗ L

i.e.

(216)
∑

i

∑
j
li,j ⊗ S

(
hi,j
)
gi ∈ L⊗ L
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so that, since L is a subalgebra of H we get that, for every
∑

i

∑
j l
i,j ⊗ hi,j ⊗ gi ∈

(L⊗H) �CH,

(217)
∑

i

∑
j
li,jS

(
hi,j
)
gi ∈ L.

Let us consider the following map

χ̂ : (H ⊗H) �CH → H∑
i

∑
j
ki,j ⊗ hi,j ⊗ gi 7→

∑
i

∑
j
ki,jS

(
hi,j
)
gi

which is left C-colinear. In fact, in view of (215), we have that
∑

i

∑
j k

i,j ⊗
S (hi,j) gi ∈ H ⊗ L and by (212), we get that∑

i

∑
j
π
(
ki,j(1)

[
S
(
hi,j
)
gi
]
(1)

)
⊗ki,j(2)

[
S
(
hi,j
)
gi
]
(2)

=
∑

i

∑
j
π
(
ki,j(1)

)
⊗ki,j(2)S

(
hi,j
)
gi.

Therefore, we can define the coherd χ = −�Cχ̂ given by

χ : QPQ = −�CH ⊗H�CH → Q = −�CH

−�C

∑
i

∑
j
ki,j ⊗ hi,j ⊗ gi 7→ −�C

∑
i

∑
j
ki,jS

(
hi,j
)
gi.

Let us prove the properties of χ. We have

[χ ◦ (QPχ)]
(
−�Ck ⊗

∑
hi ⊗ gi ⊗ lj ⊗ nj

)
= [χ ◦ (χ⊗H�CH)]

(
−�Ck ⊗

∑
hi ⊗ gi ⊗ lj ⊗ nj

)
= χ

(
−�C

∑
kS
(
hi
)
gi ⊗ lj ⊗ nj

)
= −�C

∑(
kS
(
hi
)
gi
)
S
(
lj
)
nj

and

[χ ◦ (χPQ)]
(
−�Ck ⊗

∑
hi ⊗ gi ⊗ lj ⊗ nj

)
= [χ ◦ (−�CH ⊗H�Cχ)]

(
k ⊗

∑
hi ⊗ gi ⊗ lj ⊗ nj

)
= χ

(
k ⊗

∑
hi ⊗ giS

(
lj
)
nj
)

= −�C

∑
kS
(
hi
) (
giS

(
lj
)
nj
)

so that χ is coassociative. Moreover, we have

[χ ◦ (δCQ)] (k ⊗ h) = [χ ◦ (−�CH ⊗ δC)] (−�Ck ⊗ h) = χ
(
−�Ck ⊗ h(1) ⊗ h(2)

)
= −�CkS

(
h(1)

)
h(2) = kεH (h) =

(
−�CH ⊗ εH

)
(k ⊗ h) =

(
εCQ

)
(k ⊗ h)

and

[χ ◦ (QδD)]
(
−�C

∑
ki ⊗ hi

)
= [χ ◦ (δD�CH)]

(
−�C

∑
ki ⊗ hi

)
= χ

(
−�C

∑
ki(1) ⊗ ki(2) ⊗ hi

)
= −�C

∑
ki(1)S

(
ki(2)

)
hi

=
∑

εH
(
ki
)
1Hh

i =
∑

εH
(
ki
)
hi = −�C

∑(
εC ◦ π

) (
ki
)
hi

= −�C

∑
εC
(
π
(
ki
))
hi ' −�C

∑
π
(
ki
)
�Ch

i

= −�C

∑
ε
CHC (

ki
)
�Ch

i =
(
ε
CHC

�CH
)(
−�C

∑
ki ⊗ hi

)
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=
(
Qε

CHC
)(
−�C

∑
ki ⊗ hi

)
so that the counitality conditions are also satisfied, i.e. χ is really a coherd. Since
Hk is faithfully flat, we have that

(
k, εH

)
= CoequMod-k

(
H ⊗ εH , εH ⊗H

)
and since

HC is faithfully coflat, by [Schn1, Proposition 1.1], we also have that

(C, π) =
(
C, ε

CHC
)

= CoequComod-C

(
H�Cε

CHC

, ε
CHC

�CH
)

= CoequComod-C (H�Cπ, π�CH)

so that X is a regular formal codual structure and thus χ is a regular coherd. Fol-
lowing Theorem 6.29, we calculate the monad

(A, x) = CoequFun

(
wl, wr

)
where wl = (χP ) ◦ (QPδC) and wr = QPεC : QPC → QP . In our case

wl : −⊗H ⊗H�CH → −⊗H�CH

−⊗
∑

i

∑
j
ki,j ⊗

∑
hi,j ⊗ gi 7→ − ⊗

∑
i

∑
j
ki,j(1) ⊗ k

i,j
(2)S

(
hi, j

)
gi

and

wr : −⊗H ⊗H�CH → −⊗H�CH

−⊗
∑

i

∑
j
ki,j ⊗

∑
hi,j ⊗ gi 7→ − ⊗

∑
i

∑
j
εH
(
ki,j
)
hi,j ⊗ gi.

Assume now that k is a field, so that everything is flat over k. Hence, for every
X ∈Mod-k

AX =
X ⊗H�CH

Im (X ⊗ wl −X ⊗ wr)
=

X ⊗H�CH

Im (X ⊗ (wl − wr))

=
X ⊗H�CH

X ⊗ Im (wl − wr)
= X ⊗ H�CH

Im (wl − wr)

and thus

A = −⊗ H�CH

Iw

where Iw =
〈∑

i

∑
j k

i,j
(1) ⊗ k

i,j
(2)S (hi, j) gi −

∑
i

∑
j ε

H (ki,j)hi,j ⊗ gi
〉
. In the sequel,

given elements
∑

i h
i ⊗ gi ∈ H�CH, we will use the notation[∑

i
hi ⊗ gi

]
A

=
∑

i
hi ⊗ gi + Iw.

We will prove that this new monad A on the category Mod-k is isomorphic to the
monad coming from the algebra L. Consider the following map

ϕ :
H�CH

Iw
−→ L[∑

i
hi ⊗ gi

]
A
7→
∑

i
S
(
hi
)
gi
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which is well-defined by (213), i.e.
∑
S (hi) gi ∈ L. Note that, since L = co(C)H, for

every b ∈ L, we have

1H ⊗ π (1H)⊗ b = 1H ⊗
∑

π (b1)⊗ b2.

The inverse of this map is given by

ϕ−1 : L −→ H�CH

Iw
b 7→ [1H ⊗ b]A .

In fact we have (ϕ−1 ◦ ϕ)
(
[
∑

i h
i ⊗ gi]A

)
= ϕ−1 (

∑
i S (hi) gi) = [1H ⊗

∑
i S (hi) gi]A =

[
∑

i h
i ⊗ gi]A by definition of Iw and (ϕ ◦ ϕ−1) (b) = ϕ ([1H ⊗ b]A) = S (1H) b = b

and thus ϕ is bijective so that

A = −⊗ H�CH

Iw
' −⊗ L : Mod-k →Mod-k.

The functorial morphisms mA and uA of the monad A are uniquely determined by

x ◦ (χP ) = mA ◦ (xx) and x ◦ δC = uA ◦ εC

where x : H�CH → H�CH
Iw

denotes the canonical projection. In our case we have

mH�CH
Iw

([∑
i
hi ⊗ gi

]
A
⊗
[∑

j
kj ⊗ lj

]
A

)
=
[∑

i,j
hi ⊗ giS

(
kj
)
lj
]
A

=
[∑

i,j
1H ⊗ S

(
hi
)
giS

(
kj
)
lj
]
A

= ϕ−1
(∑

i,j
S
(
hi
)
giS

(
kj
)
lj
)

= ϕ−1
(
mL

(∑
i
S
(
hi
)
gi ⊗

∑
j
S
(
kj
)
lj
))

=
(
ϕ−1 ◦mL ◦ (ϕ⊗ ϕ)

)([∑
i
hi ⊗ gi

]
A
⊗
[∑

j
kj ⊗ lj

]
A

)
from which we deduce that

ϕ ◦mH�CH
Iw

= mL ◦ (ϕ⊗ ϕ) .

Moreover

uH�CH
Iw

(
εH (h)

)
= (x ◦ δC) (h) =

[
h(1) ⊗ h(2)

]
A

so that

uH�CH
Iw

(1k) = uH�CH
Iw

(
εH (1H)

)
= (x ◦ δC) (1H) =

[
1H(1) ⊗ 1H(2)

]
A

= [1H ⊗ 1H ]A

= [1H ⊗ 1L]A = ϕ−1 (1L) =
(
ϕ−1 ◦ uL

)
(1k)

from which we deduce that

ϕ ◦ uH�CH
Iw

= uL.

The two relations obtained say that ϕ : H�CH
Iw
−→ L is an algebra isomorphism so

that

A = −⊗ H�CH

Iw
' −⊗ L as monads.
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Following Theorem 6.29, we now calculate the monad

(E, y) = CoequFun

(
zl, zr

)
where zl = (Pχ) ◦ (δDPQ) and zr = εDPQ : DPQ → PQ. In our case, let us
consider

ẑl : (H ⊗H) �CH −→ H ⊗H∑
i

∑
j
ki,j ⊗ hi,j ⊗ gi 7→

∑
i

∑
j
ki,jS

(
hi,j
)
gi(1) ⊗ gi(2)

and let us prove that ẑl it is left C-colinear. By (215) we have that
∑

i

∑
j k

i,j ⊗
S (hi,j) gi ∈ H ⊗ L so that, in view of (212), we have∑

i

∑
j
π
(
ki,j(1)

[
S
(
hi,j
)
gi(1)

]
(1)

)
⊗ ki,j(2)

[
S
(
hi,j
)
gi(1)
]
(2)
⊗ gi(3)

=
∑

i

∑
j
π
(
ki,j(1)

)
⊗ ki,j(2)S

(
hi,j
)
gi(1) ⊗ gi(2).

Hence

zl : −�CH ⊗H�CH −→ −�CH ⊗H

−�C

∑
i

∑
j
ki,j ⊗ hi,j ⊗ gi 7→ −�C

∑
i

∑
j
ki,jS

(
hi,j
)
gi(1) ⊗ gi(2)

and

zr : −�CH ⊗H�CH −→ −�CH ⊗H

−�C

∑
i

∑
j
ki,j ⊗ hi,j ⊗ gi 7→ −�C

∑
i

∑
j
ki,j ⊗ hi,jεH

(
gi
)

are well-defined. For every
(
X, ρCX

)
∈ Comod-C we have

E
(
X, ρCX

)
=

X�CH ⊗H
Im (X�Czl −X�Czr)

=
X�CH ⊗H

Im (X�C (zl − zr))
so that

E
(
X, ρCX

)
=
X�CH ⊗H

IX�Cz

where

IX�Cz =

〈 ∑
i,j x

j ⊗ kjS (hi) gi(1) ⊗ gi(2) −
∑

i,j x
j ⊗ kj ⊗ hiεH (gi)

|
∑

j x
j ⊗ kj,

∑
i h

i ⊗ gi ∈ H�CH

〉
.

Recall (see [BrHaj, Theorem 3.5]) that, associated to the cocanonical map, we have
a unique canonical entwining structure given by

ψ = (τ̂ ⊗H) ◦
(
H ⊗∆H

)
◦ cocan : H ⊗ L −→ L⊗H

h⊗ y 7→ y(1) ⊗ hy(2)

where τ̂ =
(
εH ⊗ L

)
◦cocan−1 : H�CH −→ L is the cotranslation map. Since cocan

is an isomorphism, in order to understand better the monad E we first compose
with the isomorphism H ⊗ cocan and we compute for every h, g ∈ H, y ∈ L,(
zl ◦ (H ⊗ cocan)

)
(h⊗ g ⊗ y) = hy(1) ⊗ gy(2) and (zr ◦ (H ⊗ cocan)) (h⊗ g ⊗ y) =

h⊗ gεH (y). Let
i : (H ⊗H)L+ → (H ⊗H)
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denote the canonical inclusion. Then i is a left C-comodule map, in fact, for every∑
i (hi ⊗ gi)

(
li − εH (li)

)
=
∑

i hili(1) ⊗ gili(2) − hi ⊗ giεH (li) ∈ (H ⊗H)L+, since

∆H (li) = li(1) ⊗ li(2) ∈ L⊗H, we have∑
i
π
(
hi(1)li(1)

)
⊗ hi(2)li(2) ⊗ gili(3) − π

(
hi(1)

)
⊗ hi(2) ⊗ giεH (li)

=
∑

i
π
(
hi(1)

)
⊗ hi(2)li(1) ⊗ gili(2) − π

(
hi(1)

)
⊗ hi(2) ⊗ giεH (li)

=
∑

i
π
(
hi(1)

)
⊗
(
hi(2) ⊗ gi

) (
li − εH (li)

)
∈ C ⊗ (H ⊗H)L+.

Hence, for every
(
X, ρCX

)
∈ Comod-C, we can consider the map

X�Ci : X�C (H ⊗H)L+ → X�C (H ⊗H) .

so that, for every
(
X, ρCX

)
∈ Comod-C, we have

E
(
X, ρCX

)
=
X�CH ⊗H

IX�Cz
=
X�CH ⊗H

IX�CL

where

IX�CL =

〈 ∑
i x

i ⊗ hiy(1) ⊗ gy(2) −
∑

i x
i ⊗ hi ⊗ gεH (y)

|
∑

i x
i ⊗ hi ⊗ g ⊗ y ∈ X�CH ⊗H ⊗ L

〉
= X�C

[
(H ⊗H)L+

]
.

Let p : H ⊗ H → H⊗H
(H⊗H)L+ be the canonical projection and let us assume that i is

left C-copure i.e. for every
(
X, ρCX

)
∈ Comod-C, the sequence

0→ X�C (H ⊗H)L+ X�C i−→ X�C (H ⊗H)
X�Cp−→ X�C

H ⊗H
(H ⊗H)L+

→ 0

is exact. In this case we get that, for every
(
X, ρCX

)
∈ Comod-C,

E
(
X, ρCX

) ∼= X�C
H ⊗H

(H ⊗H)L+
= X�C (H ⊗H)L

where (H ⊗H)L denotes the invariants with respect to the algebra L. In the sequel,
given hi, ki ∈ H we will use the notation[∑

i
hi ⊗ ki

]
E

=
∑

i
hi ⊗ ki + (H ⊗H)L+

Let us denote E := −�C (H ⊗H)L and let us consider multiplication and unit of
E. Following Theorem 6.29, they are uniquely determined by

mE ◦ (yy) = y ◦ (Pχ) and y ◦ δD = uE ◦ εD

i.e.
mE = −�Cm̂E and uE = −�C ûE

where

m̂E :
H ⊗H

(H ⊗H)L+
�C

H ⊗H
(H ⊗H)L+

−→ H ⊗H
(H ⊗H)L+

and ûE : C −→ H ⊗H
(H ⊗H)L+

given by

m̂E

(∑∑∑[
ki,j ⊗ hi,j

]
E

�C

[
gi,s ⊗ li,s

]
E

)
=
[∑

ki,jS
(
hi,j
)
gi,s ⊗ li,s

]
E
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ûE

(
ε
CHC

(h)
)

= ûE (π (h)) =
[
h(1) ⊗ h(2)

]
E
.

Let us check that m̂E is a well-defined map. Let us consider

f : H ⊗H → H

h⊗ k 7→ hS (k) .

For every (h⊗ k) · l ∈ (H ⊗H)L+, we have

f
[(
hl(1) ⊗ kl(2)

)
− (h⊗ k) ε (l)

]
= hl(1)S

(
l(2)
)
S (k)− hS (k) ε (l) = 0

so that f induces a morphism

f :
H ⊗H

(H ⊗H)L+
→ H

[h⊗ k] 7→ hS (k) .

Now, let us consider the composite

H ⊗H
(H ⊗H)L+

⊗H ⊗H f⊗IdH⊗IdH−→ H ⊗H ⊗H mH⊗IdH−→ H ⊗H p−→ H ⊗H
(H ⊗H)L+

where p denotes the canonical projection. Note that

[p ◦ (mH ⊗H)]
(
H ⊗ (H ⊗H)L+

)
= 0

in fact, for every x ∈ H and (h⊗ k) · l ∈ (H ⊗H)L+ we have

x⊗
[(
hl(1) ⊗ kl(2)

)
− (h⊗ kε (l))

]
= x⊗

(
hl(1) ⊗ kl(2)

)
− x⊗ (h⊗ kε (l))

and thus

xhl(1) ⊗ kl(2) − xh⊗ kε (l) = (xh⊗ k) (l − ε (l)) ∈ (H ⊗H)L+.

Therefore, the above composite map induces the map

H ⊗H
(H ⊗H)L+

⊗ H ⊗H
(H ⊗H)L+

→ H ⊗H
(H ⊗H)L+

[k ⊗ h]⊗ [g ⊗ l] 7→ [kS (h) g ⊗ l]
which is well-defined and hence also the map

m̂E :
H ⊗H

(H ⊗H)L+
�C

H ⊗H
(H ⊗H)L+

→ H ⊗H
(H ⊗H)L+∑[

k ⊗ hi
]
E
⊗
[
gi ⊗ l

]
E
7→
[∑

kS
(
hi
)
gi ⊗ l

]
E
.

is well defined. Observe that, by using (213) and (212) we have∑
π
(
k(1)

(
S
(
hi
)
gi
)
(1)

)
⊗ k(2)

(
S
(
hi
)
gi
)
(2)

=
∑

π
(
k(1)

)
⊗ k(2)

(
S
(
hi
)
gi
)

so that the maps∑[
k ⊗ hi

]
E
⊗
[
gi ⊗ l

]
E
7→
[∑

kS
(
hi
)
gi ⊗ l

]
E
,∑

k ⊗
[
hi ⊗ gi

]
A
7→
∑

kS
(
hi
)
gi

and ∑[
k ⊗ hi

]
E
⊗ gi 7→

∑
kS
(
hi
)
gi
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are left C-colinear and hence m̂E is also left colinear. Therefore the map

mE = −�Cm̂E : −�C
H ⊗H

(H ⊗H)L+
�C

H ⊗H
(H ⊗H)L+

→ H ⊗H
(H ⊗H)L+

is well-defined. Moreover, Q = −�CH can be equipped with the structure of an A-B-
bimodule functor, i.e. in our setting, with a well-defined structure of L-E-bimodule

functor given by AµQ = −�C
ÂµQ and µEQ = −�C µ̂EQ where

ÂµQ : H ⊗ L −→ H

k ⊗ l 7→ kl

µ̂EQ :
H ⊗H

(H ⊗H)L+
�CH −→ H∑

i

∑
j

[
ki,j ⊗ hi,j

]
E
⊗ gi 7→

∑
i

∑
j
ki,jS

(
hi,j
)
gi.

Similarly one can prove that AµQ and µEQ are well-defined. Let us calculate the

coequalizer
(
Q̂, l
)

= CoequFun

(
(Px) ◦

(
zlP
)
, (Px) ◦ (zrP )

)
defined in Proposition

7.6

Q̂ =
−⊗ A⊗H

−⊗ Im ((x⊗H) ◦ (H�Czl)− (x⊗H) ◦ (H�Czr))

=
−⊗ H�CH

Iw
⊗H

−⊗ Im ((x⊗H) ◦ (H�Czl)− (x⊗H) ◦ (H�Czr))
.

Since we are in the case when cocan is an isomorphism, we equivalently calculate,
for every

∑
hi ⊗ gi ∈ H�CH, k ∈ H and t ∈ L,(

(x⊗H) ◦
(
H�Cz

l
)
◦ (H�CH ⊗ cocan)

) (∑
hi ⊗ gi ⊗ k ⊗ t

)
=
[∑

hi ⊗ git(1)
]
⊗ kt(2)

and

((x⊗H) ◦ (H�Cz
r) ◦ (H�CH ⊗ cocan))

(∑
hi ⊗ gi ⊗ k ⊗ t

)
=
[∑

hi ⊗ gi
]
⊗ kεH (t) .

Having in mind that also ϕ is an isomorphism, we also compute

(ϕ⊗H)
(
(x⊗H) ◦

(
H�Cz

l
)
◦ (H�CH ⊗ cocan)

) (∑
hi ⊗ gi ⊗ k ⊗ t

)
= (ϕ⊗H)

[∑
hi ⊗ git(1)

]
⊗ kt(2) =

∑
S
(
hi
)
git(1) ⊗ kt(2)

and

(ϕ⊗H) ((x⊗H) ◦ (H�Cz
r) ◦ (H�CH ⊗ cocan))

(∑
hi ⊗ gi ⊗ k ⊗ t

)
= (ϕ⊗H)

[∑
hi ⊗ gi

]
⊗ kεH (t) =

∑
S
(
hi
)
gi ⊗ kεH (t) .
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Let

αl = (ϕ⊗H)
(
(x⊗H) ◦

(
H�Cz

l
)
◦ (H�CH ⊗ cocan)

)
and

αr = (ϕ⊗H) ((x⊗H) ◦ (H�Cz
r) ◦ (H�CH ⊗ cocan)) .

Then, for every
∑
hi ⊗ gi ∈ H�CH, k ∈ H and t ∈ L,

(αl − αr)
(∑

hi ⊗ gi ⊗ k ⊗ t
)

=
∑

S
(
hi
)
git(1) ⊗ kt(2) −

∑
S
(
hi
)
gi ⊗ kεH (t)

=
[∑

S
(
hi
)
gi ⊗ k

]
· t−

[∑
S
(
hi
)
gi ⊗ k

]
· εH (t) 1L

=
[∑

S
(
hi
)
gi ⊗ k

]
·
(
t− εH (t) 1L

)
so that we get

Im (αl − αr) = (L⊗H)L+

and hence the isomorphism ϕ : A = H�CH
Iw
−→ L induces an isomorphism(

Q̂, l
)

= CoequFun

(
(Px) ◦

(
zlP
)
, (Px) ◦ (zrP )

)
∼= −⊗ Coequ (αl, αr) = −⊗ L⊗H

(L⊗H)L+
.

In the sequel, given elements li ∈ L and hi ∈ H we will use the notation[∑
li ⊗ hi

]
bQ

=
∑

li ⊗ hi + (L⊗H)L+.

Following Proposition 7.6, the functor Q̂ can be equipped with the structure of a
B-A-bimodule functor, i.e. in our setting, with a structure of E-L-bimodule functor.

In particular Eµ bQ = −⊗ Êµ bQ : EQ̂→ Q̂ and µLbQ = −⊗ µ̂LbQ : Q̂A→ Q̂ where

Eµ bQ :
L⊗H

(L⊗H)L+
�C

H ⊗H
(H ⊗H)L+

−→ L⊗H
(L⊗H)L+∑

i

∑
j

∑
s

[
li,j ⊗ ki,j

]
bQ �C

[
hi,s ⊗ ti,s

]
E
7→
∑

i

∑
j

∑
s

[
li,jS

(
ki,j
)
hi,s ⊗ ti,s

]
bQ

and

µ̂LbQ : L⊗ L⊗H
(L⊗H)L+

−→ L⊗H
(L⊗H)L+

y ⊗ [y′ ⊗ h] bQ 7→ [yy′ ⊗ h] bQ .

Such a bimodule functor Q̂ is the one giving rise, together with the functor Q, to
the equivalence of the categories of modules over the monads A ' L and B = E
constructed in the above Subsection 8.1 (in particular see Theorems 8.6 and 8.9).
More explicitly,

LQE = −⊗E HL : EB = E (Comod-C)→ LA = L (Mod-k) = Mod-L

and

EQ̂L = −⊗L
L⊗H

(L⊗H)L+
: LA = Mod-L→ EB = E (Comod-C) .
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Now we will give details of the isomorphisms associated to the equivalence of cat-
egories. Given a right E-module functor F we will denote simply by − ⊗E F the
functor defined by

CoequFun

(
µEF EU, F EUλE

)
.

Let us consider the functor

EQ̂LLQE = −⊗E HL ⊗L
L⊗H

(L⊗H)L+
: EB = E (Comod-C)→ EB = E (Comod-C) .

We want to prove that EQ̂LLQE is functorially isomorphic to IdEB. Now, for any(
X, EµX

)
∈ EB we have(
X, EµX

)
⊗E E = CoequFun

(
µEEEU

(
X, EµX

)
, EEUλE

(
X, EµX

))
= CoequFun

(
mEX,E

EµX
) 3.14

=
(
X, EµX

)
.

Thus to this aim it is enough to construct an isomorphism of left E-modules β̂ :

HL ⊗L L⊗H
(L⊗H)L+ → H⊗H

(H⊗H)L+ . This will imply that β = −�C β̂ : Q̂LLQ = −�CHL ⊗L
L⊗H

(L⊗H)L+ → E = −�C
H⊗H

(H⊗H)L+ gives rise to a functorial isomorphism EQ̂LLQE '
IdEB. We want to show that β̂ is the following morphism

β̂ : H ⊗L
L⊗H

(L⊗H)L+
→ H ⊗H

(H ⊗H)L+

h⊗L [x⊗ h′] bQ 7→ [hx⊗ h′]E .

First we have to prove that it is a well-defined map. Let us consider the map

β : H ⊗ L⊗H → H ⊗H
(H ⊗H)L+

h⊗ x⊗ h′ 7→ [hx⊗ h′]E .

For every (x⊗ h′) ·
(
t− εH (t)

)
∈ (L⊗H)L+ we have

β
(
h⊗

[
(x⊗ h′) ·

(
t− εH (t)

)])
= β

(
h⊗ xt(1) ⊗ h′t(2) − h⊗ x⊗ h′εH (t)

)
= hxt(1) ⊗ h′t(2) − hx⊗ h′εH (t) ∈ (H ⊗H)L+

so that β factors through β : H ⊗ L⊗H
(L⊗H)L+ → H⊗H

(H⊗H)L+ . Moreover, for every l ∈ L,

we have

β (hl ⊗ x⊗ h′) = [(hl)x⊗ h′]E = [h (lx)⊗ h′]E = β (h⊗ lx⊗ h′)

so that β is also L-balanced and gives rise to the map β̂ : H⊗L L⊗H
(L⊗H)L+ → H⊗H

(H⊗H)L+ .

The inverse of β̂ is given by

θ̂ :
H ⊗H

(H ⊗H)L+
→ H ⊗L

L⊗H
(L⊗H)L+

[x⊗ y]E 7→ x⊗L [1L ⊗ y] bQ .
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This map is well-defined, in fact, let us consider the map θ : H ⊗ H → H ⊗L
L⊗H

(L⊗H)L+ defined by setting

θ (x⊗ y) = x⊗L [1L ⊗ y] bQ .

For every (h⊗ g) ·
(
t− εH (t)

)
∈ (H ⊗H)L+, we have (h⊗ g) ·

(
t− εH (t)

)
=

ht(1) ⊗ gt(2) − h⊗ gεH (t) and using that ∆ (L) ⊆ L⊗H, we compute

ht(1) ⊗L
(
1L ⊗ gt(2)

)
− h⊗L

(
1L ⊗ gεH (t)

)
= h⊗L t(1) ·

(
1L ⊗ gt(2)

)
− h⊗L

(
1L ⊗ gεH (t)

)
= h⊗L

(
t(1) ⊗ gt(2)

)
− h⊗L

(
1L ⊗ gεH (t)

)
= h⊗L

(
t(1) ⊗ gt(2) − 1L ⊗ gεH (t)

)
= h⊗L

(
(1L ⊗ g) · t− (1L ⊗ g) εH (t)

)
= h⊗L

(
(1L ⊗ g) ·

(
t− εH (t)

))
∈ H ⊗L (L⊗H)L+

so that θ factors through H⊗H
(H⊗H)L+ → H ⊗L L⊗H

(L⊗H)L+ giving rise to the map θ̂. We

compute, using definition of Q̂L = ⊗LQ̂ and µAbQ(
θ̂ ◦ β̂

)(
h⊗L [x⊗ h′] bQ

)
= θ̂ ([hx⊗ h′]E) = hx⊗L [1L ⊗ h′] bQ = h⊗L x · [1L ⊗ h′] bQ
= h⊗L [x1L ⊗ h′] bQ = h⊗L [x⊗ h′] bQ

and (
β̂ ◦ θ̂

)
([x⊗ y]E) = β̂

(
x⊗L [1L ⊗ y] bQ

)
= [x⊗ y]E .

Let us show that β̂ is an isomorphism of left E-modules. Using definition of µ̂EQ,

(215) i.e.
∑

i

∑
j k

i,j ⊗ S (hi,j) gi ∈ H ⊗ L, definition of m̂E we compute

β̂
(∑

i

∑
j

[
ki,j ⊗ hi,j

]
E
· gi ⊗L [x⊗ h′] bQ

)
= β̂

(∑
i

∑
j
ki,jS

(
hi,j
)
gi ⊗L [x⊗ h′] bQ

)
= β̂

(∑
i

∑
j
ki,j ⊗L S

(
hi,j
)
gi · [x⊗ h′] bQ

)
= β̂

(∑
i

∑
j
ki,j ⊗L

[
S
(
hi,j
)
gix⊗ h′

]
bQ

)
=
[∑

i

∑
j
ki,jS

(
hi,j
)
gix⊗ h′

]
E

=
∑

i

∑
j

[
ki,jS

(
hi,j
)
gix⊗ h′

]
E

=
∑

i

∑
j

[
ki,j ⊗ hi,j

]
E
·
[
gix⊗ h′

]
E

=
∑

i

∑
j

[
ki,j ⊗ hi,j

]
E
· β̂
(
gi ⊗L [x⊗ h′] bQ

)
.

Similarly we want to understand the other isomorphism. Given a right L-module
functor G we will denote simply by −⊗L G the functor defined by

CoequFun

(
µLGLU,GLUλL

)
.

Let us consider the functor

LQEEQ̂L = −⊗L
L⊗H

(L⊗H)L+
⊗E H : LA = Mod-L→ LA = Mod-L.

We want to prove that LQEEQ̂L is functorially isomorphic to IdLA. Now, for any(
X, LµX

)
∈ LA we have(
X, LµX

)
⊗L L = CoequFun

(
µLLLU

(
X, LµX

)
, LLUλL

(
X, LµX

))



201

= CoequFun

(
mLX,L

LµX
) 3.14

=
(
X, LµX

)
.

Thus to this aim it is enough to construct an isomorphism of left L-modules ζ̂ :
L⊗H

(L⊗H)L+ ⊗EH → L. This will imply that ζ = −⊗ ζ̂ : QEEQ̂ = −⊗ L⊗H
(L⊗H)L+ ⊗EH →

− ⊗ L gives rise to a functorial isomorphism LQEEQ̂L
∼= IdLA. We want to show

that ζ̂ is the following morphism

ζ̂ :
L⊗H

(L⊗H)L+
⊗E H → L∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗E g

i 7→
∑

i

∑
j
li,jS

(
hi,j
)
gi.

Let us consider

ζ : L⊗H�CH → L∑
i

∑
j
li,j ⊗ hi,j ⊗ gi 7→

∑
i

∑
j
li,jS

(
hi,j
)
gi

and let us prove that it is well-defined. By (217) we get that
∑

i

∑
j l
i,jS (hi,j) gi ∈ L.

Now we use that CH is coflat. Let us prove that

ζ
[
(L⊗H)L+�CH

]
= 0.

Let
∑

i z
i ⊗ hi ∈ (L⊗H)L+�CH where, for each i, zi ∈ (L⊗H)L+. This means

that there exist elements wi,j ∈ L⊗H and elements ti,j ∈ L+ such that

zi =
∑

j
wi,j · ti,j

Since wi,j ∈ L⊗H there exist li,j,k ∈ L and gi,j,k ∈ H such that

wi,j =
∑

k
li,j,k ⊗ gi,j,k.

Hence we have ∑
i
zi ⊗ hi =

∑
i

∑
j

∑
k

(
li,j,k ⊗ gi,j,k

)
· ti,j ⊗ hi

=
∑

i

∑
j

∑
k

[
li,j,kti,j(1) ⊗ g

i,j,kti,j(2) −
(
li,j,k ⊗ gi,j,k

)
εH
(
ti,j
)]
⊗ hi

=
∑

i

∑
j

∑
k
li,j,kti,j(1) ⊗ g

i,j,kti,j(2) ⊗ h
i −
(
li,j,k ⊗ gi,j,k

)
εH
(
ti,j
)
⊗ hi

so that

ζ
(∑

i
zi ⊗ hi

)
=
∑

i

∑
j

∑
k
li,j,kti,j(1)S

(
gi,j,kti,j(2)

)
hi −

(
li,j,kS

(
gi,j,k

))
εH
(
ti,j
)
hi

=
∑

i

∑
j

∑
k
li,j,kti,j(1)S

(
ti,j(2)

)
S
(
gi,j,k

)
hi −

(
li,j,kS

(
gi,j,k

))
εH
(
ti,j
)
hi

=
∑

i

∑
j

∑
k
li,j,kεH

(
ti,j
)
S
(
gi,j,k

)
hi −

(
li,j,kS

(
gi,j,k

))
εH
(
ti,j
)
hi = 0.

hence we have a well defined map ζ : L⊗H
(L⊗H)L+ �CH → L defined by setting

ζ
(∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗ g

i
)

=
∑

i

∑
j
li,jS

(
hi,j
)
gi.
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We now have to prove that this map induces a map ζ : L⊗H
(L⊗H)L+ ⊗E H → L. Let

e ∈ E. We have to prove that

ζ
(∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ · e⊗ g

i
)

= ζ
(∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗ e · g

i
)
.

Since e ∈ E, there exist xk, yk ∈ H such that e =
[∑

k x
k ⊗ yk

]
E
. Hence we have to

prove that

ζ
(∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ·
[∑

k
xk ⊗ yk

]
E
⊗ gi

)
= ζ

(∑
i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗

[∑
k
xk ⊗ yk

]
E
· gi
)

and by using definition of Eµ bQ and µEQ we have to prove that

ζ
(∑

i

∑
j

∑
k

[
li,jS

(
hi,j
)
xk ⊗ yk

]
bQ ⊗ g

i
)

= ζ
(∑

i

∑
j

∑
k

[
li,j ⊗ hi,j

]
bQ ⊗ x

kS
(
yk
)
gi
)

i.e. ∑
i

∑
j

∑
k
li,jS

(
hi,j
)
xkS

(
yk
)
gi =

∑
i

∑
j

∑
k
li,jS

(
hi,j
)
xkS

(
yk
)
gi

which is true, so that we can conclude that the map ζ̂ : L⊗H
(L⊗H)L+ ⊗E H → L is

well-defined. Now, we want to prove that ζ̂ is bijective. The inverse of ζ̂ is given by

Ξ : L→ L⊗H
(L⊗H)L+

⊗E H

l 7→ [1H ⊗ 1H ] bQ ⊗E l.
Now we compute(

Ξ ◦ ζ̂
)(∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗E g

i
)

= Ξ
(∑

i

∑
j
li,jS

(
hi,j
)
gi
)

= [1H ⊗ 1H ] bQ ⊗E
∑

i

∑
j
li,jS

(
hi,j
)
gi

=
∑

i

∑
j
[1H ⊗ 1H ] bQ ⊗E

[
li,j ⊗ hi,j

]
E
· gi =

∑
i

∑
j
[1H ⊗ 1H ] bQ

[
li,j ⊗ hi,j

]
E
⊗E gi

=
∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗E g

i

and (
ζ̂ ◦ Ξ

)
(l) = ζ

(
[1H ⊗ 1H ] bQ ⊗E l

)
= 1HS (1H) l = l.

Let us show that ζ̂ is an isomorphism of left L-modules. Let a ∈ L and let us
consider

ζ̂
(
a ·
∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗E g

i
)

= ζ̂
(∑

i

∑
j

[(
a · li,j

)
⊗ hi,j

]
bQ ⊗E g

i
)

=
∑

i

∑
j
ali,jS

(
hi,j
)
gi = a ·

(∑
i

∑
j
li,jS

(
hi,j
)
gi
)

= a · ζ̂
(∑

i

∑
j

[
li,j ⊗ hi,j

]
bQ ⊗E g

i
)
.
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As observed at the beginning of this section, this reproduces what happens in the
dual case of the [Scha4] setting where, starting from a Hopf-Galois extension, one
can produce a new Hopf algebra such that the Hopf-Galois object turns into a Hopf
bi-Galois object and Hopf algebras are Morita-Takeuchi equivalent. In our setting,
coming from a coGalois coextension we get a coherd, which allows us to compute
the monads and in particular a new monad together with the new bimodule functor.
Following the theory developed in the previous sections, we could then calculate in
details also the equivalence between the module categories with respects to the two
monads.

9.3. Galois comodules. Let BΣA be a B-A-bimodule. Let L = − ⊗B ΣA, R =
HomA (BΣA,−). Let C be an A-coring and let C = (−⊗A C,−⊗A ∆, r ◦ (−⊗A ε)).
Assume that (Σ, ρΣ) is a B-C-comodule i.e. (Σ, ρΣ) is a C-comodule and

ρΣ : Σ→ Σ⊗A C

is a morphism of B-A-bimodules. In particular the map

λ : B → EndC(Mod-A) ((Σ, ρΣ)) defined by setting λ (b) (x) = bx

is well-defined and is a ring morphism. Moreover λ is a monomorphism. In this
case β = − ⊗B ρΣ : − ⊗B ΣA → −⊗B ΣA ⊗A C is a left C-comodule functor. The
associated functorial morphism can = ϕ = (Cε) ◦ (βR) : LR→ C,

can : HomA (BΣA,−)⊗B ΣA
βR→ HomA (BΣA,−)⊗B ΣA ⊗A C

Cε→ −⊗A C
f ⊗B x 7→ f ⊗B x0 ⊗A x1 7→ f (x0)⊗A x1

canM : HomA (BΣA,M)⊗B ΣA →M ⊗A C
f ⊗B x 7→ f (x0)⊗A x1

can = (Cε) ◦ (βR) = (ε⊗A C) ◦ HomA (BΣA,−)⊗B ρΣ

canM = ϕM (f ⊗B t) = (ε⊗A C) (f ⊗B t0 ⊗A t1) = f (t0)⊗A t1.

We have

Kϕ : Mod-B → C (Mod-A) = Comod-C
M 7→ (M ⊗B Σ,M ⊗B ρΣ) .

Since Mod-B has all equalizers, Kϕ has a right adjoint

Dϕ (X, x) = Equ ((−⊗A C) ◦ ρΣ,HomA (BΣA, x))

= {f ∈ HomA (BΣA, X) | x ◦ f = (f ⊗A C) ◦ ρΣ}
= HomC(Mod-A) ((Σ, ρΣ) , (X, x))

Hence Dϕ = HomC(Mod-A) ((Σ, ρΣ) ,−) : C (Mod-A) = Comod-C →Mod-B has a left
adjoint Kϕ = (−⊗B Σ,−⊗B ρΣ) .

Theorem 9.6 ([GT, Theorem 3.1] ). HomC(Mod-A) ((Σ, ρΣ) ,−) : C (Mod-A) →
Mod-B is full and faithful if and only if
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1) −⊗B ΣA preserves the equalizer

HomC(Mod-A) ((Σ, ρΣ) , (X, x)) i // HomA (Σ, X)
x◦− //

(−⊗AC)◦ρΣ
// HomA (Σ, X ⊗A C) .

2) can : HomA (BΣA,−)⊗B ΣA → −⊗A C is a comonad isomorphism.

Proof. Apply Theorem 4.53 to the adjunction (−⊗B ΣA,HomA (BΣA,−)) . �

Theorem 9.7 ([GT, Theorem 3.2]). Kϕ : Mod-B → C (Mod-A) = Comod-C is an
equivalence of categories if and only if

1) −⊗B ΣA preserves the equalizer

HomC(Mod-A) ((Σ, ρΣ) , (X, x)) i // HomA (Σ, X)
x◦− //

(−⊗AC)◦ρΣ
// HomA (Σ, X ⊗A C) .

2) −⊗B ΣA reflects isomorphisms and
3) can : HomA (BΣA,−)⊗B ΣA → −⊗A C is a comonad isomorphism.

Proof. Apply Theorem 4.55 to the adjunction (−⊗B ΣA,HomA (BΣA,−)) . �

Let us now consider a particular case of the previous situation.
Let C be anA-coring and let Σ be a right C-comodule. Set T = EndC(Mod-A) ((Σ, ρΣ)).

Then it is easy to check that (Σ, ρΣ) is a T -C-comodule. Following [Wis], we say
that Σ is a Galois C-comodule whenever can : HomA (TΣA,−) ⊗T Σ → − ⊗A C is
an isomorphism. The adjunction

(CU, CF
)

for C = (−⊗A C,−⊗A ∆, r ◦ (−⊗A ε))
gives us the following

Proposition 9.8. Let C be an A-coring and let Σ be a right C-comodule. Set
T = EndC(Mod-A) ((Σ, ρΣ)). Then the map

ψL : HomA (TΣA, L)→ HomC(Mod-A)

(
(Σ, ρΣ) , CFL

)
defined by setting

ψL (f) = (f ⊗A C) ◦ ρΣ

is an isomorphism whose inverse is defined by setting (ψL)−1 (h) = rL ◦ (L⊗A ε)◦h
, for every L ∈Mod-A. In this way we get a functorial isomorphism

ψ : HomA (TΣA,−)→ HomC(Mod-A)

(
(Σ, ρΣ) , CF

)
.

9.9. Note that, in particular, we have

ψA : HomA (TΣA, A)→ HomC(Mod-A)

(
(Σ, ρΣ) , CFA

)
where

HomC(Mod-A)

(
(Σ, ρΣ) , CFA

)
= HomC(Mod-A) ((Σ, ρΣ) , A⊗A C)
' HomC(Mod-A) ((Σ, ρΣ) , C)

so that

ψA : HomA (TΣA, A)→ HomC(Mod-A) ((Σ, ρΣ) , C)
and is defined by setting

[ψA (f)] (t) = [lC ◦ (f ⊗A C) ◦ ρΣ] (t) = f (t0) t1.
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Theorem 9.10 ([GT]). Let C be an A-coring and let Σ be a right C-comodule.
Assume that AC is flat. Set T = EndC(Mod-A) ((Σ, ρΣ)). Then the following are
equivalent:

(a) The functor HomC(Mod-A) ((Σ, ρΣ) ,−) : C (Mod-A) → Mod-T is full and
faithful where C = −⊗AC.

(b) ε : HomC(Mod-A) ((Σ, ρΣ) ,−⊗T Σ)→ C (Mod-A) is an isomorphism.

(c) (Σ, ρΣ) is a generator of C (Mod-A).
(d) can : HomC(Mod-A) ((Σ, ρΣ) ,−)⊗T Σ→ −⊗A C is an isomorphism and TΣ is

flat.

Proof. By Proposition A.12, AC is flat if and only if (Mod-A)C is a Grothendieck

category and the forgetful functor U : (Mod-A)C → Mod-A is left exact. Also,
by the foregoing, Dϕ = HomC(Mod-A) ((Σ, ρΣ) ,−) : C (Mod-A) → Mod-T has a left
adjoint Kϕ = (−⊗T Σ,−⊗T ρΣ) .

(a)⇔ (b) It follows by Proposition 2.32.
(a)⇔ (c) It follows by Proposition A.3.
(c)⇒ (d) Since (Σ, ρΣ) is a generator of C (Mod-A) and since (−⊗T Σ,−⊗T ρΣ) :

Mod-T → C (Mod-A) is a left adjoint of HomC(Mod-A) ((Σ, ρΣ) ,−) : C (Mod-A) →
Mod-T, by Gabriel-Popescu Theorem A.9, (−⊗T Σ,−⊗T ρΣ) is a left exact func-

tor. Since the forgetful functor U : (Mod-A)C → Mod-A is also left exact, we
deduce that − ⊗T Σ : Mod-T → Mod-A is left exact i.e. TΣ is flat. Since
HomC(Mod-A) ((Σ, ρΣ) ,−) is full and faithful, by Theorem 9.6, can is an isomorphism.

(d)⇒ (a) It follows by Theorem 9.6. �

Theorem 9.11 ([GT]). Let C be an A-coring, let B be a ring and assume that AC
is flat. Let (Σ, ρΣ) be a B-C-comodule. Then the following are equivalent:

(a) The functor −⊗B ΣA : Mod-B → C (Mod-A) is an equivalence of categories
where C = −⊗A C.

(b) can : HomA (BΣA,−)→ −⊗A C is an isomorphism and BΣ is faithfully flat.
(c) (Σ, ρΣ) is a generator of C (Mod-A) and the functor − ⊗B Σ : Mod-B →

C (Mod-A) is full and faithful.
(d) (Σ, ρΣ) is a generator of C (Mod-A), the functor − ⊗B Σ : Mod-B →

C (Mod-A) is faithful and λ : B → T = EndC(Mod-A) ((Σ, ρΣ)) is an iso-
morphism.

Proof. (a) ⇒ (b) By Theorem 9.7, can is an isomorphism. Since AC is flat, by
Proposition A.12, the forgetful functor U : C (Mod-A) → Mod-A is exact. Since U
is also faithful, we get that the functor

−⊗B ΣA : Mod-B →Mod-A

is faithful and exact.
(b)⇒ (a) It follows by Theorem 9.7.
(a) ⇒ (c) Since B is a generator of Mod-B, BΣ ' B ⊗BΣ is a generator of

C (Mod-A).
(c) ⇒ (d) Since − ⊗B Σ : Mod-B → C (Mod-A) is full and faithful and it is

the left adjoint of the adjunction
(
−⊗B Σ,HomC(Mod-A) ((Σ, ρΣ) ,−)

)
, the unit is a
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functorial isomorphism. In particular we have that

ηB : B → HomC(Mod-A) ((Σ, ρΣ) , (B ⊗B Σ, ρΣ)) ' EndC(Mod-A) ((Σ, ρΣ))

is an isomorphism. Note that ηB is exactly λ.
(d)⇒ (b) By Theorem 9.10, can : HomC(Mod-A) ((Σ, ρΣ) ,−)⊗B Σ→ −⊗A C is an

isomorphism and BΣ is flat. Since − ⊗B Σ : Mod-B → C (Mod-A) is faithful and
U : C (Mod-A)→Mod-A is also faithful, the functor −⊗BΣA = U (−⊗B Σ) : Mod-
B → (Mod-A) is faithful. Then BΣ is faithfully flat. �

Remark 9.12. By Theorem 9.11 we deduce that if −⊗BΣA : Mod-B → C (Mod-A)
is an equivalence of categories then Σ is a Galois C-comodule.

9.13. Let BΣA be a B-A-bimodule. In the case that ΣA is finitely generated and
projective we have a natural isomorphism

Λ : HomA (Σ,−)→ −⊗A Σ∗

f 7→ f (xi)⊗A x∗i
where Σ∗ = HomA (Σ, A) and (xi, x

∗
i )i=1,...,n is a dual basis for ΣA. We can consider

the adjunction (−⊗B ΣA,−⊗A Σ∗) and the associated comonad − ⊗A Σ∗ ⊗B ΣA :
Mod-A→ Mod-A, then the A-coring Σ∗ ⊗B ΣA is called the comatrix coring asso-
ciated to the bimodule BΣA. Moreover, when (Σ, ρΣ) is a B-C-comodule then we
have the following commutative diagram

(218) HomA (Σ,−)⊗B Σ
Λ⊗BΣ //

can
((QQQQQQQQQQQQQ

−⊗A Σ∗ ⊗B Σ

−⊗Acanwwnnnnnnnnnnnn

−⊗A C
where

can : Σ∗ ⊗B Σ→ C
defined by setting

can (φ⊗B s) = φ (s0) s1

is a morphism of A-corings where Σ∗ ⊗B Σ is an A-coring via comultiplication
∆ (ϕ⊗B t) =

∑
i

ϕ⊗B xi ⊗A x∗i ⊗B t and counit ε (ϕ⊗B t) = ϕ (t) .

Remark 9.14. Following [BrWi, pag 189] we say that Σ is a Galois C-comodule
when ΣA is finitely generated and projective and ev : HomC(Mod-A) (Σ, C)⊗B Σ→ C
is an isomorphism.

Corollary 9.15 ([GT]). Let C be an A-coring, let B be a ring and let (Σ, ρΣ) be a
B-C-bicomodule. Then the following are equivalent:

(a) AC is flat and the functor −⊗B Σ : Mod-B → C (Mod-A) is an equivalence
of categories where C = −⊗A C

(b) ΣA is finitely generated and projective, the canonical map can : Σ∗⊗BΣ→ C
is an isomorphism and BΣ is faithfully flat

(c) AC is flat, Σ is a finitely generated projective generator of C (Mod-A) and
λ : B → T = EndC(Mod-A) ((Σ, ρΣ)) is an isomorphism.
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Proof. (a)⇒ (c) Apply Proposition A.19 to the functor T = −⊗B Σ. Since B is a
finitely generated and projective generator of Mod-B, ΣC ' B ⊗B ΣC is a finitely
generated and projective generator of C (Mod-A). By the equivalence (a) ⇔ (d) of
Theorem 9.11 we get that λ : B → T = EndC(Mod-A) ((Σ, ρΣ)) is an isomorphism.

(c) ⇒ (b) Let us consider U : C (Mod-A) → Mod-A which is the left adjoint
of the free functor − ⊗A C : Mod-A → C (Mod-A). We have to prove that ΣA is
finitely generated and projective. Now, by Proposition A.18, we prove that ΣA is
finite, i.e. that HomMod-A (ΣA,−) preserves coproducts. Let us consider a family
(Ai)i∈I ∈Mod-A. We have the following∐

i∈I

HomMod-A (U (Σ) , Ai)
(U,−⊗AC)adj
'

∐
i∈I

HomC(Mod-A) (Σ, Ai ⊗A C)

Σfinite' HomC(Mod-A)

(
Σ,
∐
i∈I

(Ai ⊗A C)

)
−⊗ACright adj
' HomC(Mod-A)

(
Σ,

(∐
i∈I

Ai

)
⊗A C

)
(U,−⊗AC)adj
' HomMod-A

(
U (Σ) ,

∐
i∈I

Ai

)
Since ΣA = U (Σ) we deduce that HomMod-A (ΣA,−) preserves coproducts. Since by
assumption AC is flat, by Theorem 9.10 (c)⇒ (d) we get that
can : HomC(Mod-A) ((Σ, ρΣ) ,−)⊗BΣ→ −⊗A C is an isomorphism and BΣ is flat. By
diagram 218 we obtain that can is also an isomorphism. Since Σ is a finitely gener-
ated projective generator of C (Mod-A), by Corollary A.21 HomC(Mod-A) ((Σ, ρΣ) ,−)

is an equivalence of categories, hence so is − ⊗B Σ : Mod-B → C (Mod-A) so that

BΣ is faithfully flat.
(b) ⇒ (a) Since can is an isomorphism, we have that AC is flat if and only if

AΣ
∗ ⊗B Σ is flat. By assumption we know that BΣ is flat. Since ΣA is finitely

generated and projective, also AΣ∗ is finitely generated and projective so AΣ∗ is flat.
Therefore the functor −⊗A Σ∗⊗B Σ is left exact and, since can is an isomorphism,
−⊗AC is also left exact. By diagram 218, since can is an isomorphism, can is also an
isomorphism. Now, AC is flat and BΣ is faithfully flat, then we can apply Theorem
9.11 (b) ⇒ (a) to deduce that − ⊗B Σ : Mod-B → C (Mod-A) is an equivalence of
categories. �

Remark 9.16. By Corollary 9.15 we deduce that if AC is flat and −⊗B ΣA : Mod-
B → C (Mod-A) is an equivalence of categories, then Σ is a Galois C-comodule.

Corollary 9.17 ([GT, Theorem 3.10] Generalized Descent for Modules). Let BΣA

be a B-A-bimodule such that ΣA is finitely generated and projective. Let Σ∗ =
HomA (Σ, A) . Then the following are equivalent:

(a) A (Σ∗ ⊗B Σ) is flat and the functor − ⊗B Σ : Mod-B → C (Mod-A) is an
equivalence of categories where C = −⊗A Σ∗ ⊗B Σ

(b) BΣ is faithfully flat.

Proof. By (9.13) we have that Σ∗ ⊗B Σ is an A-coring and thus C = −⊗A Σ∗ ⊗B Σ
is a comonad on Mod-A. Note that Σ is a B-C-bicomodule via a canonical right
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coaction ρCΣ : Σ→ Σ⊗A Σ∗⊗B Σ defined by setting ρCΣ (s) =
n∑
i=1

xi⊗A x∗i ⊗B s where

(xi, x
∗
i )i=1,...,n is a dual basis for ΣA. Then we can apply Corollary 9.15 (a)⇔ (b) to

the case ”C” = Σ∗ ⊗B Σ so that can : Σ∗ ⊗B Σ→ C is the identity map. �

9.18. Let B → A a k-algebra extension. Let ”BΣA” = BAA in 9.13. Then the
comatrix coring becomes C = A⊗BA which is an A-coring with coproduct ∆C : C =
A⊗B A→ C ⊗A C = A⊗B A⊗A A⊗B A defined by setting

∆C (a⊗B a′) = a⊗B 1A ⊗A 1A ⊗B a′

and counit εC : C = A⊗B A→ A defined by setting

εC (a⊗B a′) = aa′

for every a, a′ ∈ A. Such A-coring C = A⊗BA is called canonical coring or Sweedler
coring associated to the algebra extension B → A.

Definition 9.19. Let B be a k-algebra and let B
σ→ A be an algebra extension.

A right descent datum from A to B is a right A-module M together with a right
A-module morphism δ : M →M ⊗B A such that

(219) (δ ⊗B A) ◦ δ = (M ⊗B σ ⊗B A) ◦
(
M ⊗B l−1

A

)
◦ δ

and

(220) µM ◦ δ = M

where l−1
A : B ⊗B A → A is the canonical isomorphism and µM : M ⊗B A → M is

induced by the A-module structure of M,µAM : M ⊗ A→ A. Given (M, δ) , (M ′, δ′)
two right descent data from A to B, a morphism of right descent data from A to B
is a right A-module map f : M →M ′ such that

δ′ ◦ f = (f ⊗B A) ◦ δ.

We will denote by D (A ↓ B) the category of right descent data. Similarly one can
define left descent data from A to B and their category (A ↓ B)D.

Let A = (A,mA, uA) be a monad on a category A. Then we can consider the
adjunction (AF , AU) , where AF : A → AA and AU : AA → A, with unit uA
which is the unit of the monad and counit λA determined by AU

(
λA
(
X, AµX

))
=

AµX for every
(
X, AµX

)
∈ AA. Then AFAU is a comonad on the category AA by

Proposition 4.4. Hence we can consider the category of comodules for the comonad
C = AFAU, AFAU (AA) = C (AA) which is the category of descent data with respect to
the monad A and it is denoted by DesA (A) .

Example 9.20. Let B
σ→ A be a k-algebra extension. Then A is a B-ring. In fact

mA : A ⊗ A → A induces m : A ⊗B A → A as follows. We have to prove that
mA (ab⊗ a′) = mA (a⊗ ba′) . We compute

mA (ab⊗ a′) = mA (aσ (b)⊗ a′) = (aσ (b)) a′

= a (σ (b) a′) = mA (a⊗ σ (b) a′) = mA (a⊗ ba′) .
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Moreover the unit is u = σ : B → A. Then A =
(
−⊗B A,−⊗B m, (−⊗R u) ◦ r−1

−
)

is a monad on the category of right B-modules, Mod-B, as in Example 3.3. Note
that we have an iso of categories K : Mod-A→ A (Mod-B) given by

Mod-A −→ A (Mod-B)(
X,µAX

)
7→

(
X,µAX

)
where µAX : X ⊗B A→ X is well-defined starting from µAX : X ⊗A→ X. In fact we
have

µAX (xb⊗ a) = µAX
(
µAX (x⊗ σ (b))⊗ a

)
XisA-mod

= µAX (x⊗mA (σ (b)⊗ a)) = µAX (x⊗ ba) .

Now, since A =
(
−⊗B A,−⊗B m, (−⊗R u) ◦ r−1

−
)

is a monad, we can consider

AF = −⊗B A : Mod-B → A (Mod-B) 'Mod-A and AU = −⊗A AB : A (Mod-B) '
Mod-A→Mod-B so that C = AFAU = −⊗AA⊗BA is a comonad on A (Mod-B) '
Mod-A associated to the A-coring C = A⊗B A. The category of comodules for the
comonad C = AFAU = −⊗AA⊗B A is then the category of right comodules for the
A-coring C = A⊗B A

AFAU (A (Mod-B)) = C (A (Mod-B)) = (A (Mod-B)) C ' (Mod-A) C

= C (Mod-A) = AFAU (Mod-A)

and it is the category of right descent data from A to B, usually denoted by
D (A ↓ B) .

Corollary 9.21 ([Scha4, Theorem 4.5.2] Faithfully flat descent). Let A be a k-
algebra and let B ⊆ A be a k-algebra extension. Let C = A ⊗B A be the canonical
A-coring. The following statements are equivalent:

(a) BA is flat and the functor −⊗B A : Mod-B → D (A ↓ B) is an equivalence
of categories;

(b) BA is faithfully flat.

Proof. Apply Corollary 9.17 to the case ”BΣA” = BAA, noting that by Example
9.20 C (Mod-A) = D (A ↓ B) where C = −⊗A C = −⊗A A⊗B A. �

Remark 9.22. The inverse equivalence of the induction functor − ⊗B A : Mod-
B → D (A ↓ B) = C (Mod-A) where C = − ⊗A C = − ⊗A A ⊗B A, maps a descent
datum (M, δ) into M coδ = {m ∈M | δ (m) = m⊗B 1A} ' M coC. Moreover, since
we have an equivalence, in particular the counit is an isomorphism, so that the map

M coδ ⊗B A
εM−→M

m⊗B a 7→ ma

is an isomorphism with inverse given by

M → M coδ ⊗B A
m 7→ δ (m) .

In fact we have [(δ ⊗B A) ◦ δ] (m) = m00 ⊗B m01 ⊗B m1 = m0 ⊗B 1A ⊗B m1 so that
δ (m) ∈M coδ ⊗B A.
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Now, we consider a particular case of the setting investigated above.

Lemma 9.23. Let C be an A-coring. Then A can be endowed with a right C-comodule
structure ρCA if and only if C has a grouplike element, namely

[(
lAC ◦ ρCA

)
(1A)

]
.

Proof. Assume first that A has a right C-comodule structure given by ρCA. We want
to prove that g =

[(
lAC ◦ ρCA

)
(1A)

]
is a grouplike element for C. First, from

g =
[(
lAC ◦ ρCA

)
(1A)

]
we deduce that

(221) ρCA (1A) =
(
lAC
)−1

(g) = 1A ⊗A g

Let us compute

∆C
((
lAC ◦ ρCA

)
(1A)

)
=
(
∆C ◦ lAC ◦ ρCA

)
(1A) =

[(
lAC ⊗A C

)
◦
(
A⊗A ∆C

)
◦ ρCA

]
(1A)

ArightC-com
=

[(
lAC ⊗A C

)
◦
(
ρCA ⊗A C

)
◦ ρCA

]
(1A) =

[(
lAC ⊗A C

)
◦
(
ρCA ⊗A C

)] (
ρCA (1A)

)
(221)
=
[(
lAC ⊗A C

)
◦
(
ρCA ⊗A C

)]
(1A ⊗A g) =

[(
lAC ◦ ρCA

)
⊗A C

]
(1A ⊗A g)

=
(
lAC ◦ ρCA

)
(1A)⊗A g = g ⊗A g.

Moreover

εC
((
lAC ◦ ρCA

)
(1A)

)
=
(
εC ◦ lAC ◦ ρCA

)
(1A)

=
[
lA ◦

(
A⊗A εC

)
◦ ρCA

]
(1A)

ArightCcom
= 1A.

Conversely, let us assume that g ∈ C is a grouplike element and let us define ρCA :
A→ A⊗A C by setting

ρCA (a) = 1A ⊗A g · a.
We have to check that it defines a C-comodule structure on A. We compute, for
every a ∈ A,[(

A⊗A ∆C
)
◦ ρCA

]
(a) =

(
A⊗A ∆C

)
(1A ⊗A g · a)

∆CAlin
= 1A ⊗A g ⊗A g · a

=
(
ρCA ⊗A C

)
(1A ⊗A g · a) =

[(
ρCA ⊗A C

)
◦ ρCA

]
(a)

so that (
A⊗A ∆C

)
◦ ρCA =

(
ρCA ⊗A C

)
◦ ρCA.

We also have, for every a ∈ A,[
rAA ◦

(
A⊗A εC

)
◦ ρCA

]
(a) =

[
rAA ◦

(
A⊗A εC

)]
(1A ⊗A g · a)

= rAA
(
1A ⊗A εC (g · a)

) εCAlin
= 1Aε

C (g) a = a

so that

rAA ◦
(
A⊗A εC

)
◦ ρCA = IdA.

�
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Let C be an A-coring and assume that g ∈ C is a grouplike element. Then we can
consider the map ρA : A→ A⊗A C defined by setting

ρA (a) = 1A ⊗A (g · a) for every a ∈ A.
We denote by C = − ⊗A C. Then, by Lemma 9.23, (A, ρA) is a right C-comodule
and

EndC(Mod-A) ((A, ρA)) ' {b ∈ A | 1A ⊗A (g · b) = b⊗A g}
= {b ∈ A | 1A ⊗A (g · b) = 1A ⊗A bg} = {b ∈ A | g · b = bg} = AcoC.

In this case the map
can : Σ∗ ⊗B Σ = A⊗B A→ C

is defined by setting
can (a⊗B a′) = aga′

and C is called a Galois coring iff can is an isomorphism and B = AcoC.

Proposition 9.24. Let C be an A-coring and assume that g ∈ C is a grouplike
element. Let B ⊆ AcoC. Then the following statements are equivalent:

(a) AC is flat and the functor −⊗B A : Mod-B → C (Mod-A) = (Mod-A)C is an
equivalence of categories;

(b) the canonical map can : A⊗BA→ C is an isomorphism and BA is faithfully
flat;

(c) AC is flat, A is a finitely generated projective generator of C (Mod-A) and
λ : B → T = EndC(Mod-A) ((A, ρA)) = AcoC is an isomorphism.

Theorem 9.25. [BRZ2002, Theorem 5.6]Let C be an A-coring and assume that
g ∈ C is a grouplike element.

1) If C is a Galois coring and AcoCA is faithfully flat, then the functor −⊗AcoCA :

Mod-AcoC → C (Mod-A) = (Mod-A)C is an equivalence of categories and AC
is flat.

2) If the functor − ⊗AcoC A : Mod-AcoC → C (Mod-A) is an equivalence of
categories, then C is a Galois coring.

3) If AC is flat and the functor − ⊗AcoC A : Mod-AcoC → C (Mod-A) is an
equivalence of categories, then AcoCA is faithfully flat.

Proof. 1) follows from Proposition 9.24 (b)⇒ (a).
2) follows from Theorem 9.7.
3) follows from Proposition 9.24 (a)⇒ (b). �

Corollary 9.26. Let C be an A-coring and assume that g ∈ C is a grouplike
element. Assume that AC is flat. Let B ⊆ AcoC. Then the following statements are
equivalent:

(a) the functor − ⊗B A : Mod-B → C (Mod-A) = (Mod-A)C is an equivalence
of categories;

(b) the canonical map can : A⊗BA→ C is an isomorphism and BA is faithfully
flat;

(c) A is a finitely generated projective generator of C (Mod-A) and λ : B → T =
EndC(Mod-A) ((A, ρA)) = AcoC is an isomorphism.
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Definition 9.27. Let k be a commutative ring. An entwining structure (A,C, ψ)
over k consists of

• A = (A,m, u) a k-algebra
• C = (C,∆, ε) a k-coalgebra
• ψ : C ⊗ A→ A⊗ C satisfying the following relations

(222)
(m⊗ C)◦ (A⊗ ψ)◦ (ψ ⊗ A) = ψ ◦ (C ⊗m) and ψ ◦ (C ⊗ u)◦r−1

C = (u⊗ C)◦ l−1
C

and
(223)
(ψ ⊗ C) ◦ (C ⊗ ψ) ◦ (∆⊗ A) = (A⊗∆) ◦ψ and rA ◦ (A⊗ ε) ◦ψ = lA ◦ (ε⊗ A) .

Notation 9.28. Let (A,C, ψ) be an entwining structure over k. We will use sigma
notation

ψ (c⊗ a) =
∑

aα ⊗ cα

or with summation understood

ψ (c⊗ a) = aα ⊗ cα.
Using this notation we can rewrite (222) and (223) as follows

(ab)α ⊗ c
α = aαbβ ⊗ cαβ, ψ (c⊗ 1A) = (1A)α ⊗ c

α = 1A ⊗ c(224)

aα ⊗ cα1 ⊗ cα2 = aαβ ⊗ cβ1 ⊗ cα2 , aαεC (cα) = εC (c) a(225)

Moreover we set, for every a, b, a′, b′ ∈ A and c ∈ C
a (b⊗ c) = ab⊗ c and (b⊗ c) b′ = bψ (c⊗ b′) = bb′α ⊗ cα.

We also define a map ∆C : C = A⊗ C → C ⊗A C = A⊗ C ⊗A A⊗ C, by setting

∆C (a⊗ c) = a⊗ c(1) ⊗A 1A ⊗ c(2)

and a map εC : C → A, as follows

εC (a⊗ c) = aε (c) .

Definition 9.29. Let (A,C, ψ) be an entwining structure. An entwined (A,C, ψ)-
module is a triple

(
M,µAM , ρ

C
M

)
where

(
M,µAM

)
is a right A-module,

(
M,ρCM

)
is a

right C-comodule such that the structures are compatible(
µAM ⊗ C

)
◦ (M ⊗ ψ) ◦

(
ρCM ⊗ A

)
= ρCM ◦ µAM

i.e. for every m ∈M and for every a ∈ A we have

(226)
∑

(ma)0 ⊗ (ma)1 =
∑

m0aα ⊗mα
1 .

A morphism of entwined modules f :
(
M,µAM , ρ

C
M

)
→
(
N,µAN , ρ

C
N

)
is a morphism of

right A-modules and a morphism of right C-comodules. We denote byMC
A (ψ) the

category of entwined (A,C, ψ)-modules.

Proposition 9.30 ([BrWi, 32.6 pg. 325]). Let k be a commutative ring, let A =
(A,m, u) be a k-algebra and let C = (C,∆, ε) be a k-coalgebra.

1) If (A,C, ψ) is an entwining structure, then, using the notations introduced
in (9.28),

(
C = A⊗ C,∆C, εC

)
is an A-coring that will be called the A-coring

associated to the entwining (A,C, ψ) .
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2) If A ⊗ C is an A-coring then (A,C, ψ) is an entwining structure where
ψ (c⊗ a) = (1A ⊗ c) · a.

3) If C = A ⊗ C is the A-coring associated to the entwining (A,C, ψ), then

MC
A = (Mod-A)C 'MC

A (ψ).

Proof. 1) Let us define the A-bimodule structures on C = A ⊗ C. Set, for every
a, b, a′, b′ ∈ A and c ∈ C

a (b⊗ c) = ab⊗ c and (b⊗ c) b′ = bψ (c⊗ b′) = bb′α ⊗ cα

i.e.
a′ (b⊗ c) b′ = a′bψ (c⊗ b′) = a′bb′α ⊗ cα.

We check the right module structure. Let us compute

(a⊗ c) (bb′) = aψ (c⊗ bb′) = a [ψ (C ⊗m) (c⊗ b⊗ b′)]
ψentw
= a [((m⊗ C) ◦ (A⊗ ψ) ◦ (ψ ⊗ A)) (c⊗ b⊗ b′)]

= a [((m⊗ C) ◦ (A⊗ ψ)) (bα ⊗ cα ⊗ b′)] = a
[
(m⊗ C)

(
bα ⊗ b′β ⊗ (cα)β

)]
= a

(
bαb
′
β ⊗ (cα)β

)
= abαb

′
β ⊗ (cα)β = (abα ⊗ cα) b′ = ((a⊗ c) b) b′.

Let us calculate

(a⊗ c) 1A = aψ (c⊗ 1A) = a [(ψ ◦ (C ⊗ u)) (c⊗ 1k)]

= a
[(
ψ ◦ (C ⊗ u) ◦ r−1

C

)
(c)
] ψentw

= a
[(

(u⊗ C) ◦ l−1
C

)
(c)
]

= a [(u⊗ C) (1k ⊗ c)] = a (1A ⊗ c) = a⊗ c.
Now, let us check that it is a bimodule

(a′ (a⊗ c)) b′ = a′aψ (c⊗ b′) = a′ (aψ (c⊗ b′)) = a′ ((a⊗ c) b′) .
We define the coproduct on C = A⊗C, ∆C : C = A⊗C → C⊗AC = A⊗C⊗AA⊗C,
by setting

∆C (a⊗ c) = a⊗ c(1) ⊗A 1A ⊗ c(2)
where we denote ∆ (c) = c(1) ⊗ c(2). It is straightforward to check that it is left
A-linear. Let us check it is also right A-linear. Let us compute

∆C ((a⊗ c) b′) = ∆C (aψ (c⊗ b′)) = ∆C (ab′α ⊗ cα)

= ab′α ⊗ cα(1) ⊗A 1A ⊗ cα(2)
(225)
= a (b′α)β ⊗ c

β
(1) ⊗A 1A ⊗ cα(2)

= aψ
(
c(1) ⊗ b′α

)
⊗A 1A ⊗ cα(2)

(224)
= aψ

(
c(1) ⊗ b′α

)
⊗A ψ

(
cα(2) ⊗ 1A

)
=
(
a⊗ c(1)

)
b′α ⊗A ψ

(
cα(2) ⊗ 1A

)
=
(
a⊗ c(1)

)
⊗A b′αψ

(
cα(2) ⊗ 1A

)
= a⊗ c(1) ⊗A

(
b′α ⊗ cα(2)

)
1A = a⊗ c(1) ⊗A b′α ⊗ cα(2)

= a⊗ c(1) ⊗A ψ
(
c(2) ⊗ b′

)
= a⊗ c(1) ⊗A ψ

(
c(2) ⊗ b′

)
= a⊗ c(1) ⊗A

(
1A ⊗ c(2)

)
b′ =

(
a⊗ c(1) ⊗A 1A ⊗ c(2)

)
b′ =

(
∆C (a⊗ c)

)
b′

Let us check the coassociativity(
∆C ⊗ C

) (
a⊗ c(1) ⊗A 1A ⊗ c(2)

)
= a⊗ c(1)(1) ⊗A 1A ⊗ c(1)(2) ⊗A 1A ⊗ c(2)
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∆coass
= a⊗ c(1) ⊗A 1A ⊗ c(2)(1) ⊗A 1A ⊗ c(2)(2)

=
(
C ⊗∆C

) (
a⊗ c(1) ⊗A 1A ⊗ c(2)

)
.

We define the counit of C, εC : C → A, as follows

εC (a⊗ c) = aε (c) .

It is straightforward to check that εC is left A-linear. Let us check it is also right
A-linear. Let us compute

εC ((a⊗ c) b′) = εC (aψ (c⊗ b′)) = εC (ab′α ⊗ cα) = ab′αε (cα)

(225)
= aε (c) b′ =

(
εC (a⊗ c)

)
b′.

Let now check the counitality(
rC ◦

(
C ⊗ εC

)
◦∆C

)
(a⊗ c) =

(
rC ◦

(
C ⊗ εC

)) (
a⊗ c(1) ⊗A 1A ⊗ c(2)

)
= rC

(
a⊗ c(1) ⊗A ε

(
c(2)
))

= a⊗ c
and similarly(

lC ◦
(
εC ⊗ C

)
◦∆C

)
(a⊗ c) =

(
lC ◦

(
εC ⊗ C

)) (
a⊗ c(1) ⊗A 1A ⊗ c(2)

)
= lC

(
aε
(
c(1)

)
⊗A 1A ⊗ c(2)

)
= a⊗ c

the right counitality is proved.
2) Assume that A⊗C is an A-coring with the coproduct and counit as above, i.e.

∆C (a⊗ c) = a⊗ c(1) ⊗A 1A ⊗ c(2) and εC (a⊗ c) = aε (c) .

Let us set
ψ (c⊗ a) = (1A ⊗ c) · a.

We want to prove that ψ is an entwining for A and C. Since A⊗ C is an A-coring,
it is in particular a right A-module, so that

((a⊗ c) · a′) · b′ = (a⊗ c) · (a′b′)
i.e.

(227) aa′αb
′
β ⊗ cαβ = a (a′b′)α ⊗ c

α

Let us compute, for every a, b ∈ A and c ∈ C
[(m⊗ C) ◦ (A⊗ ψ) ◦ (ψ ⊗ A)] (c⊗ a⊗ b)

= [(m⊗ C) ◦ (A⊗ ψ)] (ψ (c⊗ a)⊗ b)

= [(m⊗ C) ◦ (A⊗ ψ)] (aα ⊗ cα ⊗ b) = (m⊗ C)
(
aα ⊗ bβ ⊗ (cα)β

)
= aαbβ ⊗ (cα)β

(227)
= (ab)α ⊗ c

α

= ψ (c⊗ ab) = [ψ ◦ (C ⊗m)] (c⊗ a⊗ b)
and [

ψ ◦ (C ⊗ u) ◦ r−1
C

]
(c) = [ψ ◦ (C ⊗ u)] (c⊗ 1k) = ψ (c⊗ 1A)

= (1A ⊗ c) · 1A
A⊗CrightAmod

= 1A ⊗ c = (u⊗ C) (1k ⊗ c) =
[
(u⊗ C) ◦ l−1

C

]
(c) .
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On the other hand, ∆C and εC are A-bilinear maps and in particular right A-module
map so that we have

∆C ((a⊗ c) b′) =
(
∆C (a⊗ c)

)
b′ and εC ((a⊗ c) b′) =

(
εC (a⊗ c)

)
b′

i.e.

(228) ab′α ⊗ cα(1) ⊗A 1A ⊗ cα(2) = a⊗ c(1) ⊗A b′α ⊗ cα(2)
and

(229) ab′αε (cα) = aε (c) b′.

Then, for every c ∈ C and a ∈ A, we have

[(A⊗∆) ◦ ψ] (c⊗ a) = (A⊗∆) (aα ⊗ cα) = aα ⊗ cα(1) ⊗ cα(2)
(228)
= 1A ⊗ c(1)aα ⊗ cα(2) = ψ

(
c(1) ⊗ aα

)
⊗ cα(2)

= (ψ ⊗ C)
(
c(1) ⊗ aα ⊗ cα(2)

)
= [(ψ ⊗ C) ◦ (C ⊗ ψ)]

(
c(1) ⊗ c(2) ⊗ a

)
= [(ψ ⊗ C) ◦ (C ⊗ ψ) ◦ (∆⊗ A)] (c⊗ a)

and

[rA ◦ (A⊗ ε) ◦ ψ] (c⊗ a) = [rA ◦ (A⊗ ε)] (aα ⊗ cα) = aαε (cα)
(229)
= ε (c) a = [lA ◦ (ε⊗ A)] (c⊗ a) .

3) Let M ∈ MC
A (ψ) , that is ρCM is a right A-module map where A⊗ C has a right

A-module structure given by

(a⊗ c) b′ = aψ (c⊗ b′) = ab′α ⊗ cα.
Since ρCM is a right A-module map, then the comodule structure given by the com-
posite

ρCM : M
ρCM−→M ⊗ C 'M ⊗A A⊗ C = M ⊗A C

is a right A-module map and thus
(
M,ρCM

)
is a right C-comodule. Conversely, let(

M,ρCM
)

be a right C-comodule, then we can consider

ρCM : M
ρCM−→M ⊗A C = M ⊗A A⊗ C 'M ⊗ C

as a right A-module map and thus we can see M as a (A,C, ψ)-entwined module.
In fact, (226) just means that the map ρCM is a right A-module map. �

Theorem 9.31 ([SS, Lemma 1.7]). Let C be a k-coalgebra and let A be a k-algebra
such that (A,C, ψ) is an entwining structure. Then C = A ⊗ C is an A-coring.
Assume that AC is flat (i.e. C is k-flat) and that

(
A,m, ρCA

)
∈ MC

A (ψ). Let B =

AcoC. Then the following statements are equivalent:

(a) the functor −⊗B A : Mod-B →MC
A (ψ) is an equivalence of categories;

(b) the canonical map can : A⊗B A→ A⊗C is an isomorphism (i.e. B ⊆ A is
a C-Galois extension) and BA is faithfully flat.

Proof. By Proposition 9.30 we know thatMC
A = (Mod-A)C 'MC

A (ψ) . By hypoth-
esis

(
A,m, ρCA

)
∈ MC

A (ψ) and thus, by Lemma 9.23, C = A ⊗ C has a grouplike

element, that is ρCA (1A) . Then we can apply Corollary 9.26 to conclude. �
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Definition 9.32. Let H =
(
H,∆H , εH ,mH , uH

)
be a k-bialgebra, let

A =
(
(A,mA, uA) , ρHA

)
be a right H-comodule algebra, let D =

((
D,∆D, εD

)
, µHD

)
be a right H-module coalgebra and g ∈ D be a grouplike element. We define
the category of (D,A)-Hopf modules (or Doi-Koppinen Hopf modules) denoted by
MD

A (H) , as follows:

• M ∈ Ob
(
MD

A (H)
)

is a right D-comodule via ρDM , a right A-module via µAM
such that for every m ∈M we have

(230)
(
ρDM ◦ µAM

)
(m⊗ a) =

∑
µAM (m0 ⊗ a0)⊗ µHD (m1 ⊗ a1)

where ρDM (m) =
∑
m0⊗m1 ∈M ⊗D and ρHA (a) =

∑
a0⊗ a1 ∈ A⊗H, i.e.

ρDM is a morphism of right A-modules or equivalently, µAM is a morphism of
right D-comodules
• f ∈ HomMD

A (H) (M,N) is both a morphism of right D-comodules and a
morphism of right A-modules.

Lemma 9.33. Let H =
(
H,∆H , εH ,mH , uH

)
be a k-bialgebra, let A =

(
(A,mA, uA) , ρHA

)
be a right H-comodule algebra, let D =

((
D,∆D, εD

)
, µHD

)
be a right H-module

coalgebra and g ∈ D be a grouplike element. Then A ∈ MD
A (H) and A is a right

D-comodule algebra.

Proof. We denote µHD (d⊗ h) = d · h. First of all we want to prove that A is a right
D-comodule. In fact we can consider

ρDA : A→ A⊗D
defined by setting

ρDA (a) = a0 ⊗ g · a1.

Let us compute, for every a ∈ A,[(
A⊗∆D

)
◦ ρDA

]
(a) =

(
A⊗∆D

)
(a0 ⊗ g · a1) = a0 ⊗ (g · a1)(1) ⊗ (g · a1)(2)

DisHmodcoalg
= a0 ⊗ g(1) · a1(1)

⊗ g(2) · a1(2)

A is Hcom
= a00 ⊗ g(1) · a01 ⊗ g(2) · a1

ggrouplike
= a00 ⊗ g · a01 ⊗ g · a1 =

(
ρDA ⊗D

)
(a0 ⊗ g · a1) =

[(
ρDA ⊗D

)
◦ ρDA

]
(a)

so that (
A⊗∆D

)
◦ ρDA =

(
ρDA ⊗D

)
◦ ρDA .

We compute, for every a ∈ A,[
rA ◦

(
A⊗ εD

)
◦ ρDA

]
(a) =

[
rA ◦

(
A⊗ εD

)]
(a0 ⊗ g · a1)

= rA
(
a0 ⊗ εD (ga1)

) DisHmodcoalg
= rA

(
a0 ⊗ εD (g) εH (a1)

)
= a0ε

D (g) εH (a1)
ggrouplike

= a1k = a

so that

rA ◦
(
A⊗ εD

)
◦ ρDA = IdA.

Note that A is a right A-module via mA. It remains to prove (230) . Recall that

ρDA (a) =
∑

a0 ⊗ g · a1 ∈ A⊗D
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so that we have (
ρDA ◦ µAA

)
(a⊗ b) =

(
ρDA ◦mA

)
(a⊗ b) = ρDA (ab)

=
∑

(ab)0 ⊗ µ
H
D (g ⊗ (ab)1)

AisHcomalg
=

∑
a0b0 ⊗ g · (a1b1)

DisHmodcoalg
=

∑
a0b0 ⊗ (g · a1) · b1 =

∑
a0b0 ⊗ µHD

(
µHD (g ⊗ a1)⊗ b1

)
=
∑

mA (a0 ⊗ b0)⊗ µHD
(
µHD (g ⊗ a1)⊗ b1

)
=
∑

µAA (a0 ⊗ b0)⊗ µHD (g · a1 ⊗ b1) .

Then we deduce that A ∈ MD
A (H). Note that this last computation says that mA

is a morphism of right D-comodules. It remains to prove that uA is also a morphism
of right D-comodules. Let us compute(

ρDA ◦ uA
)
(1k) = ρDA (1A) = (1A)0 ⊗ g · (1A)1

AisHcomalg
= 1A ⊗ g · 1H

DisHmodcoalg
= 1A ⊗ g

= (uA ⊗D) (1k ⊗ g) =
[
(uA ⊗D) ◦ ρDk

]
(1k)

so that we conclude that
(
(A,mA, uA) , ρDA

)
is a right D-comodule algebra. �

Theorem 9.34 ([MeZu, Theorem 3.29 (a) ⇔ (f)]). Let H =
(
H,∆H , εH ,mH , uH

)
be a k-bialgebra, let A =

(
(A,mA, uA) , ρHA

)
be a right H-comodule algebra, let D =((

D,∆D, εD
)
, µHD

)
be a right H-module coalgebra and let g ∈ D be a grouplike

element. Then
(
(A,mA, uA) , ρDA

)
is a right D-comodule algebra and D = A⊗D is

an A-coring. Assume that AD is flat (i.e. D is k-flat). Let B = AcoD. Then the
following statements are equivalent:

(a) the functor −⊗B A : Mod-B →MD
A (H) is an equivalence of categories;

(b) the canonical map can : A⊗B A→ A⊗D is an isomorphism (i.e. B ⊆ A is
a D-Galois extension) and BA is faithfully flat.

Proof. We set µHD (d⊗ h) = d · h. By Lemma 9.33, we know that
(
(A,mA, uA) , ρDA

)
is a right D-comodule algebra. First of all we want to prove that D = A⊗D is an
A-coring. Let us consider ψ : D ⊗ A → A ⊗D defined by setting, for every a ∈ A
and d ∈ D,

ψ (d⊗ a) = a0 ⊗ d · a1

where we denote ρHA (a) = a0 ⊗ a1. Let us prove that (A,D, ψ) is then an entwining
structure over k. We have to prove (222). Let us compute, for every a, b ∈ A, d ∈ D,

[(mA ⊗D) ◦ (A⊗ ψ) ◦ (ψ ⊗ A)] (d⊗ a⊗ b)
= [(mA ⊗D) ◦ (A⊗ ψ)] (a0 ⊗ d · a1 ⊗ b)

= (mA ⊗D) (a0 ⊗ b0 ⊗ (d · a1) · b1) = a0b0 ⊗ (d · a1) · b1
(D,µHD)Hmodcoalg

= a0b0 ⊗ d · (a1b1)
(A,ρHA )H-com alg

= (ab)0 ⊗ d · (ab)1

= ψ (d⊗ ab) = [ψ ◦ (D ⊗mA)] (d⊗ a⊗ b)
so that

(mA ⊗D) ◦ (A⊗ ψ) ◦ (ψ ⊗ A) = ψ ◦ (D ⊗mA) .
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Let us compute, for every d ∈ D,[
ψ ◦ (D ⊗ uA) ◦ r−1

D

]
(d) = [ψ ◦ (D ⊗ uA)] (d⊗ 1k) = ψ (d⊗ 1A)

= (1A)0 ⊗ d · (1A)1

(A,ρHA )H-com alg
= 1A ⊗ d · 1H

DisHmodcoal
= 1A ⊗ d

= (uA ⊗D) (1k ⊗ d) =
[
(uA ⊗D) ◦ l−1

D

]
(d)

so that we have

ψ ◦ (D ⊗ uA) ◦ r−1
D = (uA ⊗D) ◦ l−1

D .

Let us prove (223) . Let us compute, for every a ∈ A, d ∈ D[
(ψ ⊗D) ◦ (D ⊗ ψ) ◦

(
∆D ⊗ A

)]
(d⊗ a)

= [(ψ ⊗D) ◦ (D ⊗ ψ)]
(
d(1) ⊗ d(2) ⊗ a

)
= (ψ ⊗D)

(
d(1) ⊗ a0 ⊗ d(2) · a1

)
= a00 ⊗ d(1) · a01 ⊗ d(2) · a1

A isHcomod
= a0 ⊗ d(1) · a1(1)

⊗ d(2) · a1(2)

DisHmodcoalg
= a0 ⊗ (d · a1)(1) ⊗ (d · a1)(2)

=
(
A⊗∆D

)
(a0 ⊗ d · a1) =

[(
A⊗∆D

)
◦ ψ
]
(d⊗ a)

so that we get

(ψ ⊗D) ◦ (D ⊗ ψ) ◦
(
∆D ⊗ A

)
=
(
A⊗∆D

)
◦ ψ

and [
rA ◦

(
A⊗ εD

)
◦ ψ
]
(d⊗ a) =

[
rA ◦

(
A⊗ εD

)]
(a0 ⊗ d · a1)

= rA
(
a0 ⊗ εD (d · a1)

) DisHmodcoal
= rA

(
a0 ⊗ εD (d) εH (a1)

)
= aεD (d) = εD (d) a = lA

(
εD (d)⊗ a

)
=
[
lA ◦

(
εD ⊗ A

)]
(d⊗ a)

so that we get

rA ◦
(
A⊗ εD

)
◦ ψ = lA ◦

(
εD ⊗ A

)
.

Then by Proposition 9.30,
(
D = A⊗D,∆D, εD

)
is the A-coring associated to the

entwining (A,D, ψ) and MD
A = (Mod-A)D ' MD

A (ψ). Note that M ∈ MD
A (ψ) , is

such that
(
M,µAM

)
is a right A-module,

(
M,ρDM

)
is a right D-comodule satisfying(

µAM ⊗D
)
◦ (M ⊗ ψ) ◦

(
ρDM ⊗ A

)
= ρDM ◦ µAM

i.e. for every m ∈M and for every a ∈ A(
ρDM ◦ µAM

)
(m⊗ a) = µAM (m0 ⊗ a0)⊗ µHD (m1 ⊗ a1)

which is exactly the condition (230) for M ∈ MD
A (H) . Since morphisms in both

categoriesMD
A (ψ) andMD

A (H) are right A-linear and right D-colinear morphisms
we deduce that

MD
A (ψ) 'MD

A (H) .

Since by Lemma 9.33 A ∈ MD
A (H) ' MD

A (ψ) , we can apply Theorem 9.31 to the
case ”C” = D and ”MC

A (ψ) ” =MD
A (ψ) 'MD

A (H) . �
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Corollary 9.35 ([Schn1, Theorem I (2) ⇔ (4)]). Let H =
(
H,∆H , εH ,mH , uH

)
be a k-bialgebra and let

(
(A,mA, uA) , ρHA

)
be a right H-comodule algebra. Then

H = A⊗H is an A-coring. Assume that AH is flat (i.e. H is k-flat). Let B = AcoH.
Then the following statements are equivalent:

(a) the functor −⊗B A : Mod-B →MH
A is an equivalence of categories;

(b) the canonical map can : A⊗B A→ A⊗H is an isomorphism (i.e. B ⊆ A is
an H-Galois extension) and BA is faithfully flat.

Proof. We can apply Theorem 9.34 to the case ”D” = H so that MD
A (H) =MH

A .
�

10. Bicategories

In this last part we will change some notations to be more clear and to give more
evidence to a new product we introduce here.

Let C be a bicategory. For every 0-cell X in C, we denote by 1X : X → X the
identity 1-cell over X. For every 1-cell A in C, we denote by 1A : A→ A the identity
2-cell over A. We will use juxtaposition when we compose 2-cells vertically and we
will denote by · the horizontal composition of 1-cells and 2-cells.

Let us assume that C is a bicategory with completeness requirement (all the
categories C ((X,A) , (Y,B)) have coequalizers which are preserved by composition
with 1-cells).

We keep denoting by (A,mA, uA) a monad with its multiplication and unit.
We now want to define the 2-category Mnd (C) following the definition given in

[St]. For simplicity we will always assume to work with a 2-category C even if one
can prove similar results for an arbitrary bicategory.

Definition 10.1. Let C be a 2-category. A monad in C is a pair (X,A) where X
is an object of C, A : X → X is a 1-cell in C together with 2-cells mA : 1A · 1A → 1A
and uA : 1X → 1A satisfying associativity and unitality conditions, i.e.

mA (1A ·mA) = mA (mA · 1A)(231)

mA (uA · 1A) = 1A = mA (1A · uA) .(232)

Definition 10.2. Let C be a 2-category and let (X,A) , (Y,B) be monads in C. A
monad functor in C is a pair (Q, φ) : (X,A)→ (Y,B) where Q : X → Y is a 1-cell
and φ : B ·Q→ Q · A satisfying the following conditions

(1Q ·mA) (φ · 1A) (1B · φ) = φ (mB · 1Q)(233)

φ (uB · 1Q) = 1Q · uA.(234)

Definition 10.3. Let C be a 2-category, let (X,A) , (Y,B) be monads in C and let
(Q, φ) , (Q′, φ′) : (X,A)→ (Y,B) be monad functors. A monad functor transforma-
tion σ : (Q, φ)→ (Q′, φ′) in C is a 2-cell σ : Q→ Q′ such that

(235) φ′ (1B · σ) = (σ · 1A)φ.

Definition 10.4. The 2-category Mnd (C) consists of

• Objects: monads in C
• 1-cells: monad functors in C
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• 2-cells: monad functor transformations in C.

Remark 10.5. We denote by (X, 1X) in C the trivial monad on the object X with
trivial multiplication and unit m1X : 11X · 11X → 11X and u1X : 1X → 11X .

Definition 10.6. Let C,C′ be two 2-categories and let G : C→ C′ be a pseudo-
functor. Then the pseudofunctor Mnd (G) : Mnd (C) → Mnd (C′) is defined as
follows:

• Mnd (G) (X,A) = (G (X) , G (A))
• Mnd (G) (Q, φ) = (G (Q) , G (φ))
• Mnd (G) (σ) = G (σ) .

Remark 10.7. Note that Cmd (C) = Mnd (C∗) where C∗ is the dual reversing
2-cells of C.

11. Construction of BIM (C)

The idea of defining this bicategory goes back to the strict monoidal category of
balanced bimodule functors that we defined in Subsection 3.2. We observed that,
considering bimodule functors with respect to the same monad on both sides, we
have a unit and a composition, so that they form a strict monoidal category. In the
case we consider a bimodule with respect to two different monads, the unit object
fails and the composition between them is no longer inside the class of objects of the
category. The way to solve this problem is to look at balanced bimodule functors
as 0-cells of a bicategory, changing the definition of their product.

Definition 11.1. Let X be a 0-cell and let (Y,B) be a monad in C. A left B-module
in C (or simply a left B-module) is a pair (Q, λQ) where Q : X → Y is a 1-cell and
λQ : B ·Q→ Q is a 2-cell in C, satisfying the associativity and unitality properties
with respect to the monad B, i.e.

λQ (mB · 1Q) = λQ (1B · λQ) and λQ (uB · 1Q) = 1Q.

Definition 11.2. Let (X,A) and (Y, 1Y ) be monads in C. A right A-module in C
(or simply a right A-module) is a monad functor in C∗, i.e. a 1-cell Q : X → Y
and a 2-cell ρQ : Q ·A→ 1Y ·Q = Q in C, satisfying the associativity and unitality
properties with respect to the monad A, i.e.

ρQ (1Q ·mA) = ρQ (ρQ · 1A) and ρQ (1Q · uA) = 1Q.

Definition 11.3. Let (X,A) and (Y,B) be monads in C. A B-A-bimodule in C (or
simply a B-A-bimodule) is a triple (Q, λQ, ρQ) where

• (Q, λQ) is a left B-module in C
• (Q, ρQ) is a right A-module in C
• the compatibility condition holds

λQ (1B · ρQ) = ρQ (λQ · 1A) .

Lemma 11.4. Let (X,A) , (Y,B) be monads in C and let (Q, λQ) be a left A-module
and (Q, ρQ) be a right B-module. Then (Q, λQ) = CoequC (mA · 1Q, 1A · λQ) and
(Q, ρQ) = CoequC (1Q ·mB, ρQ · 1B).
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Proof. We will only prove the statement for the left module. Similarly can be proved
the other one. Since λQ is associative, we deduce that

λQ (mA · 1Q) = λQ (1A · λQ) .

Now, assume that (S, σ) is such that

σ (mA · 1Q) = σ (1A · λQ) .

Then we have

σ (uA · 1Q)λQ
uA= σ (1A · λQ) (uA · 1A · 1Q)

propσ
= σ (mA · 1Q) (uA · 1A · 1Q)

Amonad
= σ.

Moreover, since λQ is epi, we conclude that the 2-cell σ (uA · 1Q) is unique with
respect to the property

σ (uA · 1Q)λQ = σ

so that
(Q, λQ) = CoequC (mA · 1Q, 1A · λQ) .

�

Proposition 11.5. Let (X,A) , (Y,B) and (W,C) be monads in C and let Q : Y →
X and Q′ : W → Y be respectively a A-B-bimodule with (Q, λQ, ρQ) and a B-C-
bimodule in C with (Q′, λQ′ , ρQ′). Then (Q •B Q′, pQ,Q′) = CoequC (ρQ · 1Q′ , 1Q · λQ′)
is a A-C-bimodule in C via the actions λQ•BQ′ and ρQ•BQ′ uniquely determined by

(236) λQ•BQ′ (1A · pQ,Q′) = pQ,Q′ (λQ · 1Q′)
and

(237) ρQ•BQ′ (pQ,Q′ · 1C) = pQ,Q′ (1Q · ρQ′) .

Proof. Let us define the bimodule structures onQ•BQ′. Let us consider the following
diagram

Q ·B ·Q′ · C
ρQ·1Q′ ·1C//
1Q·λQ′ ·1C

//

1Q·1B ·ρQ′
��

Q ·Q′ · C
pQ,Q′ ·1C//

1Q·ρQ′
��

Q •B Q′ · C
ρQ•BQ′

��
Q ·B ·Q′

ρQ·1Q′ //
1Q·λQ′

// Q ·Q′ pQ,Q′
// Q •B Q′

Note that the left square serially commutes. In fact we have

(1Q · ρQ′) (ρQ · 1Q′ · 1C)
ρQ
= (ρQ · 1Q′) (1Q · 1B · ρQ′)

and
(1Q · ρQ′) (1Q · λQ′ · 1C)

Qbim
= (1Q · λQ′) (1Q · 1B · ρQ′) .

Therefore, we get

pQ,Q′ (1Q · ρQ′) (ρQ · 1Q′ · 1C) = pQ,Q′ (1Q · ρQ′) (1Q · λQ′ · 1C)

and by the universal property of the coequalizer
(Q •B Q′ · C, pQ,Q′ · 1C) = CoequC (ρQ · 1Q′ · 1C , 1Q · λQ′ · 1C), there exists a unique
2-cell ρQ•BQ′ : Q •B Q′ · C → Q •B Q′ such that

ρQ•BQ′ (pQ,Q′ · 1C) = pQ,Q′ (1Q · ρQ′) .
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We now want to prove that ρQ·BQ′ defines a structure of right C-module. Let us
consider the following diagram

Q ·B ·Q′ · C · C
ρQ·1Q′ ·1C ·1C//
1Q·λQ′ ·1C ·1C

//

1Q·1B ·1Q′ ·mC

��

1Q·1B ·ρQ′ ·1C

��

Q ·Q′ · C · C
pQ,Q′ ·1C ·1C //

1Q·1Q′ ·mC

��

1Q·ρQ′ ·1C

��

Q •B Q′ · C · C

1Q•BQ′
·mC

��

ρQ•BQ′
·1C

��
Q ·B ·Q′ · C

ρQ·1Q′ ·1C //
1Q·λQ′ ·1C

//

1Q·1B ·ρQ′

��

Q ·Q′ · C
pQ,Q′ ·1C //

1Q·ρQ′

��

Q •B Q′ · C

ρQ•BQ′

��
Q ·B ·Q′

ρQ·1Q′ //
1Q·λQ′

// Q ·Q′
pQ,Q′ // Q •B Q′

The diagram serially commutes and since the rows and the first two columns are
coequalizers, also the third column is a coequalizer. In particular,

ρQ•BQ′ (ρQ•BQ′ · 1C) = ρQ•BQ′ (1Q•BQ′ ·mC)

i.e. ρQ•BQ′ is associative. Now, we also have that the following diagram

Q ·B ·Q′ · C
ρQ·1Q′ ·1C //
1Q·λQ′ ·1C

//

1Q·1B ·ρQ′

��

Q ·Q′ · C
pQ,Q′ ·1C //

1Q·ρQ′

��

Q •B Q′ · C

ρQ•BQ′

��
Q ·B ·Q′

ρQ·1Q′ //
1Q·λQ′

//

1Q·1B ·1Q′ ·uC

OO

Q ·Q′
pQ,Q′ //

1Q·1Q′ ·uC

OO

Q •B Q′

1Q•BQ′
·uC

OO

serially commutes. In particular

(1Q•BQ′ · uC) pQ,Q′ = (pQ,Q′ · 1C) (1Q · 1Q′ · uC)

so that

ρQ•BQ′ (1Q•BQ′ · uC) pQ,Q′ = ρQ•BQ′ (pQ,Q′ · 1C) (1Q · 1Q′ · uC)

= pQ,Q′ (1Q · ρQ′) (1Q · 1Q′ · uC)
Q′mod

= pQ,Q′

and since pQ,Q′ is an epimorphism, we get that

ρQ•BQ′ (1Q•BQ′ · uC) = 1Q•BQ′

so that ρQ•BQ′ is also unital. Therefore (Q •B Q′, ρQ•BQ′) is a right C-module. Sim-
ilarly, let us consider the following diagram

A ·Q ·B ·Q′
1A·ρQ·1Q′ //
1A·1Q·λQ′

//

λQ·1B ·1Q′
��

A ·Q ·Q′
1A·pQ,Q′ //

λQ·1Q′
��

A ·Q •B Q′

λQ•BQ′

��
Q ·B ·Q′

ρQ·1Q′ //
1Q·λQ′

// Q ·Q′
pQ,Q′ // Q •B Q′
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Since we are assuming that the coequalizers are preserved by the composition with
any 1-cell, both the rows are coequalizers and the left square serially commutes. In
fact

(λQ · 1Q′) (1A · ρQ · 1Q′)
Qbim
= (ρQ · 1Q′) (λQ · 1B · 1Q′)

(λQ · 1Q′) (1A · 1Q · λQ′)
λQ
= (1Q · λQ′) (λQ · 1B · 1Q′) .

By the universal property of the coequalizer
(Q •B Q′, pQ,Q′) = CoequC (ρQ · 1Q′ , 1Q · λQ′), there exists a unique 2-cell λQ•BQ′ :
A ·Q •B Q′ → Q •B Q′ such that

λQ•BQ′ (1A · pQ,Q′) = pQ,Q′ (λQ · 1Q′) .
By similar computations, one can prove that (Q •B Q′, λQ•BQ′) is a left A-module.
Finally, we prove that the structures are compatible. In fact

ρQ•BQ′ (λQ•BQ′ · 1C) (1A · pQ,Q′ · 1C)

(236)
= ρQ•BQ′ (pQ,Q′ · 1C) (λQ · 1Q′ · 1C)

(237)
= pQ,Q′ (1Q · ρQ′) (λQ · 1Q′ · 1C)

λQ
= pQ,Q′ (λQ · 1Q′) (1A · 1Q · ρQ′)

(236)
= λQ•BQ′ (1A · pQ,Q′) (1A · 1Q · ρQ′)

(237)
= λQ•BQ′ (1A · ρQ•BQ′) (1A · pQ,Q′ · 1C)

and since 1A · pQ,Q′ · 1C is epi, we get that

ρQ•BQ′ (λQ•BQ′ · 1C) = λQ•BQ′ (1A · ρQ•BQ′)
i.e. (Q •B Q′, λQ•BQ′ , ρQ•BQ′) is an A-C-bimodule. �

Proposition 11.6. Let (X,A) and (Y,B) be monads in the 2-category C, let (Q, λQ)
be a left A-module and (Q, ρQ) be a right B-module. Then A•AQ ' Q and Q•BB '
Q.

Proof. Let us consider the trivial leftA-module (A,mA) and note that (A •A Q, pA,Q) =
CoequC (mA · 1Q, 1A · λQ). We already observed, in Lemma 11.4, that (Q, λQ) =
CoequC (mA · 1Q, 1A · λQ). Therefore, there exists an isomorphism lQ : A •A Q→ Q
such that

(238) lQpA,Q = λQ.

Similarly, if we consider the trivial right B-module (B,mB), since (Q •B B, pQ,B) =
CoequC (1Q ·mB, ρQ · 1B) = (Q, ρQ) we deduce that there exists an isomorphism
rQ : Q •B B → Q such that

(239) rQpQ,B = ρQ.

�

Proposition 11.7. Let (X,A), (Y,B), (Z,C), (W,D) be monads in the 2-category
C and let (Q, λQ, ρQ) be an A-B-bimodule, (Q′, λQ′ , ρQ′) be a B-C-bimodule and
(Q′′, λQ′′ , ρQ′′) be a C-D-bimodule. Then the coequalizers (Q •B Q′) •C Q′′ ' Q •B
(Q′ •C Q′′) are isomorphic as A-D-bimodules.
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Proof. Let us consider the following diagram

Q ·B ·Q′ · C ·Q′′

1

ρQ·1Q′ ·1C ·1Q′′//
1Q·λQ′ ·1C ·1Q′′

//

1Q·1B ·ρQ′ ·1Q′′

��

1Q·1B ·1Q′ ·λQ′′

��

Q ·Q′ · C ·Q′′

1Q·ρQ′ ·1Q′′

��

1Q·1Q′ ·λQ′′

��

pQ,Q′ ·1C ·1Q′′ //

2

Q •B Q′ · C ·Q′′

ρQ•BQ′
·1Q′′

��

1Q•BQ′
·λQ′′

��
Q ·B ·Q′ ·Q′′

ρQ·1Q′ ·1Q′′ //
1Q·λQ′ ·1Q′′

//

1Q·1B ·pQ′,Q′′

��

3

Q ·Q′ ·Q′′
pQ,Q′ ·1Q′′ //

1Q·pQ′,Q′′

��

4

Q •B Q′ ·Q′′

pQ•BQ′,Q′′

��
Q ·B ·Q′ •C Q′′

ρQ·1Q′•CQ′′ //
1Q·λQ′•CQ′′

// Q ·Q′ •C Q′′
pQ,Q′•CQ′′ // Q •B (Q′ •C Q′′) ' (Q •B Q′) •C Q′′

Note that the left upper square serially commutes because of naturality of the 2-
cells. The right upper square commutes because of naturality and of (237). The left
bottom square commutes because of naturality and of (236). The rows are coequal-
izers and, since the 1-cells preserves coequalizers, also the columns are coequalizers.
By the commutativity of the diagram, we deduce that

pQ,Q′•CQ′′ (1Q · pQ′,Q′′) (ρQ · 1Q′ · 1Q′′)
3
= pQ,Q′•CQ′′ (ρQ · 1Q′•CQ′′) (1Q · 1B · pQ′,Q′′)

coequ
= pQ,Q′•CQ′′ (1Q · λQ′•CQ′′) (1Q · 1B · pQ′,Q′′)

3
= pQ,Q′•CQ′′ (1Q · pQ′,Q′′) (1Q · λQ′ · 1Q′′)

and since (Q •B Q′ ·Q′′, pQ,Q′ · 1Q′′) = CoequC (ρQ · 1Q′ · 1Q′′ , 1Q · λQ′ · 1Q′′), there
exists a unique 2-cell ξ : Q •B Q′ ·Q′′ → Q •B (Q′ •C Q′′) such that

(240) ξ (pQ,Q′ · 1Q′′) = pQ,Q′•CQ′′ (1Q · pQ′,Q′′) .
Moreover, we have

ξ (1Q•BQ′ · λQ′′) (pQ,Q′ · 1C · 1Q′′)
2
= ξ (pQ,Q′ · 1Q′′) (1Q · 1Q′ · λQ′′)

(240)
= pQ,Q′•CQ′′ (1Q · pQ′,Q′′) (1Q · 1Q′ · λQ′′)

pQ′,Q′′coequ
= pQ,Q′•CQ′′ (1Q · pQ′,Q′′) (1Q · ρQ′ · 1Q′′)

(240)
= ξ (pQ,Q′ · 1Q′′) (1Q · ρQ′ · 1Q′′)

2
= ξ (ρQ•BQ′ · 1Q′′) (pQ,Q′ · 1C · 1Q′′)

and since pQ,Q′ ·1C ·1Q′′ is epi, we get that ξ is a fork for (1Q•BQ′ · λQ′′ , ρQ•BQ′ · 1Q′′) .
By the universal property of the coequalizer
((Q •B Q′) •C Q′′, pQ•BQ′,Q′′) = CoequC (1Q•BQ′ · λQ′′ , ρQ•BQ′ · 1Q′′), there exists a unique
2-cell ζ : (Q •B Q′) •C Q′′ → Q •B (Q′ •C Q′′) such that

ζpQ•BQ′,Q′′ = ξ

and thus we have

ζpQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) = ξ (pQ,Q′ · 1Q′′)
(240)
= pQ,Q′•CQ′′ (1Q · pQ′,Q′′)
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i.e.

(241) ζpQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) = pQ,Q′•CQ′′ (1Q · pQ′,Q′′) .
Similarly, we have

pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) (1Q · ρQ′ · 1Q′′)
2
= pQ•BQ′,Q′′ (ρQ•BQ′ · 1Q′′) (pQ,Q′ · 1C · 1Q′′)

pQ•BQ′,Q′′
coequ

= pQ•BQ′,Q′′ (1Q•BQ′ · λQ′′) (pQ,Q′ · 1C · 1Q′′)
2
= pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) (1Q · 1Q′ · λQ′′)

and since (Q ·Q′ •C Q′′, 1Q · pQ′,Q′′) = CoequC ((1Q · ρQ′ · 1Q′′) , (1Q · 1Q′ · λQ′′)) , there
exists a unique ξ′ : Q ·Q′ •C Q′′ → (Q •B Q′) •C Q′′ such that

(242) ξ′ (1Q · pQ′,Q′′) = pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) .
Moreover, we have

ξ′ (ρQ · 1Q′•CQ′′) (1Q · 1B · pQ′,Q′′)
ρQ
= ξ′ (1Q · pQ′,Q′′) (ρQ · 1Q′ · 1Q′′)

(242)
= pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) (ρQ · 1Q′ · 1Q′′)

pQ,Q′coequ
= pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) (1Q · λQ′ · 1Q′′)

(242)
= ξ′ (1Q · pQ′,Q′′) (1Q · λQ′ · 1Q′′)

3
= ξ′ (1Q · λQ′•CQ′′) (1Q · 1B · pQ′,Q′′)

and since 1Q·1B·pQ′,Q′′ is epi, we deduce that ξ′ is a fork for (ρQ · 1Q′•CQ′′ , 1Q · λQ′•CQ′′) .
Since (Q •B (Q′ •C Q′′) , pQ,Q′•CQ′′) = CoequC (ρQ · 1Q′•CQ′′ , 1Q · λQ′•CQ′′) , there ex-
ists a unique 2-cell ζ ′ : Q •B (Q′ •C Q′′)→ (Q •B Q′) •C Q′′ such that

ζ ′pQ,Q′•CQ′′ = ξ′

and thus

ζ ′pQ,Q′•CQ′′ (1Q · pQ′,Q′′) = ξ′ (1Q · pQ′,Q′′)
(242)
= pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′)

so that

(243) ζ ′pQ,Q′•CQ′′ (1Q · pQ′,Q′′) = pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) .
We now want to prove that ζ and ζ ′ are two-sided inverse. We have

ζζ ′pQ,Q′•CQ′′ (1Q · pQ′,Q′′)
(243)
= ζpQ•BQ′,Q′′ (pQ,Q′ · 1Q′′)

(241)
= pQ,Q′•CQ′′ (1Q · pQ′,Q′′)

and since pQ,Q′•CQ′′ (1Q · pQ′,Q′′) is an epimorphism, we deduce that

ζζ ′ = 1Q•B(Q′•CQ′′).

Similarly, we have

ζ ′ζpQ•BQ′,Q′′ (pQ,Q′ · 1Q′′)
(241)
= ζ ′pQ,Q′•CQ′′ (1Q · pQ′,Q′′)

(243)
= pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′)
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and since pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) is an epimorphism, we get that

ζ ′ζ = 1(Q•BQ′)•CQ′′ .

Therefore, (Q •B Q′)•C Q′′ ' Q•B (Q′ •C Q′′) via ζ. Moreover, by Proposition 11.5,
we know that (Q •B Q′) •C Q′′ and Q •B (Q′ •C Q′′) are A-D-bimodules. We now
want to prove that ζ is a morphism of left A-modules and right D-modules. Let us
compute

ζλ(Q•BQ′)•CQ′′ (1A · pQ•BQ′,Q′′) (1A · pQ,Q′ · 1Q′′)
defλ(Q•BQ′)•CQ′′

= ζpQ•BQ′,Q′′
(
λ(Q•BQ′) · 1Q′′

)
(1A · pQ,Q′ · 1Q′′)

defλ(Q•BQ′)
= ζpQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) (λQ · 1Q′ · 1Q′′)
(241)
= pQ,Q′•CQ′′ (1Q · pQ′,Q′′) (λQ · 1Q′ · 1Q′′)

λQ
= pQ,Q′•CQ′′ (λQ · 1Q′•CQ′′) (1A · 1Q · pQ′,Q′′)

defλ(Q•BQ′)
= λQ•B(Q′•CQ′′) (1A · pQ,Q′•CQ′′) (1A · 1Q · pQ′,Q′′)

(241)
= λQ•B(Q′•CQ′′) (1A · ζ) (1A · pQ•BQ′,Q′′) (1A · pQ,Q′ · 1Q′′)

and since (1A · pQ•BQ′,Q′′) (1A · pQ,Q′ · 1Q′′) is epi, we get that

ζλ(Q•BQ′)•CQ′′ = λQ•B(Q′•CQ′′) (1A · ζ)
i.e. ζ is a morphism of left A-modules. Similarly, one can prove that ζ is a morphism
of right D-modules. �

Notation 11.8. In the setting of Proposition 11.7, let us consider the isomorphism
of bimodules

ζ : (Q •B Q′) •C Q′′ → Q •B (Q′ •C Q′′) .
In order to be more clear, in the following, we will denote it by

ζQ,Q′,Q′′ : (Q •B Q′) •C Q′′ → Q •B (Q′ •C Q′′)
which is the unique satisfying the following

(244) ζQ,Q′,Q′′pQ•BQ′,Q′′ (pQ,Q′ · 1Q′′) = pQ,Q′•CQ′′ (1Q · pQ′,Q′′) .

Proposition 11.9. Let (X,A), (Y,B), (Z,C), (W,D), (U,E) be monads in the 2-
category C and let (Q, λQ, ρQ) be an A-B-bimodule, (Q′, λQ′ , ρQ′) be a B-C-bimodule,
(Q′′, λQ′′ , ρQ′′) be a C-D-bimodule and (Q′′′, λQ′′′ , ρQ′′′) be a D-E-bimodule. Then the
Pentagon Axiom holds, i.e. the following diagram is commutative

((Q •B Q′) •C Q′′) •D Q′′′
ζQ,Q′,Q′′•D1Q′′′ //

ζQ•BQ′,Q′′,Q′′′

��

(Q •B (Q′ •C Q′′)) •D Q′′′

ζQ,Q′•CQ′′,Q′′′

��
(Q •B Q′) •C (Q′′ •D Q′′′)

ζQ,Q′,Q′′•DQ′′′ ++VVVVVVVVVVVVVVVVVVV
Q •B ((Q′ •C Q′′) •D Q′′′)

1Q•BζQ′,Q′′,Q′′′sshhhhhhhhhhhhhhhhhhh

Q •B (Q′ •C (Q′′ •D Q′′′))
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Proof. We compute

(1Q •B ζQ′,Q′′,Q′′′) ζQ,Q′•CQ′′,Q′′′ (ζQ,Q′,Q′′ •D 1Q′′′) p(Q•BQ′)•CQ′′,Q′′′

(pQ•BQ′,Q′′ · 1Q′′′) (pQ,Q′ · 1Q′′ · 1Q′′′)
= (1Q •B ζQ′,Q′′,Q′′′) ζQ,Q′•CQ′′,Q′′′pQ•B(Q′•CQ′′),Q′′′ (ζQ,Q′,Q′′ · 1Q′′′)

(pQ•BQ′,Q′′ · 1Q′′′) (pQ,Q′ · 1Q′′ · 1Q′′′)
(244)
= (1Q •B ζQ′,Q′′,Q′′′) ζQ,Q′•CQ′′,Q′′′pQ•B(Q′•CQ′′),Q′′′ (pQ,Q′•CQ′′ · 1Q′′′)

(1Q · pQ′,Q′′ · 1Q′′′)
= (1Q •B ζQ′,Q′′,Q′′′) pQ,(Q′•CQ′′)•DQ′′′ (1Q · pQ′•CQ′′,Q′′′) (1Q · pQ′,Q′′ · 1Q′′′)
= pQ,Q′•C(Q′′•DQ′′′) (1Q · ζQ′,Q′′,Q′′′) (1Q · pQ′•CQ′′,Q′′′) (1Q · pQ′,Q′′ · 1Q′′′)

(241)
= pQ,Q′•C(Q′′•DQ′′′) (1Q · pQ′,Q′′•DQ′′′) (1Q · 1Q′ · pQ′′,Q′′′)

and

ζQ,Q′,Q′′•DQ′′′ζQ•BQ′,Q′′,Q′′′p(Q•BQ′)•CQ′′,Q′′′ (pQ•BQ′,Q′′ · 1Q′′′) (pQ,Q′ · 1Q′′ · 1Q′′′)
(241)
= ζQ,Q′,Q′′•DQ′′′pQ•BQ′,Q′′•DQ′′′ (1Q•BQ′ · pQ′′,Q′′′) (pQ,Q′ · 1Q′′ · 1Q′′′)

pQ,Q′
= ζQ,Q′,Q′′•DQ′′′pQ•BQ′,Q′′•DQ′′′ (pQ,Q′ · 1Q′′•DQ′′′) (1Q · 1Q′ · pQ′′,Q′′′)

(241)
= pQ,Q′•C(Q′′•DQ′′′) (1Q · pQ′,Q′′•DQ′′′) (1Q · 1Q′ · pQ′′,Q′′′)

so that we get that

(1Q •B ζQ′,Q′′,Q′′′) ζQ,Q′•CQ′′,Q′′′ (ζQ,Q′,Q′′ •D 1Q′′′) p(Q•BQ′)•CQ′′,Q′′′ (pQ•BQ′,Q′′ · 1Q′′′)
(pQ,Q′ · 1Q′′ · 1Q′′′)

= ζQ,Q′,Q′′•DQ′′′ζQ•BQ′,Q′′,Q′′′p(Q•BQ′)•CQ′′,Q′′′ (pQ•BQ′,Q′′ · 1Q′′′) (pQ,Q′ · 1Q′′ · 1Q′′′)

and since p(Q•BQ′)•CQ′′,Q′′′ (pQ•BQ′,Q′′ · 1Q′′′) (pQ,Q′ · 1Q′′ · 1Q′′′) is an epimorphism, we
deduce that the Pentagon Axiom holds. �

Proposition 11.10. Let (X,A), (Y,B), (Z,C) be monads in the 2-category C and
let (Q, λQ, ρQ) be an A-B-bimodule and (Q′, λQ′ , ρQ′) be a B-C-bimodule. Then the
Triangle Axiom holds, i.e. the following diagram is commutative

(Q •B B) •B Q′
ζQ,B,Q′ //

rQ•B1Q′ ''PPPPPPPPPPPP
Q •B (B •B Q′)

1Q•B lQ′wwnnnnnnnnnnnn

Q •B Q′

Proof. We compute

(rQ •B 1Q′) (pQ•BB,Q′) (pQ,B · 1Q) = pQ,Q′ (rQ · 1Q′) (pQ,B · 1Q)

(239)
= pQ,Q′ (ρQ · 1Q′)

defp
= pQ,Q′ (1Q · λQ′)

(238)
= pQ,Q′ (1Q · lQ′) (1Q · pB,Q′)

= (1Q •B lQ′) pQ,B•BQ′ (1Q · pB,Q′)
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(241)
= (1Q •B lQ′) ζQ,B,Q′pQ•BB,Q′ (pQ,B · 1Q′)

so that, since pQ•BB,Q′ (pQ,B · 1Q′) is an epimorphism, we get

rQ •B 1Q′ = (1Q •B lQ′) ζQ,B,Q′ .

�

Proposition 11.11. Let (X,A) , (Y,B) be monads in C, let (P, λP , ρP ) , (Q, λQ, ρQ)
be A-B-bimodules in C, let (P ′, λP ′ , ρP ′) , (Q

′, λQ′ , ρQ′) be B-C-bimodules in C and
let f : P → Q, f ′ : P ′ → Q′ be bimodule morphisms in C. Then there exists a unique
A-C-bimodule morphism f •B f ′ : P •B P ′ → Q •B Q′.

Proof. Since f is an A-B-bimodule morphism, we have that

(245) λQ (1A · f) = fλP and ρQ (f · 1B) = fρP .

Since f ′ is a B-C-bimodule morphism, we have that

(246) λQ′ (1B · f ′) = f ′λP ′ and ρQ′ (f
′ · 1C) = f ′ρP ′ .

Let us consider the following diagram

P ·B · P ′
ρP ·1P ′ //
1P ·λP ′

//

f ·1B ·f ′
��

P · P ′
pP,P ′ //

f ·f ′
��

P •B P ′

f•Bf ′
��

Q ·B ·Q′
ρQ·1Q′//
1Q·λQ′

// Q ·Q′
pQ,Q′ // Q •B Q′

Note that the left square serially commutes, in fact

(f · f ′) (ρP · 1P ′) = (f · 1Q′) (1P · f ′) (ρP · 1P ′)
ρP= (f · 1Q′) (ρP · 1Q′) (1P · 1B · f ′)

(245)
= (ρQ · 1Q′) (f · 1B · 1Q′) (1P · 1B · f ′) = (ρQ · 1Q′) (f · 1B · f ′)

and

(f · f ′) (1P · λP ′) = (f · 1Q′) (1P · f ′) (1P · λP ′)
(246)
= (f · 1Q′) (1P · λQ′) (1P · 1B · f ′)

f
= (1Q · λQ′) (f · 1B · 1Q′) (1P · 1B · f ′)

= (1Q · λQ′) (f · 1B · f ′) .

Thus, we get that

pQ,Q′ (f · f ′) (ρP · 1P ′) = pQ,Q′ (f · f ′) (1P · λP ′)

and since (P •B P ′, pP,P ′) = CoequC (ρP · 1P ′ , 1P · λP ′) we deduce that there exists a
unique 2-cell f •B f ′ : P •B P ′ → Q •B Q′ such that

(247) (f •B f ′) pP,P ′ = pQ,Q′ (f · f ′) .
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We now want to prove that f •B f ′ is a morphism of A-C-bimodules. Note that, by
Proposition 11.5, P •B P ′ and Q •B Q′ are A-C-bimodules. We compute

λQ•BQ′ (1A · f •B f ′) (1A · pP,P ′)
(247)
= λQ•BQ′ (1A · pQ,Q′) (1A · f · f ′)

(236)
= pQ,Q′ (λQ · 1Q′) (1A · f · f ′)

= pQ,Q′ (λQ · 1Q′) (1A · f · 1Q′) (1A · 1P · f ′)
(245)
= pQ,Q′ (f · 1Q′) (λP · 1Q′) (1A · 1P · f ′)

λP= pQ,Q′ (f · 1Q′) (1P · f ′) (λP · 1P ′) = pQ,Q′ (f · f ′) (λP · 1P ′)
(247)
= (f •B f ′) pP,P ′ (λP · 1P ′)

(236)
= (f •B f ′)λP•BP ′ (1A · pP,P ′)

and since 1A · pP,P ′ is an epimorphism, we get that

λQ•BQ′ (1A · f •B f ′) = (f •B f ′)λP•BP ′

i.e. f •B f ′ is a morphism of left A-modules. Similarly, we also have

ρQ•BQ′ (f •B f ′ · 1C) (pP,P ′ · 1C)
(247)
= ρQ•BQ′ (pQ,Q′ · 1C) (f · f ′ · 1C)

(237)
= pQ,Q′ (1Q · ρQ′) (f · f ′ · 1C)

= pQ,Q′ (1Q · ρQ′) (1Q · f ′ · 1C) (f · 1P ′ · 1C)

(246)
= pQ,Q′ (1Q · f ′) (1Q · ρP ′) (f · 1P ′ · 1C)

f
= pQ,Q′ (1Q · f ′) (f · 1P ′) (1P · ρP ′) = pQ,Q′ (f · f ′) (1P · ρP ′)

(247)
= (f •B f ′) pP,P ′ (1P · ρP ′)

(237)
= (f •B f ′) ρP•BP ′ (pP,P ′ · 1C)

and since pP,P ′ · 1C is epi, we get that

ρQ•BQ′ (f •B f ′ · 1C) = (f •B f ′) ρP•BP ′

i.e. f •B f ′ is also a morphism of right C-modules. �

Proposition 11.12. For any monad (Y,B) in C, the composition denoted by •B is
compatible with the vertical canonical composition.

Proof. Let (X,A) , (Y,B) , (Z,C) be monads in C, let (P, λP , ρP ) , (Q, λQ, ρQ) ,
(W,λW , ρW ) be A-B-bimodules in C, let (P ′, λP ′ , ρP ′) , (Q

′, λQ′ , ρQ′) , (W
′, λW ′ , ρW ′)

be B-C-bimodules in C and let f : P → Q, g : Q→ W be A-B-bimodule morphisms,
f ′ : P ′ → Q′, g′ : Q′ → W ′ be B-C-bimodule morphisms in C. By Proposition 11.11
we can consider the A-C-bimodule morphisms f •B f ′ : P •B P ′ → Q •B Q′ and
g •B g′ : Q •B Q′ → W •B W ′ and we can compose them in order to get

(g •B g′) (f •B f ′) : P •B P ′ → W •B W ′.
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On the other hand, we can first consider the canonical vertical composites gf :
P → W and g′f ′ : P ′ → W ′, which are still bimodule morphisms, and then we can
compose them horizontally getting

(gf) •B (g′f ′) : P •B P ′ → W •B W ′.

We have to prove that

(g •B g′) (f •B f ′) = (gf) •B (g′f ′) .

Let us consider the following diagrams

P ·B · P ′
ρP ·1P ′ //
1P ·λP ′

//

f ·1B ·f ′
��

P · P ′
pP,P ′ //

f ·f ′
��

P •B P ′

f•Bf ′
��

Q ·B ·Q′
ρQ·1Q′ //
1Q·λQ′

//

g·1B ·g′
��

Q ·Q′
pQ,Q′ //

g·g′
��

Q •B Q′

g•Bg′
��

W ·B ·W ′
ρW ·1W ′//
1W ·λW ′

// W ·W ′
pW,W ′ // W •B W ′

and

P ·B · P ′
ρP ·1P ′ //
1P ·λP ′

//

(gf)·1B ·(g′f ′)
��

P · P ′
pP,P ′ //

(gf)·(g′f ′)
��

P •B P ′

(gf)•B(g′f ′)
��

W ·B ·W ′
ρW ·1W ′//
1W ·λW ′

// W ·W ′
pW,W ′

// W •B W ′

We have to prove that (gf) •B (g′f ′) makes the external square of the first diagram
commutative. Since Bim (C) is a bicategory, in particular we have that (gf)·(g′f ′) =
(g · g′) (f · f ′) so that, by the commutativity of the first diagram, we deduce that
also the left square of the second one commutes, i.e.

[(gf) · (g′f ′)] (ρP · 1P ′) = (ρW · 1W ′) [(gf) · 1B · (g′f ′)]
[(gf) · (g′f ′)] (1P · λP ′) = (1W · λW ′) [(gf) · 1B · (g′f ′)] .

Therefore, the exists the unique 2-cell (gf) •B (g′f ′) : P •B P ′ → W •BW ′ such that

[(gf) •B (g′f ′)] pP,P ′ = pW,W ′ [(gf) · (g′f ′)] .

Then we have

[(gf) •B (g′f ′)] pP,P ′ = pW,W ′ [(gf) · (g′f ′)] = pW,W ′ [(g · g′) (f · f ′)]
= pW,W ′ (g · g′) (f · f ′) = (g •B g′) (f •B f ′) pP,P ′

and since pP,P ′ is an epimorphism, we get that

(gf) •B (g′f ′) = (g •B g′) (f •B f ′) .

�

Definition 11.13. The bicategory BIM (C) consists of

• 0-cells are monads in C
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• 1-cells are bimodules in C together with their horizontal composition defined
as follows. Let (X,A) , (Y,B) and (W,C) be monads in C and let Q : Y → X
and Q′ : W → Y be respectively an A-B-bimodule with (Q, λQ, ρQ) and a
B-C-bimodule in C with (Q′, λQ′ , ρQ′). Then the horizontal composition of
the two bimodules is given by (Q •B Q′, pQ,Q′) = CoequC (ρQ · 1Q′ , 1Q · λQ′)
[Note that Q •B Q′ is an A-C-bimodule in C by Proposition 11.5. Moreover,
such horizontal composition is weakly associative and unital by Propositions
11.7 and 11.6.]
• 2-cells are bimodule morphisms in C.

Example 11.14. Let us consider the bicategory SetMat as defined in [RW, 2.1].
The objects of this bicategory are sets, denoted by A,B, . . .. An arrow (1-cell)
M : A → B is a set valued matrix which, to fix notation ,has entries M (a, b) for
every a ∈ A and b ∈ B. A 2-cell f : M → N : A → B is a matrix of functions

f (a, b) : M (a, b)→ N (a, b). Moreover, for A
M−→ B

L−→ C we have L ·M : A→ C
defined by

(L ·M) (a, c) =
∑
b∈B

L (b, c)×M (a, b) .

A monad in SetMat on an object A is thus a pair (A,M) where A is a set and
M : A → A is a matrix whose entries are M (a, b) for every a, b ∈ A, i.e. it
is a small category with set of objects A. Hence, a monad functor is a functor
F : (A,M)→ (B,N) where A and B are the sets of objects of the small categories
M and N . Note that, since F is a functor between categories, F is just a map
F : A → B at the level of objects. This map induces a 1-cell QF : A → B defined
as follows

QF (a, b) =

{
∅ if b 6= F (a)

{(a, F (a))} if b = F (a)

}
.

Moreover, we can consider the following 2-cell φF : QFA→ BQF defined, for every
(a, b) ∈ A×B, by the map

φF (a, b) : QFA (a, b)→ BQF (a, b) .

note that

QFA (a, b) =
∑
a′∈A

QF (a′, b)× A (a, a′) =
⋃

a′∈F←(b)

{(a′, F (a′))} × A (a, a′)

where F← (b) = {a ∈ A | F (a) = b}. Similarly we have

BQF (a, b) =
∑
b′∈B

B (b′, b)×QF (a, b′) = B (F (a) , b)× {(a, F (a))} .

We can identify the set⋃
a′∈F←(b)

{(a′, F (a′))} × A (a, a′) = QFA (a, b) =
⋃

a′∈F←(b)

A (a, a′)

and

B (F (a) , b)× {(a, F (a))} = BQF (a, b) = B (F (a) , b)
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so that we define the map φF (a, b) : QFA (a, b) =
⋃

a′∈F←(b)

A (a, a′) → BQF (a, b) =

B (F (a) , b) = B (F (a) , F (a′)). Clearly, such a map is induced by the matrix map

A (a, a′) → B (F (a) , F (a′))

f 7→ F (f) .

Since F is a functor, F preserves composition, F (g ◦ f) = F (g) ◦ F (f) , i.e. F is
compatible with respect to the multiplications of the monads (A,M) and (B,N),
and F preserves the identity, F (1a) = 1F (a), i. e. F is compatible with respect to the
units of the monads (A,M) and (B,N). Hence we get that F is a monad functor.
Let now F,G : (A,M) → (B,N) be monad functors and let χ : (F, φF ) →

(
G, φG

)
be a functor transformation. Then we have that χ : QF → QG is defined by setting

χ (a, b) : QF (a, b)→ QG (a, b){
∅ if b 6= F (a)

{(a, F (a))} if b = F (a)

}
7→
{

∅ if b 6= G (a)
{(a,G (a))} if b = G (a)

}
.

Then, we have QF (a, b)
QF (f)−→ QF (a′, b′)

QF (a, b)
QF (f)−→ QF (a′, b′){

∅ if b 6= F (a)
{(a, F (a))} if b = F (a)

}
7→
{

∅ if b′ 6= F (a′)
{(a′, F (a′))} if b′ = F (a′)

}
and QG (a, b)

QG(f)−→ QG (a′, b′) we have that

χ (a′, b′) (QF (f)) = QG (f) (χ (a, b))

i.e.χ is a monad functor transformation.

Now, let us define the following map

F (C) : Mnd (C)→ BIM (C)

(X,A) 7→ (X,A)

(X,A)
(Q,φ)→ (Y,B) 7→ (Q · A, (1Q ·mA) (φ · 1A) , 1Q ·mA)

(Q, φ)
σ→ (P, ψ) 7→ σ · 1A.

Proposition 11.15. The map F defined above is well-defined and it is a pseudo-
functor.

Proof. First, let us prove that (Q · A, (1Q ·mA) (φ · 1A) , 1Q ·mA) is a bimodule. In
fact, we have

λQ·A (1B · λQ·A) = (1Q ·mA) (φ · 1A) (1B · 1Q ·mA) (1B · φ · 1A)

φ
= (1Q ·mA) (1Q · 1A ·mA) (φ · 1A · 1A) (1B · φ · 1A)

mAass
= (1Q ·mA) (1Q ·mA · 1A) (φ · 1A · 1A) (1B · φ · 1A)

(233)
= (1Q ·mA) (φ · 1A) (mB · 1Q · 1A) = λQ·A (mB · 1Q · 1A)
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and

λQ·A (uB · 1Q · 1A) = (1Q ·mA) (φ · 1A) (uB · 1Q · 1A)

(234)
= (1Q ·mA) (1Q · uA · 1A)

mAunit
= 1Q · 1A.

For the right A-module structure, we have

ρQ·A (ρQ·A · 1A) = (1Q ·mA) (1Q ·mA · 1A)
mAass
= (1Q ·mA) (1Q · 1A ·mA) = ρQ·A (1Q · 1A ·mA)

and

ρQ·A (1Q · 1A · uA) = (1Q ·mA) (1Q · 1A · uA)
mAunit

= 1Q · 1A.
Finally, we compute

ρQ·A (λQ·A · 1A) = (1Q ·mA) (1Q ·mA · 1A) (φ · 1A · 1A)
mAass
= (1Q ·mA) (1Q · 1A ·mA) (φ · 1A · 1A)

φ
= (1Q ·mA) (φ · 1A) (1B · 1Q ·mA) = λQ·A (1B · ρQ·A)

so that (Q · A, (1Q ·mA) (φ · 1A) , 1Q ·mA) is a B-A-bimodule. Now, let us consider
the identity object (X, 1X) ∈ Mnd (C) . Then F ((X, 1X)) = (X, 1X) which is an
identity object in BIM (C). Now, let us consider the composite of 1-cells in Mnd (C)

(X,A)
(Q,φ)−→ (Y,B)

(P,ψ)−→ (Z,C) .

We have to prove that

F ((P, ψ) (Q, φ)) ' F ((P, ψ)) •B F ((Q, φ)) .

We have that (P, ψ) (Q, φ) = (P ·Q, (1P · φ) (ψ · 1Q)) where P · Q : X → Z and
(1P · φ) (ψ · 1Q) : C · P ·Q→ P ·Q · A. Then we have

F ((P, ψ) (Q, φ)) = F ((P ·Q, (1P · φ) (ψ · 1Q)))

= (P ·Q · A, (1P · 1Q ·mA) (1P · φ · 1A) (ψ · 1Q · 1A) , 1P · 1Q ·mA) .

On the other hand, we have

F ((P, ψ)) = (P ·B, (1P ·mB) (ψ · 1B) , 1P ·mB)

F ((Q, φ)) = (Q · A, (1Q ·mA) (φ · 1A) , 1Q ·mA)

and thus

F ((P, ψ)) •B F ((Q, φ)) = (P ·B) •B (Q · A) .

By definition of ((P ·B) •B (Q · A) , pP ·B,Q·A) = CoequC (ρP ·B · 1Q · 1A, 1P · 1B · λQ·A)
we have the following diagram

P ·B ·B ·Q · A
ρP ·B ·1Q·1A //
1P ·1B ·λQ·A

// P ·B ·Q · A
pP ·B,Q·A // (P ·B) •B (Q · A)

Note that, ρP ·B = 1P ·mB so that we can rewrite it in the following way

P ·B ·B ·Q · A
1P ·mB ·1Q·1A //
1P ·1B ·λQ·A

// P ·B ·Q · A
pP ·B,Q·A // (P ·B) •B (Q · A)
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Since we have

(B •B (Q · A) , pB,Q·A) = CoequC (mB · 1Q · 1A, 1B · λQ·A)

and we are assuming that the composition with 1-cells preserves coequalizer, we also
have

(P · (B •B (Q · A)) , 1P · pB,Q·A) = CoequC (1P ·mB · 1Q · 1A, 1P · 1B · λQ·A) .

Therefore, there exists a unique isomorphism h : (P ·B)•B(Q · A)→ P ·(B •B (Q · A))
such that

(248) h (pP ·B,Q·A) = 1P · pB,Q·A.
Moreover, by Proposition 11.6, P · (B •B (Q · A)) ' P · (Q · A) so that we get

(P ·B) •B (Q · A) ' P · (Q · A) = P ·Q · A.
Now, the left C-module structure λ(P ·B)•B(Q·A) of (P ·B) •B (Q · A), by (236) is
uniquely determined by

λ(P ·B)•B(Q·A) (1C · pP ·B,Q·A) = pP ·B,Q·A (λP ·B · 1Q · 1A) .

By (248) we get
pP ·B,Q·A = h−1 (1P · pB,Q·A)

and thus we can rewrite the above relation

λ(P ·B)•B(Q·A) (1C · pP ·B,Q·A) = λ(P ·B)•B(Q·A)

(
1C ·

[
h−1 (1P · pB,Q·A)

])
= λ(P ·B)•B(Q·A)

(
1C · h−1

)
(1C · 1P · pB,Q·A)

and

pP ·B,Q·A (λP ·B · 1Q · 1A) = h−1 (1P · pB,Q·A) (λP ·B · 1Q · 1A)

defλP ·B= h−1 (1P · pB,Q·A) (λP · 1B · 1Q · 1A)

λP= h−1
(
λP · 1B•B(Q·A)

)
(1C · 1P · pB,Q·A)

so that

λ(P ·B)•B(Q·A)

(
1C · h−1

)
(1C · 1P · pB,Q·A) = h−1

(
λP · 1B•B(Q·A)

)
(1C · 1P · pB,Q·A) .

Since 1C · 1P · pB,Q·A is epi, we get

λ(P ·B)•B(Q·A)

(
1C · h−1

)
= h−1

(
λP · 1B•B(Q·A)

)
and thus

λ(P ·B)•B(Q·A) = h−1
(
λP · 1B•B(Q·A)

)
(1C · h)

so that we get that

λ(P ·B)•B(Q·A) ' λP · 1B•B(Q·A) ' λP · 1Q·A ' λP ·Q·A.

Similarly, the right A-module structure λ(P ·B)•B(Q·A) of (P ·B) •B (Q · A), by (237)
is uniquely determined by

ρ(P ·B)•B(Q·A) (pP ·B,Q·A · 1A) = pP ·B,Q·A (1P · 1B · ρQ·A) .

By (248) we get
pP ·B,Q·A = h−1 (1P · pB,Q·A)
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and thus we can rewrite the above relation

ρ(P ·B)•B(Q·A) (pP ·B,Q·A · 1A) = ρ(P ·B)•B(Q·A)

([
h−1 (1P · pB,Q·A)

]
· 1A
)

= ρ(P ·B)•B(Q·A)

(
h−1 · 1A

)
(1P · pB,Q·A · 1A)

and

pP ·B,Q·A (1P · 1B · ρQ·A) = h−1 (1P · pB,Q·A) (1P · 1B · ρQ·A)

(237)
= h−1

(
1P · ρB•B(Q·A)

)
(1P · pB,Q·A · 1A)

so that

ρ(P ·B)•B(Q·A)

(
h−1 · 1A

)
(1P · pB,Q·A · 1A) = h−1

(
1P · ρB•B(Q·A)

)
(1P · pB,Q·A · 1A) .

Since 1P · pB,Q·A · 1A is epi, we get

ρ(P ·B)•B(Q·A)

(
h−1 · 1A

)
= h−1

(
1P · ρB•B(Q·A)

)
and thus

ρ(P ·B)•B(Q·A) = h−1
(
1P · ρB•B(Q·A)

)
(h · 1A)

so that we get that

ρ(P ·B)•B(Q·A) ' 1P · ρB•B(Q·A) ' 1P · ρQ·A = ρP ·Q·A.

�

12. Entwined modules and comodules

Let (X, 1X) , (Y,B) be monads in C and let us compute the category
Mnd (C) ((X, 1X) , (Y,B)) . Note that C (X,B) : C (X, Y ) → C (X, Y ) is a monad
over the category C (X, Y ) . In fact, we set multiplication and unit of the monad
to be C (X,mB) = mB (−) : C (X,B ·B) → C (X,B) and C (X, uB) = uB (−) :
C (X, 1Y )→ C (X,B). In fact we have

C (X,mB) C (X,mB · 1B) = mB (mB · 1B) = mB (1B ·mB)

= C (X,mB) C (X, 1B ·mB)

and

C (X,mB) C (X, uB · 1B) = mB (uB · 1B) = 1B = mB (1B · uB)

= C (X,mB) C (X, 1B · uB)

The objects of such category are the monad functors (Q, φ) from (X, 1X) to (Y,B) ,
i.e. the 1-cells Q : X → Y together with the 2-cells φ : B · Q = C (X,B)Q → Q
satisfying the following conditions

φ (1B · φ) = φ (mB · 1Q)

φ (uB · 1Q) = 1Q

which says that φ gives a structure of left C (X,B)-module to the 1-cell Q : X → Y .
Therefore, we can conclude that

Mnd (C) ((X, 1X) , (Y,B)) = C(X,B)C (X, Y ).

Now, following [St, pg. 158], we define the bicategory of comonads as follows:
Cmd (C) = Mnd (C∗)∗ where (−)∗ denotes the bicategory obtained by reversing
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2-cells. This means that a comonad (X,C) in C is a 1-cell C : X → X together
with 2-cells ∆C : C → C · C and εC : C → 1X called comultiplication and counit
satisfying the reversed diagrams, i.e.(

1C ·∆C
)
∆C =

(
∆C · 1C

)
∆C(249) (

1C · εC
)
∆C = 1C =

(
εC · 1C

)
∆C .(250)

A comonad functor is a pair (P, ψ) : (X,C) → (Y,D) where P : X → Y is a 1-cell
in C and ψ : P · C → D · P is a 2-cell in C satisfying(

εD · 1P
)
ψ = 1P · εC and (1D · ψ) (ψ · 1C)

(
1P ·∆C

)
=
(
∆D · 1P

)
ψ.

Finally, a comonad functorial morphism ω : (P ′, ψ′) → (P, ψ) is ω : P ′ → P is a
2-cell in C satisfying

ψ (ω · 1C) = (1D · ω)ψ′.

Now, we consider the category Cmd (C) ((X, 1X) , (Y,C)) where (X, 1X) and (Y,C)
are 0-cells in Cmd (C) respectively with trivial comultiplication and counit the
former and ∆C , εC the latter. Note that C (X,C) : C (X, Y ) → C (X, Y ) is a
comonad over the category C (X, Y ) with comultiplication and counit given by

C
(
X,∆C

)
= ∆

C
() : C (X,C) → C (X,C · C) and C

(
X, εC

)
= ε

C
() : C (X,C) →

C (X, 1Y ). The objects of such category are the comonad functors (Q,ψ) : (X, 1X)→
(Y,C) where Q : X → Y is a 1-cell and ψ : Q · 1X → C ·Q = C (X,C)Q is a 2-cell
satisfying

(
εC · 1Q

)
ψ = 1Q and

(
∆C · 1Q

)
ψ = (1C · ψ)ψ so that

Cmd (C) ((X, 1X) , (Y,C)) = C(X,C)C (X,Y ).

Following the definition of the 2-category Mnd (C) for any bicategory C, we can
consider the 2-categories Mnd (Mnd (C)) and Mnd (BIM (C)) and the functor
between them

Mnd (F (C)) : Mnd (Mnd (C))→Mnd (BIM (C)) .

Let us first consider Mnd (Mnd (C)):

• 0-cells: pairs ((X,A) , (Q, φ)) where (X,A) is an object in Mnd (C) and
(Q, φ) is a 1-cell in Mnd (C) together with a pair of 2-cells in Mnd (C) m(Q,φ)

and u(Q,φ) satisfying associativity and unitality conditions. Therefore we have
that A : X → X is a 1-cell in C together with 2-cellsmA = m(X,A) : A·A→ A
and uA = u(X,A) : 1X → A satisfying associativity and unitality conditions
and we have that Q : X → X is a 1-cell in C together with the 2-cell of C
φ : A ·Q→ Q · A satisfying the following conditions

φ (mA · 1Q) = (1Q ·mA) (φ · 1A) (1A · φ)(251)

φ (uA · 1Q) = 1Q · uA(252)

Finally, the 2-cells of Mnd (C)
m(Q,φ) : (Q, φ) · (Q, φ) = (Q ·Q, (1Q · φ) (φ · 1Q)) → (Q, φ) and u(Q,φ) :
(1X , 11X )→ (Q, φ) satisfying the associativity and unitality conditions, needs
to satisfy also the following

φ
(
1A ·m(Q,φ)

)
=

(
m(Q,φ) · 1A

)
(1Q · φ) (φ · 1Q)(253)

φ
(
1A · u(Q,φ)

)
= u(Q,φ) · 1A.(254)
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An object, or 0-cell, of Mnd (Mnd (C)) is called distributive law and it gives
rise to a monad structure on Q·A. In fact, the monad functor transformation
m(Q,φ) induces a multiplication on Q · A

mQ·A : Q · A ·Q · A→ Q · A
defined by setting

mQ·A =
(
m(Q,φ) ·mA

)
(1Q · φ · 1A) =

(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · φ · 1A) .

Using naturality and associativity of m(Q,φ), naturality of φ, associativity of
mA, we have

mQ·A (mQ·A · 1Q · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · φ · 1A)

(
m(Q,φ) · 1A · 1Q · 1A

)
(1Q · 1Q ·mA · 1Q · 1A) (1Q · φ · 1A · 1Q · 1A)

=
(
m(Q,φ) · 1A

) (
m(Q,φ) · 1Q · 1A

)
(1Q · 1Q · 1Q ·mA) (1Q · 1Q · φ · 1A)

(1Q · 1Q ·mA · 1Q · 1A) (1Q · φ · 1A · 1Q · 1A)

=
(
m(Q,φ) · 1A

) (
1Q ·m(Q,φ) · 1A

)
(1Q · 1Q · 1Q ·mA) (1Q · 1Q · φ · 1A)

(1Q · 1Q ·mA · 1Q · 1A) (1Q · φ · 1A · 1Q · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA)

(
1Q ·m(Q,φ) · 1A · 1A

)
(1Q · 1Q · φ · 1A)

(1Q · 1Q ·mA · 1Q · 1A) (1Q · φ · 1A · 1Q · 1A)

(251)
=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA)

(
1Q ·m(Q,φ) · 1A · 1A

)
(1Q · 1Q · 1Q ·mA · 1A)

(1Q · 1Q · φ · 1A · 1A) (1Q · 1Q · 1A · φ · 1A) (1Q · φ · 1A · 1Q · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · 1Q ·mA · 1A)

(
1Q ·m(Q,φ) · 1A · 1A · 1A

)
(1Q · 1Q · φ · 1A · 1A) (1Q · φ · 1Q · 1A · 1A) (1Q · 1A · 1Q · φ · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · 1Q · 1A ·mA)

(
1Q ·m(Q,φ) · 1A · 1A · 1A

)
(1Q · 1Q · φ · 1A · 1A) (1Q · φ · 1Q · 1A · 1A) (1Q · 1A · 1Q · φ · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA)

(
1Q ·m(Q,φ) · 1A · 1A

)
(1Q · 1Q · 1Q · 1A ·mA)

(1Q · 1Q · φ · 1A · 1A) (1Q · φ · 1Q · 1A · 1A) (1Q · 1A · 1Q · φ · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA)

(
1Q ·m(Q,φ) · 1A · 1A

)
(1Q · 1Q · φ · 1A)

(1Q · 1Q · 1A · 1Q ·mA) (1Q · φ · 1Q · 1A · 1A) (1Q · 1A · 1Q · φ · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA)

(
1Q ·m(Q,φ) · 1A · 1A

)
(1Q · 1Q · φ · 1A) (1Q · φ · 1Q · 1A)

(1Q · 1A · 1Q · 1Q ·mA) (1Q · 1A · 1Q · φ · 1A)

(253)
=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · φ · 1A)

(
1Q · 1A ·m(Q,φ) · 1A

)
(1Q · 1A · 1Q · 1Q ·mA) (1Q · 1A · 1Q · φ · 1A)

= mQ·A (1Q · 1A ·mQ·A)

so that mQ·A is associative. Similarly, the monad functor transformation
u(Q,φ) induces a unit of Q · A

uQ·A : 1X → Q · A
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defined by setting

uQ·A =
(
u(Q,φ) · 1A

)
uA.

Using naturality of u(Q,φ), unitality of m(Q,φ) and mA we have

mQ·A (uQ·A · 1Q · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · φ · 1A)

(
u(Q,φ) · 1A · 1Q · 1A

)
(uA · 1Q · 1A)

=
(
m(Q,φ) · 1A

) (
u(Q,φ) · 1Q · 1A

)
(1Q ·mA) (φ · 1A) (uA · 1Q · 1A)

(252)
= (1Q ·mA) (1Q · uA · 1A) = 1Q · 1A.

so that we have a monad
(Q · A,mQ·A, uQ·A) =

(
Q · A,

(
m(Q,φ) ·mA

)
(1Q · φ · 1A) ,

(
u(Q,φ) · 1A

)
uA
)
. We

will see that such a monad is taken to an A-ring in the bimodule category.
• 1-cells: pairs ((U,ϕ) , τ) : ((X,A) , (Q, φ)) → ((Y,B) , (P, ψ)) where (U,ϕ) :

(X,A) → (Y,B) is a 1-cell in Mnd (C), i.e. a monad functor where ϕ :
B ·U → U ·A satisfies ϕ (uB · 1U) = 1U · uA and (1U ·mA) (ϕ · 1A) (1B · ϕ) =
ϕ (mB · 1U), and τ is 2-cell in Mnd (C), i.e. a monad functor transforma-
tion τ : (P, ψ) (U,ϕ) → (U,ϕ) (Q, φ), i.e. τ : (P · U, (1P · ϕ) (ψ · 1Q)) →
(U ·Q, (1U · φ) (ϕ · 1Q)) satisfying

(1U · φ) (ϕ · 1Q) (1B · τ) = (τ · 1A) (1P · ϕ) (ψ · 1Q) .

• 2-cells: σ : ((U,ϕ) , τ) → ((U ′, ϕ′) , τ ′) where σ : (U,ϕ) → (U ′, ϕ′) is a 2-cell
in Mnd (C) i.e.

ϕ′ (1B · σ) = (σ · 1A)ϕ,

satisfying

τ ′ (1P · σ) = (σ · 1Q) τ

Let us now consider Mnd (BIM (C)):

• 0-cells: pairs ((X,A) , (Q, λQ, ρQ)) where (X,A) is an object in BIM (C),
i.e. a monad in C and (Q, λQ, ρQ) : (X,A) → (X,A) is a 1-cell in BIM (C)
together with 2-cells in BIM (C), i.e. (Q, λQ, ρQ) is an A-bimodule in C
together with bimodule morphisms m(Q,λQ,ρQ) : Q•AQ→ Q and u(Q,λQ,ρQ) :

1X → Q satisfying associativity and unitality conditions

m(Q,λQ,ρQ)

(
m(Q,λQ,ρQ) •A 1Q

)
= m(Q,λQ,ρQ)

(
1Q •A m(Q,λQ,ρQ)

)
m(Q,λQ,ρQ)

(
u(Q,λQ,ρQ) •A 1Q

)
= 1Q = m(Q,λQ,ρQ)

(
1Q •A u(Q,λQ,ρQ)

)
• 1-cells: pairs ((U, λU , ρU) , δ) : ((X,A) , (Q, λQ, ρQ)) → ((Y,B) , (P, λP , ρP ))

where (U, λU , ρU) : (X,A)→ (Y,B) is a 1-cell in BIM (C) and
δ : (P, λP , ρP ) (U, λU , ρU) = P •B U → (U, λU , ρU) (Q, λQ, ρQ) = U •A Q
satisfies the following conditions

δ
(
u(P,λP ,ρP ) •B 1U

)
= 1U •A u(Q,λQ,ρQ) and(

1U •A m(Q,λQ,ρQ)

)
(δ •A 1Q) (1P •B δ) = δ

(
1U •B m(P,λP ,ρP )

)
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• 2-cells: ω : ((U, λU , ρU) , δ) → ((U ′, λU ′ , ρU ′) , δ
′) where ω : (U, λU , ρU) →

(U ′, λU ′ , ρU ′) is a 2-cell in BIM (C), i.e. it is a B-A-bimodule morphism,
satisfying

δ′ (1P •B ω) = (ω •A 1Q) δ.

Now, let us apply the functor

Mnd (F (C)) : Mnd (Mnd (C))→Mnd (BIM (C))

to the distributive law ((X,A) , (Q, φ)). We get

Mnd (F (C)) (((X,A) , (Q, φ))) = (F (C) (X,A) , F (C) (Q, φ))

= ((X,A) , (Q · A, (1Q ·mA) (φ · 1A) , 1Q ·mA))

Mnd (F (C))
(
m(Q,φ)

)
= F (C)

(
m(Q,φ)

)
= m(Q,φ) · 1A

Mnd (F (C))
(
u(Q,φ)

)
= F (C)

(
u(Q,φ)

)
= u(Q,φ) · 1A

where

Mnd (F (C))
(
m(Q,φ)

)
:

Mnd (F (C)) (Q ·Q)
= Q ·Q · A −→ Mnd (F (C)) (Q)

= Q · A
Mnd (F (C))

(
u(Q,φ)

)
: Mnd (F (C)) (1X) = A −→Mnd (F (C)) (Q) = Q · A.

In particular, (Q · A, (1Q ·mA) (φ · 1A) , 1Q ·mA) comes together with bimodule mor-
phisms Mnd (F (C))

(
m(Q,φ)

)
= m(Q,φ) · 1A and Mnd (F (C))

(
u(Q,φ)

)
= u(Q,φ) · 1A.

Note that

Mnd (F (C)) (Q ·Q) = Q ·Q · A ' (Q · A) •A (Q · A)

= Mnd (F (C)) (Q) •A Mnd (F (C)) (Q) .

where the isomorphism is given by the following: by definition,

((Q · A) •A (Q · A) , pQ·A,Q·A) = CoequC (1Q ·mA · 1Q · 1A, 1Q · 1A · λQ·A)

and since we are assuming that the coequalizers are preserved, by Lemma 11.4 we
also have

(Q ·Q · A, 1Q · λQ·A) = CoequC (1Q ·mA · 1Q · 1A, 1Q · 1A · λQ·A)

so that there exists a unique isomorphism

α : (Q · A) •A (Q · A)→ Q ·Q · A
such that

(255) αpQ·A,Q·A = 1Q · λQ·A = (1Q · 1Q ·mA) (1Q · φ · 1A) .

Recall that we can consider the monad
(Q · A,mQ·A, uQ·A) =

(
Q · A,

(
m(Q,φ) ·mA

)
(1Q · φ · 1A) ,

(
u(Q,φ) · 1A

)
uA
)

and thus

mQ·A =
(
m(Q,φ) ·mA

)
(1Q · φ · 1A)

=
(
m(Q,φ) · 1A

)
(1Q · 1Q ·mA) (1Q · φ · 1A)

=
(
m(Q,φ) · 1A

)
αpQ·A,Q·A

that is, mQ·A factorizes through (Q · A) •A (Q · A) and we denote by

(256) m(Q·A,(1Q·mA)(φ·1A),1Q·mA) =
(
m(Q,φ) · 1A

)
α
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the unique A-bimodule morphism such that

mQ·A = m(Q·A,(1Q·mA)(φ·1A),1Q·mA)pQ·A,Q·A.

Note that also u(Q,φ) · 1A is an A-bimodule morphism, in fact

λQ·A
(
1A · u(Q,φ) · 1A

)
= (1Q ·mA) (φ · 1A)

(
1A · u(Q,φ) · 1A

)
(252)
= (1Q ·mA)

(
u(Q,φ) · 1A · 1A

) u(Q,φ)
=

(
u(Q,φ) · 1A

)
mA

and

ρQ·A
(
u(Q,φ) · 1A · 1A

)
= (1Q ·mA)

(
u(Q,φ) · 1A · 1A

) u(Q,φ)
=

(
u(Q,φ) · 1A

)
mA.

Therefore, (
Q · A,m(Q·A,(1Q·mA)(φ·1A),1Q·mA), u(Q·A,(1Q·mA)(φ·1A),1Q·mA)

)
=
(
Q · A,

(
m(Q,φ) · 1A

)
α, u(Q,φ) · 1A

)
is anA-ring, so that the functor Mnd (F (C)) : Mnd (Mnd (C))→Mnd (BIM (C))
associates distributive laws to A-rings.

Let us now consider Cmd (Mnd (C)) :

• 0-cells: ((X,A) , (C, γ)) where (X,A) is a monad, C : X → X, γ : A · C →
C·A together with ∆C : C → C·C and εC : C → 1X satisfying coassociativity
and counitality and satisfying

(1C · γ) (γ · 1C)
(
1A ·∆C

)
=

(
∆C · 1A

)
γ(257)

1A · εC =
(
εC · 1A

)
γ.(258)

Note that, if we consider
(
C · A,∆C·A, εC·A

)
where

∆C·A = (γ · 1C · 1A)
(
1A ·∆C · 1A

)
(uA · 1C · 1A) and εC·A : C · A → A coas-

sociativity and counitality properties are not satisfied. But, by applying the
functor Cmd (F (C)) to the comonad

(
C,∆C , εC

)
we get

Cmd (F (C))
((
C,∆C , εC

))
=
(
C · A,∆C · 1A, εC · 1A

)
where

∆C · 1A ' ∆C·A : C · A→ C · A •A C · A
and ∆C · 1A and εC · 1A are A-bimodule morphisms, clearly satisfying coas-
sociativity and counitality conditions. Hence,

(
C · A,∆C · 1A, εC · 1A

)
is an

A-coring.

Since
Mnd (C) ((X, 1X) , (Y,B)) = C(X,B)C (X, Y )

dually we get
Cmd (C) ((X, 1X) , (Y,C)) = C(X,C)C (X, Y ) .

Consider the objects
(
(X, 1X) ,

(
1(X,1X), 1X

))
, ((X,A) , (C, γ)) ∈ Cmd (Mnd (C))

[(C, γ) : (X,A)→ (X,A) , γ : A · C → C · A] and let
((Q, φ) , σ) ∈ Cmd

(
Mnd (C)

(
(X, 1X) ,

(
1(X,1X), 1X

))
, ((X,A) , (C, γ))

)
be a comonad

functor, where (Q, φ) : (X, 1X)→ (X,A) is a 1-cell in Mnd (C), i.e. φ : A ·Q→ Q
satisfies φ (uA · 1Q) = 1Q and φ (1A · φ) = φ (mA · 1Q) and σ : (Q, φ)

(
1(X,1X), 1X

)
=

(Q, φ)→ (C, γ) (Q, φ) = (C ·Q, (1C · φ) (γ · 1Q)) is a 2-cell in Mnd (C), i.e.
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(1C · φ) (γ · 1Q) (1A · σ) = σφ, i.e. σ is an A-linear map. Since ((Q, φ) , σ) is a
comonad functor, the 2-cell σ : Q→ C ·Q satisfies

(
εC · 1Q

)
σ = 1Q and (1C · φ)φ =(

∆C · 1Q
)
φ. This means that ((Q, φ) , σ) ∈ C(X,C)

C(X,A)C (X,X) (γ) is an entwined mod-

ule. By applying the functor Cmd (F (C)) : Cmd (Mnd (C)) −→ Cmd (BIM (C))
to the element
((Q, φ) , σ) ∈ Cmd

(
Mnd (C)

(
(X, 1X) ,

(
1(X,1X), 1X

))
, ((X,A) , (C, γ))

)
we get

Cmd (F (C)) (((Q, φ) , σ)) ∈ Cmd
(
BIM (C)

(
(X, 1X) ,

(
1(X,1X), 1X

))
, ((X,A) , (C, γ))

)
which is an element of C(X,C·A)BIM (X,X), i.e. it is a left C · A-comodule with re-
spect to •A.

Appendix A. Gabriel Popescu Theorem

Notation A.1. Let A be a Grothendieck category, let U be an object of A and
let B = HomA (U,U). Assume that U is a generator of A i.e. that the functor
HomA (U,−) : A →Mod-B is faithful.

Lemma A.2. In the assumptions and notations of A.1, let X ∈ A and let λ :
U (HomA(U,X)) → X be the codiagonal morphism of the family (f)f∈(HomA(U,X)). Then

Im (λ) = X.

Proof. Let J : Ker (λ) → U (HomA(U,X)) be the canonical monomorphism and let
λ : U (HomA(U,X)) → X be the codiagonal morphism of the family (f)f∈(HomA(U,X))

and, for every f ∈ HomA (U,X) let if : U → U (HomA(U,X)) the f -th canonical
injection. Then we have λ ◦ if = f . Let χ : X → Coker (λ) be the canonical
projection and let us assume that χ 6= 0. Then there exists h : U → X such that
χ ◦ h 6= 0. Then we have

0 6= χ ◦ h = χ ◦ λ ◦ ih = 0 ◦ ih = 0.

Contradiction. Thus Coker (λ) = 0 and hence X = KerCoker (λ) = Im (λ). �

Proposition A.3. In the assumptions and notations of A.1, the functor HomA (U,−) :
A →Mod-B is full.

Proof. Let ϕ ∈ HomB (HomA (U,X) ,HomA (U,Z)). We have to prove that there
exists a morphism g : X → Z such that ϕ = HomA (U, g). For any subset F of
HomA (U,X) we denote by

iF : U (F ) → U (HomA(U,X))

the canonical injection. If F = {f} we will write if instead of i{f}. Let λ :

U (HomA(U,X)) → X be the codiagonal morphism of the family (f)f∈(HomA(U,X)) and let

µ : U (HomA(U,X)) → Z be the codiagonal morphism of the family (ϕ (f))f∈(HomA(U,X)).

Then, for every f ∈ HomA (U,X) we have

λ ◦ if = f and µ ◦ if = ϕ (f) .
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Let F be a finite subset of HomA (U,X) and let us consider the commutative diagram

0 // Ker (λF )
jF //

hF
��

U (F )
λF //

iF
��

X

IdX

��
0 // Ker (λ)

j // U (HomA(U,X))
λ // X

where λF : U (F ) → X is the codiagonal morphism of the family (f)f∈F , j and jF
are the canonical inclusions and hF is the morphism that factorizes iF ◦ jF through
Ker (λ). We have

µ ◦ iF ◦ jF = µ ◦ j ◦ hF .
For every f ∈ F let αf : U → U (F ) and πf : U (F ) → U be respectively the canonical
injections and projections. Then

IdU(F ) =
∑

f∈F
αf ◦ πf .

Let σ : U → Ker (λF ) be any morphism. We compute

0 = λF ◦ jF ◦ σ = λF ◦ IdU(F ) ◦ jF ◦ σ =
∑

f∈F
λF ◦ αf ◦ πf ◦ jF ◦ σ

=
∑

f∈F
f ◦ πf ◦ jF ◦ σ.

Since πf ◦ jF ◦ σ ∈ B = HomA (U,U) and ϕ ∈ HomB (HomA (U,X) ,HomA (U,Z)) ,
we get that

0 = ϕ
(∑

f∈F
f ◦ πf ◦ jF ◦ σ

)
=
(∑

f∈F
ϕ (f) ◦ πf ◦ jF

)
◦ σ

and hence, since U is a generator of A, we get that∑
f∈F

ϕ (f) ◦ πf ◦ jF = 0.

On the other hand we have that

µ ◦ iF ◦ αf = µ ◦ if = ϕ (f)

and hence we obtain

0 =
∑

f∈F
µ ◦ iF ◦ αf ◦ πf ◦ jF = µ ◦ iF ◦

(∑
f∈F

αf ◦ πf
)
◦ jF

= µ ◦ iF ◦ jF = µ ◦ j ◦ hF .

Let u : Ker (µ) → U (HomA(U,X)) be the canonical injection. Then there exists a
morphism βF : Ker (λF )→ Ker (µ) such that

j ◦ hF = u ◦ βF
and since both j and hF are mono, also βF is mono. We want to check that the
family (βF )F⊆HomA(U,X) is compatible. For every F,G ⊆ HomA (U,X) finite subsets,

let us denote iGF : U (F ) → U (G). Thus we have λG ◦ iGF = λF and

0 = λF ◦ jF = λG ◦ iGF ◦ jF .



243

Since jG : Ker (λG)→ U (G) there exists a unique morphism îGF : Ker (λF )→ Ker (λG)
such that

iGF ◦ jF = jG ◦ îGF .

We want to prove that βG ◦ îGF = βF for every F,G finite subsets of HomA (U,X) .
Let us compute

u ◦ βG ◦ îGF = j ◦ hG ◦ îGF = iG ◦ jG ◦ îGF = iG ◦ iGF ◦ jF = iF ◦ jF
= j ◦ hF = u ◦ βF .

Since u is mono we conclude. Let us consider the exact sequence

0→ Ker (λF )
jF−→ U (F ) λF−→ X

Since A is a Grothendieck category, we have that lim→ are exact and hence we get
the exact sequence

0→ lim
→

Ker (λF )
lim→ jF−→ lim

→
U (F ) = U (HomA(U,X)) lim→ λF=λ−→ X.

It follows that Ker (λ) = lim→Ker (λF ) and hence there exists a unique monomor-
phism β = lim→ βF : lim→Ker (λF ) = Ker (λ)→ Ker (µ) such that

β ◦ hF = βF for every finite subset F of HomA (U,X) .

Since for every finite subset F of HomA (U,X)

u ◦ β ◦ hF = u ◦ βF = j ◦ hF
we get that

u ◦ β = j

and hence

µ ◦ j = µ ◦ u ◦ β = 0

0 // Ker (λ)
j // U (HomA(U,X))

λ //

p

��

X
χ=0 //

t

wwppppppppppppp Coker (λ)

Coker (j)
∼

λ

//

eµ
��

Ker (χ)

∼ k

OO

Z

Therefore there exists a unique morphism µ̃ : Im (λ) ' Coker (j) → Z such that
µ̃◦p = µ where p : U (HomA(U,X)) → Coker (j) is the canonical projection. By Lemma
A.2, we have that Im (λ) = X and then X = Im (λ) = Coker (j). Then there exists
an isomorphism t : X → Coker (j) such that t ◦ λ = p. Set g = µ̃ ◦ t and for every
f ∈ HomA (U,X), we compute

g ◦ f = µ̃ ◦ t ◦ f = µ̃ ◦ t ◦ λ ◦ if = µ̃ ◦ p ◦ if = µ ◦ if = ϕ (f) .

This means that ϕ = HomA (U, g). �
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Lemma A.4. Let A be an abelian category and let U ∈ A. Then, for every exact
sequence in A

0→ K
k−→ X

f−→ Y,

the sequence

0→ HomA (U,K)
HomA(U,k)−→ HomA (U,X)

HomA(U,f)−→ HomA (U, Y )

is an exact sequence of abelian groups.

Proof. Let h ∈ HomA (U,K). Then HomA (U, k) (h) = kh. Since k is a monomor-
phism it follows that kh = 0 if and only if h = 0. Hence HomA (U, k) is also a
monomorphism. Also (HomA (U, f) ◦ HomA (U, k)) (h) = fkh = 0. This implies
that Im (HomA (U, k)) ⊆ Ker (HomA (U, f)). Let now g ∈ HomA (U,X) and assume
that HomA (U, f) (g) = 0 i.e. fg = 0. Since (K, k) = Ker (f) there exists a mor-
phism g′ : U → K such that g = kg′ = HomA (U, k) (g′) ∈ Im (HomA (U, k)). There-
fore we get that Ker (HomA (U, f)) ⊆ Im (HomA (U, k)) and hence Ker (HomA (U, f)) =
Im (HomA (U, k)). �

Lemma A.5. In the assumptions and notations of A.1, let (T,H) be an adjunction
where T : B → A and H : A → B and let f : X → Y be a morphism in A. Then f
is a monomorphism (resp. epimorphism) if and only if TH (f) is a monomorphism
(resp. epimorphism).

Proof. First of all, for every X ∈ A let εX : TH (X) → X be the counit of the
adjunction (T,H). Then, in view of Proposition A.3 and Proposition 2.32, εX is an
isomorphism and for every morphism f : X → Y in A we have

f ◦ εX = εY ◦ TH (f) .

Thus f is mono (resp. epi) if and only if TH (f) is mono (resp. epi). �

Lemma A.6. In the assumptions and notations of A.1, let m,n ∈ N,m, n ≥ 1,
let f : Bm → Bn be a morphism of right B-modules, let X = Coim

(
f
)

and let
j : X → Bn be the canonical injection. Let T : Mod-B → A be a left adjoint of the
functor HomA (U,−) : A →Mod-B. Then T (j) is a monomorphism.

Proof. Let m,n ∈ N,m, n ≥ 1, let f : Um → Un be a morphism in A. Let us
consider the diagram

0 // Ker (f)
k // Um

f //

p

��

Un

Coim (f)

i

::uuuuuuuuu

��
0

88qqqqqqqqqqqq
0

where p is the canonical epimorphism and i is the canonical monomorphism. By
applying to it the functor H = HomA (U,−), in view of Lemma A.4, we obtain the
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diagram

0 // Ker (H (f)) = H (Ker (f))
H(k)

// H (Um)
H(f)

//

H(p)

��

H (Un)

H (Coim (f))
H(i)

77ppppppppppp

0

44iiiiiiiiiiiiiiiiiiii

Since Coim (H (f)) = Coker (H (k)) and H (p) ◦ H (k) = 0 there exists a unique
morphism ζ : Coim (H (f))→ H (Coim (f)) such that

(259) H (p) = ζ ◦ q
where q : H (Um)→ Coim (H (f)) is the canonical epimorphism. Let j : Coim (H (f))→
H (Un) be the canonical monomorphism such that j ◦ q = H (f). Then from
j ◦ q ◦H (k) = H (f ◦ k) = 0 we get that

(260) q ◦H (k) = 0.

0 // Ker (H (f)) = H (Ker (f))
H(k) // H (Um)

H(f) //

H(p)
��

q

**UUUUUUUUUUUUUUUUUU H (Un)

H (Coim (f))

H(i)

44iiiiiiiiiiiiiiiiii
Coim (H (f)) = Coker (H (k))

j

OO

ζ
oo_ _ _

))SSSSSSSSSSSSSSSSS

0

44iiiiiiiiiiiiiiiiiiii 0

OO

0

From H (i) ◦ ζ ◦ q (259)
= H (i) ◦H (p) = H (f) = j ◦ q, since q is an epimorphism, we

get that

(261) H (i) ◦ ζ = j.

Let us apply T to it having in mind that T is right exact

0 // TH (Ker (f))
TH(k)

// TH (Um)
TH(f)

//

TH(p)

��

T (q)

''NNNNNNNNNNNNNNNNNN
TH (Un)

TH (Coim (f))

TH(i)

77pppppppppppppppppp ξ //___ T (Coim (H (f)))

T (j)

OO

T (ζ)
oo

Let us prove that T (j) is mono. From formula (260) we obtain that T (q) ◦
TH (k) = T (q ◦H (k)) = 0. Since

TH (Coim (f)) = Coim (TH (f)) = Coker (Ker (TH (f)))

= Coker (TH (Ker (f))) = Coker (TH (k))

there exists a unique ξ : TH (Coim (f))→ T (Coim (H (f))) such that

(262) ξ ◦ TH (p) = T (q) .
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We have

T (ζ) ◦ ξ ◦ TH (p)
(262)
= T (ζ) ◦ T (q)

(259)
= TH (p)

and since TH (p) is epi by Lemma A.5, we get

T (ζ) ◦ ξ = IdTH(Coim(f)).

We compute

ξ ◦ T (ζ) ◦ T (q)
(259)
= ξ ◦ TH (p)

(262)
= T (q)

and since T (q) is epi, we obtain that

ξ ◦ T (ζ) = IdT (Coim(H(f))).

Therefore T (ζ) is an isomorphism. From formula (261) we get that TH (i)◦T (ζ) =
T (j) and by Lemma A.5 we conclude that T (j) is a monomorphism.

Let m,n ∈ N,m, n ≥ 1, let f : Bm → Bn be a morphism of right B-modules
and let X = Coim

(
f
)
. Since U is a generator, by Proposition A.3, there exists

a unique morphism f : Um → Un such that H (f) = f . Then, by the foregoing,
X = Coim (H (f)) and T (j) is a monomorphism where j : X → Bn is the canonical
monomorphism. �

Lemma A.7. Let B be a ring and let X be a submodule of a free module A(Z).
Let P0 (X) be the set of finite subsets of X and let jF : XF → X be the canonical
inclusion of the submodule of X spanned by F ∈ P0 (X). Then for every F ∈ P0 (X)
there exists a finite subset ZF of Z and a monomorphism iF : XF → A(ZF ) such that
the diagram

XF

jF //

iF ##FFFFFFFF X
j // A(Z)

A(ZF )

hF

;;wwwwwwwww

where j : X → A(Z) is the canonical inclusion and hF : A(ZF ) → A(Z) is the canonical
section of the canonical projection πF : A(Z) → A(ZF ), is commutative. Moreover
(iF )F∈P0(X) is a family of morphisms between the direct systems (XF )F∈P0(X) and(
A(ZF )

)
F∈P0(X)

and (hF ◦ iF )F∈P0(X) is a compatible family of morphisms such that

lim
−→

(hF ◦ iF ) = j.

Proof. Let (ez)z∈Z be the canonical basis of A(Z). Then, for every x ∈ X there exists
a finite subset Fx of Z such that

x =
∑

z∈Fx
ezaz where az ∈ A for every z ∈ Fx.

For every F ∈ P0 (X) let us set

ZF =
⋃
x∈F

Fx

and let
(
eFz
)
z∈ZF

be the canonical basis of A(ZF ). Then the assignment

eFz 7→ ez where z ∈ ZF
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yields the canonical section hF : A(ZF ) → A(Z) of the canonical projection πF :
A(Z) → A(ZF ) since πF (ez) = eFz for every z ∈ F . Set iF = πF ◦ j ◦ jF . Then we
have

Im (j ◦ jF ) ⊆
∑

z∈F
ezA =

∑
z∈F

(hF ◦ πF ) (ez)A

and since

(hF ◦ πF ) (ez) = ez for every z ∈ F
we obtain that

(263) hF ◦ iF = hF ◦ πF ◦ j ◦ jF = j ◦ jF .

Assume now that F,G ∈ P0 (X) and that F ⊆ G. Then ZF ⊆ ZG so that we
can consider the canonical section hGF : A(ZF ) → A(ZG) of the canonical projection
πGF : A(ZG) → A(ZF ). We have

πGF
(
eGz
)

= eFz and hGF
(
eFz
)

= eGz for every z ∈ ZF .

Moreover

hG ◦ hGF = hF .

Let jGF : XF → XG be the canonical inclusion. Then

jG ◦ jGF = jF and πG ◦ hF = hGF

so that we get

iG ◦ jGF = πG ◦ j ◦ jG ◦ jGF = πG ◦ j ◦ jF =

(263)
= πG ◦ hF ◦ iF = hGF ◦ iF

and hence

hG ◦ iG ◦ jGF = hG ◦ hGF ◦ iF = hF ◦ iF
which proves that (hF ◦ iF )F∈P0(X) is a compatible family of morphisms. Since

lim−→ (XF )F∈P0(X) = X, to prove that

lim
−→

(hF ◦ iF ) = j

it is enough to prove that

j ◦ jF = hF ◦ iF
for every F ∈ P0 (X) . This holds in view of (263). �

Lemma A.8. Let f : X → Y and p : W → X be morphisms in an abelian category
A. Assume that p is an epimorphism and that

Ker (f ◦ p) = Ker (p) .

Then f is a monomorphism.

Proof. Since p is an epimorphism, we have that Coker (Ker (p)) = (X, p). It follows
that Coker (Ker (f ◦ p)) = (X, p). Let f ◦ p : Coker (Ker (f ◦ p))→ Ker (Coker (f ◦ p))
be the isomorphism such that

(264) f ◦ p = k ◦ f ◦ p ◦ p
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where k : Ker (Coker (f ◦ p)) → Y is the canonical monomorphism. Since p is an
epimorphism, from formula (264) we obtain that f = k ◦ f ◦ p and hence f is a
monomorphism. �

Theorem A.9 ([Po, page 112]). Let A be a Grothendieck category, let U be an object
of A and let B = HomA (U,U). Assume that U is a generator of A and that there
exists a left adjoint T : Mod-B → A of the functor HomA (U,−) : A → Mod-B.
Then T is an exact functor.

Proof. By Proposition A.3, H is full and faithful. Since T is a left adjoint so that it
preserves epimorphisms, we have only to prove that it is left exact.

Now let X be a submodule of a free right B-module B(Z). Let P0 (X) be the set of
finite subset of X and let jF : XF → X be the canonical inclusion of the submodule
of X spanned by F ∈ P0 (X). By Lemma A.7, for every F ∈ P0 (X) there exists a
finite subset ZF of Z and a monomorphism iF : XF → A(ZF ) such that the diagram

XF

jF //

iF ##FFFFFFFF X
j // A(Z)

A(ZF )

hF

;;wwwwwwwww

where j : X → A(Z) is the canonical inclusion and hF : A(ZF ) → A(Z) is the canonical
section of the canonical projection πF : A(Z) → A(ZF ), is commutative. Moreover
(hF ◦ iF )F∈P0(X) is a compatible family of morphisms such that

lim
−→

(hF ◦ iF ) = j.

Since T is a left adjoint functor, we have

T (j) = T
(
lim
−→

(hF ◦ iF )
)

= lim
−→

T (hF ◦ iF ) .

By Lemma A.6 we know that T (iF ) is a monomorphism. On the other hand πF ◦
hF = Id

A(ZF ) and hence also T (hF ) is a monomorphism. Since A is a Grothendieck
category, direct limits are exact in A and hence T (j) is a monomorphism.
Finally let

0→ L
f−→M

be a monomorphism in Mod-B. Then we can construct the following commutative
diagram with exact rows and columns

0

��

0

��
0 // Ker (p)

i′ //

IdKer(p)

��

P
p′ //

f ′

��

L //

f

��

0

0 // Ker (p)
i // B(M)

p // M // 0
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where p : B(M) → M is the usual epimorphism of right B-modules and (P, f ′, p′) is
the pullback of (p, f). Recall that

P =
{
(x, y) ∈ B(M) × L | p (x) = f (y)

}
and f ′ : P → B(M) is defined by setting f ′ ((x, y)) = x while p′ : P → L is defined by
setting p′ ((x, y)) = y. Moreover i′ : Ker (p)→ P is defined by setting i′ (x) = (x, 0).
Since f is a monomorphism we have that also f ′ is a monomorphism and since p is
an epimorphism, also p′ is an epimorphism. Then, by the foregoing, both T (f ′) and
T (i) are monomorphism. Since T (i) is a monomorphism we get that T (i′) is also
a monomorphism so that (T (Ker (p)) , T (i′)) is a kernel of T (p′). Since T (f ′) is
a monomorphism and T (f ′)T (i′) = T (i) we get that (T (Ker (p)) , T (i′)) is also a
kernel of T (p)T (f ′). In fact T (p)T (f ′)T (i′) = T (p)T (i) = 0 and if ζ : Z → T (P )
is a morphism such that T (p)T (f ′) ζ = 0 there exists a unique morphism ζ ′ : Z →
T (Ker (p)) such that T (f ′) ζ = T (i) ζ ′ so that T (f ′) ζ = T (i) ζ ′ = T (f ′)T (i′) ζ ′

and since T (f ′) is mono we get that ζ = T (i′) ζ ′. Since T (p)T (f ′) = T (f)T (p′)
we deduce that (T (Ker (p)) , T (i′)) is a kernel of T (f)T (p′). Therefore we obtain
that

Ker (T (f)T (p′)) = Ker (T (p′)) .

Since T is right exact we know that T (p′) is an epimorphism and hence, in view of
Lemma A.8, we deduce that T (f) is a monomorphism.

0

��
0 // T (Ker (p))

T (i′)
//

IdT (Ker(p))

��

T (P )
T (p′)

//

T (f ′)
��

T (L) //

T (f)

��

0

0 // T (Ker (p))
T (i)

// T
(
B(M)

) T (p)
// T (M) // 0

�

Lemma A.10. Let C be an A-coring. Then the category (Mod-A)C has coproducts

and cokernels so that it is cocomplete. Moreover if U : (Mod-A)C → (Mod-A) is
the forgetful functor we have

U
((∐

(Mi, ρi)i∈I , ρ
M
))

=
⊕

i∈I
Mi and U

((
Coker (f) , ρCoker(f)

))
= Coker (f) .

Proof. Let (Mι, ρi)i∈I be a family of right C-comodules and let εi : Mi →M =
⊕
i∈I
Mi

be the canonical injection and πi : M → Mi the canonical projection. Since πiεi =
IdMi

the map

εi ⊗A C : Mi ⊗A C →M ⊗A C
is injective and hence also the map

ρi = (εi ⊗A C) ◦ ρi : Mi →M ⊗A C

is injective. Let

ρM : M →M ⊗A C
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be the codiagonal map of the ρi. Then ρM is uniquely defined by

ρM ◦ εi = ρi.

Then
(
M,ρM

)
∈ (Mod-A)C. In fact, for every i ∈ I we have(

ρM ⊗A C
)
◦ ρM ◦ εi =

(
ρM ⊗A C

)
◦ ρi =

(
ρM ⊗A C

)
◦ (εi ⊗A C) ◦ ρi

= (ρi ⊗A C) ◦ ρi = (εi ⊗A C) ◦ (ρi ⊗A C) ◦ ρi = (εi ⊗A C) ◦
(
Mi ⊗A ∆C

)
◦ ρi

=
(
M ⊗A ∆C

)
◦ (εi ⊗A C) ◦ ρi =

(
M ⊗A ∆C

)
◦ ρi =

(
M ⊗A ∆C

)
◦ ρM ◦ εi

and

rM ◦
(
M ⊗A εC

)
◦ ρM ◦ εi = rM ◦

(
M ⊗A εC

)
◦ ρi = rM ◦

(
M ⊗A εC

)
◦ (εi ⊗A C) ◦ ρi

= rM ◦ (εi ⊗A A) ◦
(
Mi ⊗A εC

)
◦ ρi = εi ◦ rMi ◦

(
Mi ⊗A εC

)
◦ ρi = εi.

Let f :
(
M,ρM

)
→
(
N, ρN

)
be a morphism in (Mod-A)C so that f : M → N is a

morphism in Mod-A and let us consider

M
f−→ N

p−→ Coker (f)→ 0

the cokernel of f in Mod-A. Then we have the following diagram in Mod-A

M
f //

ρM

��

N
p //

ρN

��

Coker (f) //

ρCoker(f)

��

0

M ⊗A C
f⊗AC // N ⊗A C

p⊗AC // Coker (f)⊗A C // 0

We compute

(p⊗A C) ◦ ρN ◦ f = (p⊗A C) ◦ (f ⊗A C) ◦ ρM = (pf ⊗A C) ◦ ρM = 0

by the universal property of the cokernel there exists a unique morphism ρCoker(f) :
Coker (f)→ Coker (f)⊗A C such that

ρCoker(f) ◦ p = (p⊗A C) ◦ ρN .

Let us check that
(
Coker (f) , ρCoker(f)

)
∈ (Mod-A)C . Let us compute(

ρCoker(f) ⊗A C
)
◦ ρCoker(f) ◦ p =

(
ρCoker(f) ⊗A C

)
◦ (p⊗A C) ◦ ρN

= (p⊗A C ⊗A C) ◦
(
ρN ⊗A C

)
◦ ρN = (p⊗A C ⊗A C) ◦

(
N ⊗A ∆C

)
◦ ρN

=
(
Coker (f)⊗A ∆C

)
◦ (p⊗A C) ◦ ρN =

(
Coker (f)⊗A ∆C

)
◦ ρCoker(f) ◦ p

and

rCoker(f) ◦
(
Coker (f)⊗A εC

)
◦ ρCoker(f) ◦ p

= rCoker(f) ◦
(
Coker (f)⊗A εC

)
◦ (p⊗A C) ◦ ρN

= rCoker(f) ◦ (p⊗A A) ◦
(
N ⊗A εC

)
◦ ρN = p ◦ rN ◦

(
N ⊗A εC

)
◦ ρN = p

and since p is epi we conclude. Now, let ζ :
(
N, ρN

)
→
(
Z, ρZ

)
be a morphism in

(Mod-A)C such that ζ◦f = 0. Then, there exists a unique morphism ζ ′ : Coker (f)→
Z in Mod-A such that ζ ′◦p = ζ. We want to prove that ζ ′ ∈ (Mod-A)C. We compute

ρZ ◦ ζ ′ ◦ p = ρZ ◦ ζ = (ζ ⊗A C) ◦ ρN
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= (ζ ′ ⊗A C) ◦ (p⊗A C) ◦ ρN = (ζ ′ ⊗A C) ◦ ρCoker(f) ◦ p

and since p is an epimorphism we get that ζ ′ ∈ (Mod-A)C. �

Lemma A.11. Let C be an A-coring and assume that AC is flat. Then the category
(Mod-A)C has kernels. Moreover if U : (Mod-A)C → (Mod-A) is the forgetful
functor we have

U
((

Ker (f) , ρKer(f)
))

= Ker (f) .

Proof. Since by Lemma A.10 the preadditive category (Mod-A)C has coproducts,

it also has products. Now, let f :
(
M,ρM

)
→
(
N, ρN

)
a morphism in (Mod-A)C.

Then in Mod-A we can consider the exact sequence

0→ Ker (f)
k−→M

f−→ N

and, since AC is flat, we get the exact sequence

0 // Ker (f)
k //

ρKer(f)

��

M
f //

ρM

��

N

ρN

��
0 // Ker (f)⊗A C

k⊗AC // M ⊗A C
f⊗AC // N ⊗A C

We have
0 = ρN ◦ f ◦ k = (f ⊗A C) ◦ ρM ◦ k.

By the properties of the kernel of f there exists a unique morphism ρKer(f) : Ker (f)→
Ker (f)⊗A C such that

ρM ◦ k = (k ⊗A C) ◦ ρKer(f).

We have to prove that
(
Ker (f) , ρKer(f)

)
∈ (Mod-A)C. Let us compute

(k ⊗A C ⊗A C) ◦
(
ρKer(f) ⊗A C

)
◦ ρKer(f) =

(
ρM ⊗A C

)
◦ (k ⊗A C) ◦ ρKer(f)

=
(
ρM ⊗A C

)
◦ ρM ◦ k =

(
M ⊗A ∆C

)
◦ ρM ◦ k =

(
M ⊗A ∆C

)
◦ (k ⊗A C) ◦ ρKer(f)

= (k ⊗A C ⊗A C) ◦
(
Ker (f)⊗A ∆C

)
◦ ρKer(f)

and

k ◦ rKer(f) ◦
(
Ker (f)⊗A εC

)
◦ ρKer(f) = rM ◦ (k ⊗A C) ◦

(
Ker (f)⊗A εC

)
◦ ρKer(f)

= rM ◦
(
M ⊗A εC

)
◦ (k ⊗A C) ◦ ρKer(f) = rM ◦

(
M ⊗A εC

)
◦ ρM ◦ k = k.

Since k is mono we conclude. Let now ζ :
(
Z, ρZ

)
→
(
M,ρM

)
be a morphism in

(Mod-A)C such that f ◦ ζ = 0. Then by the universal property of the kernel of f in
Mod-A there exists a unique morphism ζ ′ : Z → Ker (f) such that

k ◦ ζ ′ = ζ.

We want to prove that ζ ′ ∈ (Mod-A)C . Let us compute

(k ⊗A C) ◦ ρKer(f) ◦ ζ ′ = ρM ◦ k ◦ ζ ′ = ρM ◦ ζ = (ζ ⊗A C) ◦ ρZ

= (k ⊗A C) ◦ (ζ ′ ⊗A C) ◦ ρZ

and since k⊗AC is mono we conclude that ζ ′ ∈ (Mod-A)C and U
((

Ker (f) , ρKer(f)
))

=
Ker (f) . �
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Proposition A.12 ([ELGO2, Proposition 1.2]). Let C be an A-coring. Then the
following are equivalent

(a) AC is flat.

(b) (Mod-A)C is an abelian category and the forgetful functor U : (Mod-A)C →
Mod-A is left exact (and hence exact).

(c) (Mod-A)C is a Grothendieck category and the forgetful functor U : (Mod-A)C →
Mod-A is left exact (and hence exact).

Proof. By Lemma A.10, the category (Mod-A)C has coproducts and cokernels.
(a)⇒ (c) By Lemma A.11 has kernels. Consider the following diagram(
Ker (f) , ρKer(f)

) k //
(
M,ρM

) f //

χ′

��
ρ

''OOOOOOOOO

(
N, ρN

) χ //
(
Coker (f) , ρCoker(f)

)

(
Coker (k) , ρCoker(k)

)
f̄

//
(
Ker (χ) , ρKer(χ)

)
.

k′

OO

in (Mod-A)C. Then we get the diagram

Ker (f)
k // M

f //

χ′

��
ρ

!!C
C

C
C

C
C

C N
χ // Coker (f)

Coker (k)
f̄

// Ker (χ) .

k′

OO

in Mod-A. Since Mod-A is preabelian, f is an isomorphism in Mod-A and hence also
in (Mod-A)C. Thus also the category (Mod-A)C is preabelian and moreover abelian
(there exist products of every finite family of objects in the category). Moreover,
by Lemma A.10 and Lemma A.11 U is left exact. Further, the direct limits are
exacts for module categories and thus also for (Mod-A)C. We now have to find a

generator for (Mod-A)C. Let
(
M,ρM

)
∈ (Mod-A)C and let p : A(M) → M is the

usual epimorphism of right A-modules. Let us consider the epimorphism l given by
the following composite

l : C(M) −→ A(M) ⊗A C
p⊗AC−→ M ⊗A C −→ 0

where the first arrow is the canonical isomorphism and the second one is the usual
epimorphism so that l

(
(cm)m∈M

)
=
∑

m∈M m ⊗A cm where cm are almost all zero.
Then we have the following diagram

0

��

0

��
P

g //

ρ

��

M //

ρM

��

0

C(M)
l // M ⊗A C // 0
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where (P, ρ, g) is the pullback of
(
l, ρM

)
. Recall that P is the submodule of

C(M) ×M

defined by setting

P =
{
(x,m) ∈ C(M) ×M | l (x) = ρM (m)

}
and ρ : P → C(M) is defined by setting ρ ((x,m)) = x while g : P → M by
setting g ((x,m)) = m. Since ρM is mono, ρ is also mono (thus ρ (P ) = H is a
subcomodule of C(M)) and since l is epi, g is epi. Denote by hMF : C(F ) → C(M) the
canonical inclusion for any F ⊆ M . Let m ∈ M, then there exist n ∈ N and Fm =

{y1, y2, . . . , yn} ⊆ M such that ρM (m) =
∑

y∈Fm y ⊗A cy = l
(
hMFm

(
(cy)y∈Fm

))
.

Then, for every m ∈ M, there exists z ∈ P such that m = g (z) = g ((ρ (z) ,m))

where ρ (z) = hMFm

(
(cy)y∈Fm

)
∈ hMFm

(
C(Fm)

)
⊆ C(M). Thus, for every m ∈ M, there

exists xm = (cy)y∈Fm ∈ such that m = g
((
hMFm (xm) ,m

))
. Then we have defined

the following homomorphism

νxm : xmA −→ M
xm 7→ g

((
hMFm (xm) ,m

))
.

such that

m = νxm (xm) .

Since xmA ⊆ C(Fm), we deduce that the subcomodules of C(N) form a set of generators
for (Mod-A)C i.e.

⊕
H⊆C(N)

H is a generator for (Mod-A)C.

(c)⇒ (b) Obvious.

(b)⇒ (a) By Example 4.3 and Definition 4.10 F : Mod-A→ (Mod-A)C is a right
adjoint of U and then F is left exact. Then using the hypothesis that U is left exact,
we deduce that U ◦ F : Mod-A→Mod-A is also left exact, i.e. AC is flat. �

Definition A.13. Let A be a Grothendieck category. An object A ∈ A is called
finitely generated if, for every direct family of subobjects {Ai}i∈I of A such that
A =

∑
i∈I
Ai, there exists an index i0 ∈ I such that A = Ai0 .

Proposition A.14. Let A be a Grothendieck category. An object A ∈ A is finitely
generated if and only if, for every family of subobjects {Ai}i∈I of A such that

∑
i∈I
Ai =

A, there exists a finite number of subobjects A1, . . . , An such that A =
n∑
i∈I
Ai.

Proof. (⇐) Let {Ai}i∈I be a direct family of subobjects of A closed under sums
and such that A =

∑
i∈I
Ai. By hypothesis there exists a finite number of subobjects

A1, . . . , An such that A =
n∑
i∈I
Ai. Since the family is direct and closed under sums,

there exists an index i0 ∈ I such that A =
n∑
i∈I
Ai ⊆ Ai0 . Then A is finitely generated.
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(⇒) Let {Ai}i∈I be a family of subobjects of A closed under sums and which
contains A itself. Assume that A =

∑
i∈I
Ai. Since A is finitely generated, there exists

an index i0 ∈ I such that Ai0 = A. �

Lemma A.15. Let A be a Grothendieck category and let 0 → A′ −→ A
p−→ A′′ →

0 be an exact sequence in A. Then if A is finitely generated A′′ is also finitely
generated.

Proof. Let (A′′i )i∈I be a direct family of subobjects of A′′ such that A′′ =
∑
i∈I
A′′i . Then

we have, for every i ∈ I, A′′i = Ai�A′ for Ai subobject of A such that A′ ⊆ Ai.
Hence (Ai)i∈I is a direct family of subobjects of A such that A =

∑
i∈I
Ai and since A

is finitely generated there exists an index i0 ∈ I such that A = Ai0 . Then we have
A′′ = Ai0�A′ = A′′i0 , i.e. A′′ is also finitely generated. �

Lemma A.16. Let A be a Grothendieck category and let A ∈ A be a finitely generated
object. Let f : A →

∐
i∈I
Bi be a morphism in A. Then there exist a finite subset

F ⊆ I such that Im (f) ⊆
∑
i∈F

εi (Bi).

Proof. Let εi : Bi →
∐
j∈I

Bj the canonical inclusions and consider ∇ (εi)i∈I :
∐
i∈I
Bi →

∐
j∈I

Bj defined by setting ∇ (εi)i∈I

(∐
j∈I

Bj

)
=
∑
i∈I
εi (Bi). We prove ∇ (εi)i∈I =

Id`
i∈I

Bi . In fact we have that ∇ (εj)j∈I ◦ εi = εi = Id`
j∈I

Bj ◦ εi. Thus,
∐
i∈I
Bi =

Im

(
Id`

i∈I
Bi

)
= Im

(
∇ (εi)i∈I

)
=
∑
i∈I
εi (Bi) where (εi (Bi))i∈I define a family of sub-

objects of
∐
i∈I
Bi. Let f : A→

∐
j∈I

Bj. By Lemma A.15, since A is finitely generated

also Coim (f) is finitely generated and, since Coim (f) ' Im (f) ⊆
∑
i∈I
εi (Bi), there

exists a finite subset F ⊆ I such that Im (f) ⊆
∑
i∈F

εi (Bi). �

Definition A.17. Let A be an abelian category. A projective object P ∈ A is
called finite if the functor HomA (P,−) preserves coproducts.

Proposition A.18. Let A be a Grothendieck category and let P be a projective
object. Then P is finite if and only if P is finitely generated.

Proof. Assume first that P ∈ A is finite. Let {Pi}i∈I be a family of subobjects of P
such that

∑
i∈I
Pi = P. Let pi : Pi → P be the canonical inclusion for every i ∈ I and

consider p = ∇ (pi)i∈I :
∐
i∈I
Pi → P. Then we have

(
∇ (pi)i∈I

)(∐
i∈I

Pi

)
=
∑
i∈I

pi (Pi) =
∑
i∈I

Pi = P
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and thus p is an epimorphism. Since P is projective there exists i : P →
∐
i∈I
Pi such

that p ◦ i = IdP . Note that i ∈ HomA

(
P,
∐
i∈I
Pi

)
and since P is finite we have

that ∇ (Hom (P, εi))i∈I :
∐
i∈I

HomA (P,Bi) → HomA

(
P,
∐
i∈I
Bi

)
is an isomorphism.

Thus there exist n ∈ N and i1 ∈ HomA (P, P1) , . . . , in ∈ HomA (P, Pn) such that

i = ε1i1 + · · · + εnin. Hence IdP = p ◦ i = p ◦ (ε1i1 + · · ·+ εnin) : P →
n∐
i∈1

Pi → P

and then P =
n∐
i∈1

Pi so that P is finitely generated.

Assume now that P is finitely generated. Let us denote by εj : Bj →
∐
i∈I
Bi,

εFi : Bi →
∐
i∈F

Bi the canonical injections for every F ⊆ I finite subset, and let us

prove that

∇ (Hom (P, εi))i∈I :
∐
i∈I

HomA (P,Bi) −→ HomA

(
P,
∐
i∈I

Bi

)
(fi)i∈I 7→

∑
i∈I

εi ◦ fi

is an isomorphism. First of all we prove that it is epi. Since P is finitely generated, if
f : P →

∐
i∈I
Bi is a morphism inA, by Lemma A.16, there exists a F ⊆ I finite subset

such that Im (f) ⊆
∑
i∈F

εi (Bi) . Let us denote by f : P → Im (f) and s : Im (f) ↪→∑
i∈F

εi (Bi) the canonical inclusion. Let us consider h = ∇ (εi)i∈F :
∐
i∈F

Bi →
∐
i∈I
Bi

satisfying

(265) h ◦ εFi = ∇ (εi)i∈F ◦ ε
F
i = εi for every i ∈ F .

Then, by definition of the codiagonal morphism, we have that Im (h) =
∑
i∈F

εi (Bi)

and thus, if we call ĥ :
∐
i∈F

Bi → Im (h) =
∑
i∈F

εi (Bi) the canonical projection, we

can write

(266) h = t ◦ h

where t :
∑
i∈F

εi (Bi)→
∐
i∈I
Bi is the inclusion. Thus also f can be factorized through

f by

(267) f = t ◦ s ◦ f.

With these notations we can rewrite (265) as follows

(268) εi = h ◦ εFi = t ◦ h ◦ εFi .
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We will prove that h :
∐
i∈F

Bi →
∑
i∈F

εi (Bi) is in fact an isomorphism. We define the

family (ηj)j∈I by setting

ηj = 0 for every j ∈ I\F and ηj = εFj for every j ∈ F .

Then we can take ∇ (ηi)i∈I :
∐
i∈I
Bi →

∐
i∈F

Bi. Let us compute for every j ∈ F

∇ (ηi)i∈I ◦ h ◦ ε
F
j

defh
= ∇ (ηi)i∈I ◦ ∇ (εi)i∈F ◦ ε

F
j

(265)
= ∇ (ηi)i∈I ◦ εj

= εFj = Id `
i∈F

Bi ◦ εFj

and thus ∇ (ηi)i∈I ◦ h = Id `
i∈F

Bi . Therefore we deduce that h is mono and then h is

an isomorphism. Let us consider (δij : Bi → Bj)j∈I the family defined by setting

δii = IdBi and δij = 0 for every j 6= i.

Since
∐
i∈F

Bi is a finite coproduct, we can view it as a product and call πj :
∐
i∈F

Bi =∏
i∈F

Bi =×i∈F → Bj the projections for every j ∈ F satisfying

(269) πj ◦ εFi = δij and
∑
i∈F

εFi πi = Id×i∈F
.

Note that, by the universal property of the coproduct, there exist qj :
∐
i∈I
Bi → Bj

such that

(270) qj ◦ εi = δij.

Let us compute, for every i ∈ F and for every j ∈ I,

qj ◦ h ◦ εFi = qj ◦ εi
(270)
= δij

(269)
= πj ◦ εFi

and thus

(271) qj ◦ h = πj.

We define the family (fi)i∈I ∈
∐
i∈I

HomA (P,Bi) by setting

fi = πi ◦ h
−1 ◦ s ◦ f for every i ∈ F and fi = 0 for every i ∈ I\F .

Note that

fi = πi ◦ h
−1 ◦ s ◦ f (271)

= qi ◦ h ◦ h
−1 ◦ s ◦ f

(266)
= qi ◦ t ◦ h ◦ h

−1 ◦ s ◦ f = qi ◦ t ◦ s ◦ f
(267)
= qi ◦ f

i.e.

(272) fi = qi ◦ f.
For such a family (fi)i∈I , we have to prove that

f =
∑
i∈I

εi ◦ fi.
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Since fi = 0 for every i ∈ I\F we have∑
i∈I

εi ◦ fi =
∑
i∈F

εi ◦ fi

so that it is sufficient to prove that

f =
∑
i∈F

εi ◦ fi

and by (267) and (268)

t ◦ s ◦ f =
∑
i∈F

t ◦ h ◦ εFi ◦ fi.

Since t is mono we only need to prove that

s ◦ f =
∑
i∈F

h ◦ εFi ◦ fi

and thus, for every j ∈ F, that

πj ◦ h
−1 ◦ s ◦ f = πj ◦ h

−1 ◦
∑
i∈F

h ◦ εFi ◦ fi.

Let us compute

πj ◦ h
−1 ◦ s ◦ f (271)

= qj ◦ h ◦ h
−1 ◦ s ◦ f

(266)
= qj ◦ t ◦ h ◦ h

−1 ◦ s ◦ f

= qj ◦ t ◦ s ◦ f
(267)
= qj ◦ f

(272)
= fj.

On the other hand

πj ◦ h
−1 ◦

∑
i∈F

h ◦ εFi ◦ fi =
∑
i∈F

πj ◦ h
−1 ◦ h ◦ εFi ◦ fi =

∑
i∈F

πj ◦ εFi ◦ fi

(269)
=
∑
i∈F

δij ◦ fi = fj

so that we conclude that
∐
i∈I

HomA (P,Bi)
∇(Hom(P,εi))i∈I−→ HomA

(
P,
∐
i∈I
Bi

)
is an epi-

morphism. Let now (fi)i∈I ∈
∐
i∈I

HomA (P,Bi) where fi’s are almost all zero, be

such that ∇ (Hom (P, εi))i∈I
(
(fi)i∈I

)
=
∑
i∈I
εi ◦ fi = 0. Since fi’s are almost all zero,

let F ⊆ I be a finite subset such that fi 6= 0 for every i ∈ F and fi = 0 for every

i ∈ I\F . Then 0 =
∑
i∈I
εi ◦ fi

(265)
=

∑
i∈F

h ◦ εFi ◦ fi. Since h is mono, we also have

0 =
∑
i∈F

εFi ◦ fi ∈ HomA

(
P,
∐
i∈F

Bi

)
so that, for every j ∈ F,

0 = πj ◦
∑
i∈I

εFi ◦ fi =
∑
i∈I

πj ◦ εFi ◦ fi
(269)
= fj

and thus fi = 0 for every i ∈ I. �
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Proposition A.19. Let (T,H) be an adjunction where T : A → B, H : B → A
and A, B are Grothendieck categories. If T is an equivalence of categories, then

1) if P is a generator of A then TP is a generator of B
2) if P is projective in A then TP is projective B
3) if P is finite in A then TP is finite B
4) if P is finitely generated in A then TP is finitely generated in B
5) if P is finitely generated and projective in A then TP is finitely generated

and projective B
6) if P is finite projective in A then TP is finite projective in B.

Proof. 1) Let f : Y → Y ′ be a non zero morphism in B. Since T is an equivalence,
there exists a non zero morphism g : X → X ′ in A such that f = T (g). Since P
is a generator of A there exists a morphism p : P → X such that g ◦ p 6= 0. Then
0 6= T (g ◦ p) = T (g) ◦ T (p) = f ◦ T (p) and T (p) : TP → TX = Y so that TP is a
generator of B.

2) Let f : Y → Y ′ be a morphism in B. Since T is an equivalence, there exists
a morphism g : X → X ′ in A such that f = T (g), Y = TX and Y ′ = TX ′. Let
l : TP → Y a morphism in B, then l : TP → TX then there exists h : P → X such
that l = T (h). Since P is projective A, there exists k : P → X ′ such that g ◦h = k.
By applying the functor T we get T (g ◦ h) = T (g) ◦ T (h) = f ◦ l = T (k) then TP
is projective in B.

3) Let (Ni)i∈I be a family of objects in B. Since T is an equivalence, there exists
a family (Mi)i∈I of objects in A such that (Ni)i∈I = (TMi)i∈I . Denote by εi :

Mi →
∐
i∈I
Mi and by HomA (P, εi) : HomA (P,Mi) → HomA

(
P,
∐
i∈I
Mi

)
. Then we

can consider the codiagonal morphism ∇ (HomA (P, εi))i∈I : HomA

(
P,
∐
i∈I
Mi

)
→∐

i∈I
HomA (P,Mi). Since P is finite in A we have that P preserves coproducts, i.e.

∇ (HomA (P, εi))i∈I is an isomorphism. Let

φX,X′ : HomA (X,X ′) −→ HomB (TX, TX ′)

f 7→ T (f)

Since T is an equivalence φX,X′ is bijective for every X,X ′ ∈ A and
∐
i∈I

(TMi) =

T

(∐
i∈I
Mi

)
. Then we can consider

HomB (TP, T (εi)) : HomB (TP, T (Mi))→ HomB

(
TP, T

(∐
i∈I
Mi

))
= HomB

(
TP,

∐
i∈I

(TMi)

)
and their codiagonal morphism∇ (HomB (TP, T (εi)))i∈I : HomB

(
TP,

∐
i∈I

(TMi)

)
→
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i∈I

HomB (TP, T (Mi)). Then we have the following commutative diagram

HomA

(
P,
∐
i∈I
Mi

)
∇(HomA(P,εi))i∈I //

φP,
`
i∈I

Mi

��

∐
i∈I

HomA (P,Mi)

`
i∈I

φP,Mi

��

HomB

(
TP,

∐
i∈I

(TMi)

)
∇(HomB(TP,T (εi)))i∈I//

∐
i∈I

HomB (TP, T (Mi))

where we observed that the first row is an isomorphism and also the φ’s are isomor-
phism. Then we deduce that ∇ (HomB (TP, T (εi)))i∈I is an isomorphism, so that
TP preserves coproducts, i.e. TP is finite.

4) Let {Qi}i∈I be a direct family of subobjects of TP such that TP =
∑
i∈I
Qi.

Then, since T is an equivalence, there exists a direct family {Pi}i∈I of subobjects of
P such that TPi = Qi for every i ∈ I and P =

∑
i∈I
Pi. Since P is finitely generated,

there exists an index i0 ∈ I such that P = Pi0 and then TP = TPi0 = Qi0 , i.e. TP
is finitely generated.

5) By Proposition A.18, P is finite and thus by 3) we deduce that TP is also
finite. Since TP is moreover projective, by Proposition A.18 we conclude that TP
is finitely generated.

6) By Proposition A.18, since P is finite projective, P is finitely generated and
projective. Then we conclude by 5). �

Definition A.20. Let A be an abelian category. A finite projective generator P in
A is called progenerator.

Corollary A.21. Let A be a Grothendieck category. There exists an equivalence
F : A → Mod-B, where B is a ring, if and only if A contains a progenerator P .
Moreover

• If P is a progenerator of A, then HomA (P,−) : A → Mod-T where T =
HomA (P, P ) .
• If F is an equivalence, there exists a progenerator P in A such that

HomA (P, P ) ' B and F ' HomA (P,−).

Proof. Assume first that A contains a progenerator P . Let B = HomA (P, P ) and
consider the functor HomA (P,−) : A →Mod-B. Since P is a generator and A is a
Grothendieck category, by Proposition A.3 we deduce that HomA (P,−) is full and
faithful. Hence we only have to prove that HomA (P,−) is surjective on the objects.
Let M ∈Mod-B. Then we have the following exact sequence in Mod-B

B(X) −→ B(M) −→M → 0.

Since B = HomA (P, P ) we can rewrite is as

HomA (P, P )(X) −→ HomA (P, P )(M) −→M → 0.
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Since P is finite HomA (P, P )(X) ' HomA
(
P, P (X)

)
and

HomA (P, P )(M) ' HomA
(
P, P (M)

)
and then we have an exact sequence in Mod-B

(273) HomA
(
P, P (X)

) f−→ HomA
(
P, P (M)

)
−→ Q→ 0

where Q = Coker (f). Then Q ' M . Since HomA (P,−) is full (and faithful) we
have

HomA (A,A′) ' HomMod-B (HomA (P,A) ,HomA (P,A′)) ,

hence there exists a unique morphism g : P (X) → P (M) in A such that f =
HomA (P,−) (g). Let us consider in A

(274) P (X) g−→ P (M) −→ X → 0

where X = Coker (g). Since P is projective, HomA (P,−) is exact, and applying it
to (274) we get the exact sequence

HomA
(
P, P (X)

) f=HomA(P,g)−→ HomA
(
P, P (M)

)
→ HomA (P,X)→ 0.

From this sequence and (273) we deduce that Q ' HomA (P,X) where X =
Coker (g) ∈ A.
Conversely, let us assume that F : A →Mod-B is an equivalence of categories. Let
G : Mod-B → A be its inverse equivalence. Since B is a progenerator and G is an
equivalence of categories, by Proposition A.19 1) and 6), we deduce that G (B) is a
progenerator in A. Moreover we have

B ' HomMod-B (B,B) ' HomA (G (B) ,G (B)) .

Observe that G is a left adjoint to F and thus we have

HomA (G (B) ,−) ' HomMod-B (B,F−) .

Since HomMod-B (B,F−) ' F as functors, we deduce that

F ' HomA (G (B) ,−)

where G (B) is a progenerator in A. �

Theorem A.22. Let A be an abelian category. There exists an equivalence F : A →
Mod-B, where B is a ring, if and only if A contains a progenerator P and arbitrary
coproducts of copies of P . If F is an equivalence, there exists a progenerator P in
A such that HomA (P, P ) ' B and F ' HomA (P,−).

Proof. Assume first that A contains a progenerator P and arbitrary coproducts of
copies of P . Let B = HomA (P, P ) and consider the functor HomA (P,−) : A → Ab.
Let us endow any abelian group HomA (P,A) , for every A ∈ A, with a right B-
module structure given by the composition with morphisms of HomA (P, P ) = B.
This means we have the following map

HomA (P,A)× HomA (P, P )→ HomA (P,A)

(h, ξ) 7→ h ◦ ξ.
For every morphism f : A→ B in A we define a morphism in Mod-B as follows

HomA (P, f) : HomA (P,A)→ HomA (P,B)
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ξ 7→ f ◦ ξ.

Then it is well-defined a functor HomA (P,−) : A →Mod-B. We want to prove that
HomA (P,−) is an equivalence of category. To be full and faithful for HomA (P,−)
means that the map

φA,A′ : HomA (A,A′) −→ HomMod-B (HomA (P,A) ,HomA (P,A′))

f 7→
(

HomA (P, f) : HomA (P,A)→ HomA (P,A′)
ξ 7→ f ◦ ξ

)
is bijective for every A,A′ ∈ A. Note that HomA (P,−) induces an isomorphism

φP,P : HomA (P, P ) −→ HomMod-B (HomA (P, P ) ,HomA (P, P )) .

In fact, for every ζ ∈ HomA (P, P ) such that HomA (P, ζ) = 0 we have that, for
every ξ ∈ HomA (P, P ) , 0 = HomA (P, ζ) (ξ) = ζ ◦ ξ. Since P is a generator, we
deduce that ζ = 0. Now, let f : HomA (P, P ) → HomA (P, P ) be a morphism in
Mod-B and set f (IdP ) = χ. Then, for every ξ ∈ HomA (P, P ), we have

f (ξ) = f (IdP ◦ ξ)
f∈Mod-B

= f (IdP ) ◦ ξ = χ ◦ ξ = HomA (P, χ) (ξ)

and thus

f = HomA (P, χ) = HomA (P,−) (χ)

so that φP,P is an epimorphism. Let us consider families (Pi)i∈I and (Pj)j∈J where

Pi ' P ' Pj for every i ∈ I and j ∈ J . Set Bi = HomA (P, Pi) and Bj =
HomA (P, Pj). Then Bi = HomA (P, Pi) ' HomA (P, P ) = B and similarly Bj ' B.
Let us compute

HomA

(∐
j∈J

Pj,
∐
i∈I

Pi

)
coprod
'

∏
j∈J

HomA

(
Pj,
∐
i∈I

Pi

)
Pfinite'

∏
j∈J

∐
i∈I

HomA (Pj, Pi)

φP,P'
∏
j∈J

∐
i∈I

HomMod-B (HomA (P, Pj) ,HomA (P, Pi)) =
∏
j∈J

∐
i∈I

HomMod-B (Bj, Bi)

Bi'Bfinite'
∏
j∈J

HomMod-B

(
Bj,
∐
i∈I

Bi

)
coprod
' HomMod-B

(∐
j∈J

Bj,
∐
i∈I

Bi

)
hence

(275) HomA

(∐
j∈J

Pj,
∐
i∈I

Pi

)
' HomMod-B

(∐
j∈J

Bj,
∐
i∈I

Bi

)
which says that HomA (P,−) induces a bijection between the full subcategory of the
coproducts of copies of P in A and the full subcategory of coproducts of copies of
B in Mod-B, i.e. HomA (P,−) is full and faithful on the full subcategory of the
coproducts of copies of P in A. Let us denote by εPi : P → P (I), pPi : P (I) → P and

εj : B = HomA (P, P )→ B(I) = HomA (P, P )(I), pj : B(I) = HomA (P, P )(I) → B =
HomA (P, P ) the canonical maps. Now, let A,A′ ∈ A. Since P is a generator, we
have

P (J)
ef−→ P (I) h−→ A = Coker (h)→ 0
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and

P (J ′)
ef ′−→ P (I′) h′−→ A′ = Coker (h′)→ 0.

Let z : HomA (P,A) → HomA (P,A′) be a morphism in Mod-B. We have to prove
that there exists a morphism a : A → A′ such that z = HomA (P, a). Since P is
projective, HomA (P,−) is exact so that we get the exact sequences

HomA
(
P, P (J)

) HomA(P, ef)
−→ HomA

(
P, P (I)

) HomA(P,h)−→ HomA (P,A)→ 0

and

HomA

(
P, P (J ′)

) HomA(P, ef ′)
−→ HomA

(
P, P (I′)

)
HomA(P,h′)−→ HomA (P,A′)→ 0

Then we can consider

HomA
(
P, P (J)

) HomA(P, ef)
// HomA

(
P, P (I)

) HomA(P,h)
// HomA (P,A) //

z

��

0

HomA
(
P, P (J ′)

) HomA(P, ef ′)
// HomA

(
P, P (I′)

) HomA(P,h′)
// HomA (P,A′) // 0

Since HomA
(
P, P (I)

)
' B(I) it is projective, so that there exists a morphism

y : HomA
(
P, P (I)

)
→ HomA

(
P, P (I′)

)
and a morphism x : HomA

(
P, P (J)

)
→

HomA
(
P, P (J ′)

)
. Thus we have the following diagram

HomA
(
P, P (J)

) HomA(P, ef)
//

x

��

HomA
(
P, P (I)

) HomA(P,h)
//

y

��

HomA (P,A) //

z

��

0

HomA
(
P, P (J ′)

) HomA(P, ef ′)
// HomA

(
P, P (I′)

) HomA(P,h′)
// HomA (P,A′) // 0

Since HomA (P,−) is full and faithful on coproducts of copies of P, every morphism
x : HomA

(
P, P (J)

)
→ HomA

(
P, P (J ′)

)
is of the form x = HomA (P, x̃) for x̃ :

P (J) → P (J ′), so that we can rewrite the diagram as follows

HomA
(
P, P (J)

) HomA(P, ef)
//

HomA(P,ex)
��

HomA
(
P, P (I)

) HomA(P,h)
//

HomA(P,ey)
��

HomA (P,A) //

z

��

0

HomA
(
P, P (J ′)

) HomA(P, ef ′)
// HomA

(
P, P (I′)

) HomA(P,h′)
// HomA (P,A′) // 0

Thus we have

HomA

(
P, f̃ ′ ◦ x̃

)
= HomA

(
P, f̃ ′

)
◦ HomA (P, x̃)

= HomA (P, ỹ) ◦ HomA

(
P, f̃

)
= HomA

(
P, ỹ ◦ f̃

)
.

Since P is a generator we already now that HomA (P,−) is faithful, so that we
deduce that

f̃ ′ ◦ x̃ = ỹ ◦ f̃
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i.e.

P (J)
ef //

ex
��

P (I)
h //

ey
��

A // 0

P (J ′)
ef ′ // P (I′)

h′ // A′ // 0

Since A = Coker
(
f̃
)

and by the commutative of the diagram, we deduce that there

exists a unique morphism a : A→ A′ in A such that the diagram

P (J)
ef //

ex
��

P (I)
h //

ey
��

A //

a

��

0

P (J ′)
ef ′ // P (I′)

h′ // A′ // 0

is commutative. By applying the exact functor HomA (P,−) thus we get

HomA
(
P, P (J)

) HomA(P, ef)
//

HomA(P,ex)
��

HomA
(
P, P (I)

) HomA(P,h)
//

HomA(P,ey)
��

HomA (P,A) //

HomA(P,a)

��
z

��

0

HomA
(
P, P (J ′)

) HomA(P, ef ′)
// HomA

(
P, P (I′)

) HomA(P,h′)
// HomA (P,A′) // 0

which says

z ◦ HomA (P, h) = HomA (P, h′) ◦ HomA (P, ỹ)

= HomA (P, a) ◦ HomA (P, h)

and since HomA (P, h) is epi we deduce that

z = HomA (P, a) .

This proves that HomA (P,−) is full. Since P is a generator, HomA (P,−) is faithful.
Then we only need to prove that HomA (P,−) is surjective on objects. Let M ∈
Mod-B. Then we have the following exact sequence in Mod-B

B(X) → B(M) →M → 0.

Since B = HomA (P, P ) we can rewrite is as

HomA (P, P )(X) → HomA (P, P )(M) →M → 0.

Since P is finite HomA (P, P )(X) ' HomA
(
P, P (X)

)
and

HomA (P, P )(M) ' HomA
(
P, P (M)

)
and then we have an exact sequence in Mod-B

(276) HomA
(
P, P (X)

) f−→ HomA
(
P, P (M)

)
→ Q→ 0

where Q = Coker (f). Then Q ' M . Since HomA (P,−) is full (and faithful) we
have

HomA (A,A′) ' HomMod-B (HomA (P,A) ,HomA (P,A′)) ,
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hence there exists a unique morphism g : P (X) → P (M) in A such that f =
HomA (P,−) (g). Let us consider in A

P (X) g−→ P (M) → X → 0

where X = Coker (g). Since P is projective, HomA (P,−) is exact, and applying it
we get the exact sequence

HomA
(
P, P (X)

) f=HomA(P,g)−→ HomA
(
P, P (M)

)
−→ HomA (P,X)→ 0.

From this sequence and (276) we deduce that Q ' HomA (P,X) where X =
Coker (g) ∈ A.

Conversely, let us assume that F : A → Mod-B is an equivalence of categories.
Let G : Mod-B → A be its inverse equivalence. Since B is a progenerator and G is
an equivalence of categories, by Proposition A.19 1) and 6), we deduce that G (B)
is a progenerator in A. Moreover we have

B ' HomMod-B (B,B) ' HomA (G (B) ,G (B)) .

Observe that G is a left adjoint to F and thus we have

HomA (G (B) ,−) ' HomMod-B (B,F−) .

Since HomMod-B (B,F−) ' F as functors, we deduce that

F ' HomA (G (B) ,−)

where G (B) is a progenerator in A. Moreover, since G is an equivalence, G
(
B(X)

)
'

G (B)(X) . �
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[BV] T. Brzeziński and J. Vercruysse, Bimodule herds, J. Algebra 321 (2009), 2670-2704.
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