
Citation: Bonnini, S.; Borghesi, M.

Nonparametric Test for Logistic

Regression with Application to Italian

Enterprises’ Propensity for Innovation.

Mathematics 2024, 12, 2955. https://

doi.org/10.3390/math12182955

Academic Editor: MinJae Lee

Received: 2 August 2024

Revised: 18 September 2024

Accepted: 18 September 2024

Published: 23 September 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Nonparametric Test for Logistic Regression with Application to
Italian Enterprises’ Propensity for Innovation
Stefano Bonnini * and Michela Borghesi

Department of Economics and Management, University of Ferrara, 44121 Ferrara, Italy; michela.borghesi@unife.it
* Correspondence: stefano.bonnini@unife.it

Abstract: In this work, a nonparametric method is proposed to jointly test the significance of
the regression coefficient estimates in a logistic regression model and identify which explanatory
variables are effective in predicting the binary response. The motivating example is related to
the factors affecting the propensity of Italian Small Medium Enterprises (SMEs) to innovate. The
explanatory variables of the model represent firms’ characteristics, such as size and age, and the
possible effect of the sector of economic activity is taken into account by including a set of binary
variables as control factors. The dependent variable indicates whether a company, in the period under
study, introduced at least one product or process innovation. Therefore, it is also dichotomous, and
the logistic regression model is appropriate for representing the relationship between explanatory
variables and dependent variable. Specifically, the logit transformation of the firm’s propensity to
innovate, i.e., the probability that a company randomly chosen from the population of Italian SMEs
has introduced an innovation or, equivalently, the proportion of innovative companies among the
Italian SMEs, is expressed as a linear function of the predictors (explanatory and control variables).
The proposed test is based on the permutation approach and satisfies important statistical properties,
proved in a simulation study. The test is more flexible and robust than the classic parametric approach,
and is preferable to typical stepwise regression procedures for the selection of a parsimonious and
effective model.
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1. Introduction

Logistic regression analysis is one of the most widespread statistical techniques and
is suitable for studying the relationship between a binary dependent variable and a set
of explanatory variables. This paper deals with a nonparametric method to jointly test
the significance of the regression coefficient estimates in a logistic regression model and
detect the effective explanatory variables that affect the binary response. Let us start with
a case study aimed at identifying the factors affecting the propensity of Italian SMEs to
innovate. The explanatory variables of the model represent firm characteristics, such as size
and age. The sector of economic activity, represented by a set of binary covariates, takes
the role of the control factor. The dependent variable indicates whether, in the time range
under study, a company introduced at least one product or process innovation. Therefore,
it takes the value 1 if the company is innovative and the value 0 otherwise. Hence, the
logistic regression model is appropriate for representing the relationship between such a
dichotomous dependent variable and the above explanatory variable. Specifically, the focus
is on the probability that a company randomly chosen from the population of Italian Small
and Medium Enterprises (SMEs) has introduced an innovation (i.e., that the response takes
the value 1) or equivalently the proportion of innovative companies among the Italian
SMEs (propensity to innovate). According to the logistic regression analysis, the logit
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transformation of the firm’s propensity to innovate is expressed as a linear function of the
predictors (explanatory and control variables).

SMEs are increasingly becoming a central topic of study, especially for world leaders
and policymakers. Many economic systems are based on small and medium-sized enter-
prises, and this is also traditionally the case in Italy. This has led to increasing interest in
academic research on the topic [1]. Technological innovation is also much investigated;
within the framework of a sustainable economy, it represents a way to achieve energy
efficiency and environmental sustainability [2]. However, there are numerous obstacles to
the adoption of innovations, which are mainly related to high costs and the lack of qualified
personnel for their implementation [3].

As said, we focus on the propensity of SMEs to product and process innovations.
This propensity varies according to a company’s level of human capital, i.e., all those
skills, competencies, and knowledge that each worker possesses and offers to the company.
Since SMEs have specific characteristics compared to large enterprises, their propensity to
innovate may be different and affected by specific factors: on the one hand, SMEs may have
fewer resources, and on the other hand, they may be characterized by greater flexibility
in their production processes and implementation of innovations [4,5]. Both product and
process innovations imply the introduction to the market of new production techniques
and products, which replace those previously adopted by the company in terms of technical
and functional characteristics, performance, ease of use, etc. Environmental sustainability
and the circular economy (CE) require the adoption of important and functional techno-
logical innovations aimed at saving on the costs of primary resources and decreasing the
environmental impacts of the emissions [6]. The literature on the nature and extent of CE
activities undertaken by SMEs in emerging market economies denotes some opportunities
for value creation [7]. Regarding this topic, some gaps should be filled, especially in the
literature concerning SMEs’ transition towards circularity. In such a framework, we high-
light the importance of a dynamic vision, independence from resource supply, and resource
efficiency [8].

Several factors can affect the propensity to innovate. The most important proposed
by the literature are firm size and firm age. In particular, it is known that older and larger
firms are more likely to innovate [9]. Furthermore, the firms’ sector of activity can affect
the propensity to adopt innovations. For instance, in the chemical sector, the propensity is
high because green chemistry is spreading, representing a more sustainable and ecological
reality [10]. A similar situation is found in the metal and plastic sectors [11]. Financing
the CE is crucial, especially in the case of European SMEs, due to the traditional barriers
to accessing finance, including private costs, industry standards, lack of human and tech-
nological capital, limited information, and low market demand, which represent other
important external factors that influence the propensity to innovate [12]. The case study
presented in this paper concerns data collected in a survey carried out in January 2020
by the Department of Economics and Management of the University of Ferrara, aimed at
investigating the factors affecting the propensity towards CE innovations by Italian SMEs.

The typical tests on the goodness-of-fit of the logistic model, the likelihood ratio
test, the score test, and the Wald test, approximately follow a chi-square distribution,
whereas the maximum likelihood estimators of the single coefficients are asymptotically
normal random variables, and the typical test on the significance of the coefficient estimate
is the Wald chi-square test [13]. To prevent the inference on the model goodness-of-fit
and the single coefficients being imprecise and unreliable—regardless of the chi-square
approximation of the test statistics, the normal approximation of the estimators, and the
sample size—for the goodness-of-fit, we propose the combination of the permutation
of multiple tests on single regression coefficients. If such a combined test is significant,
after suitable correction, the p-values of the test on the single regression coefficients can
be considered to determine the final equation appropriate for the propensity prediction.
In other words, we can determine which explanatory variables must be removed from the
model. Such a nonparametric test, based on the permutation approach, satisfies important
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statistical properties. Such properties are proved in a simulation study, the results of
which are reported in this paper. This solution is more flexible and robust than a classic
parametric test and is preferable to typical stepwise regression procedures for the selection
of a parsimonious and effective model.

This distribution-free method belongs to the family of Combined Permutation Tests
(CPT) [14]. This is an appropriate methodology for our problem because it is based on the
idea that the general test is composed of several (dependent) partial tests, and it consists of
conditional inference because it is conditional to the observed dataset, which represents
a sufficient statistic for our inferential purposes. It is flexible and robust about the classic
assumptions of the most common parametric approaches, in particular concerning the
underlying probability distribution. It does not require assumptions about the dependence
structure of the error terms; it is exact and more powerful than the parametric methods
when the conditions of such methods are not met, but also powerful when the conditions
are satisfied.

One of the first applications of permutation tests to logistic regression is included
in [15]. The method proposed in this work is based on the permutation of regression
residuals (PRR), and it consists of replacing in the model the explanatory variable of
interest with the residuals of the linear regression of this explanatory variable on the other
predictors. The extension to the General Linear Model of this methodology was provided
by [16]. Another application of permutation tests in logistic regression (and random forest
as well) can be found in [17]. This method is called the Classification Permutation Test
and it is based on a combination of classification methods (e.g., logistic regression, random
forests, etc.) with Fisherian permutation inference. Another method is implemented in
the R package glmperm, but this feature provides a reasonable amendment to existing
permutation test software, which does not incorporate situations with more than one
covariate [16].

The rest of this paper is organized as follows. Section 2 is dedicated to the definition
of the statistical problem. The proposed non-parametric method is presented in Section 3.
The results of the Monte Carlo simulation study carried out to investigate the main proper-
ties of the proposed method are reported in Section 4. Section 5 is dedicated to the case
study and contains the dataset description, the empirical study results, and comments on
the output. Finally, Section 6 discusses the main findings of the work and the conclusions.

2. Statistical Problem

The use of parametric tests in logistic regression analysis is appropriate for large
sample sizes. When the sample size is small or the data structure is poor, the accuracy
of the asymptotic approximations is low and the use of these methods is not suitable.
In these circumstances, the use of exact inferential procedures would seem to be a valid
alternative. Some authors showed that exact inference on the parameters of a binary
response logistic model requires consideration of the distribution of sufficient statistics for
these parameters [18,19]. The method proposed by [18], however, is not computationally
feasible except in some special situations [20]. Mehta and Patel [21] proposed a testing
method for the exact logistic regression, implemented in the software LogXact. However,
this method, while undoubtedly interesting, useful, and performant, does not address all
the goals of the approach proposed in the present paper. It concerns the test on one or
more regression coefficients, whereas we propose a test on all the regression coefficients
jointly considered and, in the case of significance, a procedure to attribute to some of the
coefficients the rejection of the overall null hypothesis as an alternative to the stepwise
regression. In other words, we are interested in both testing the validity of the model and
identifying the effective explanatory variables in predicting the response.

Let xi1, xi2, · · · , xik be the values of the k explanatory variables observed on the ith
statistical unit, with k ≥ 1. Let us assume that the observed values of the binary depen-
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dent variable y1, · · · , yn are realizations of the independent Bernoulli random variables
Y1, · · · , Yn respectively, with n representing the sample size. Then,

Yi|xi1, xi2, · · · , xik ∼ B(θi), (1)

and
θi = P[Yi = 1|xi1, xi2, · · · , xik] =

1

1 + e−(β0+∑k
j=1 β jxij)

(2)

is the probability that the ith observation of Y is a success or, equivalently, the expectation
of Yi, conditional on xi1, xi2, · · · , xik, with i = 1, 2, · · · , n. As a consequence of (2), the model
can be represented as a linear equation between the logit of the probability of success and
the predictors:

logit(θi) = log
(

θi
1 − θi

)
= β0 +

k

∑
j=1

β jxij. (3)

In addition to the condition of independence mentioned above, in the classic logistic
regression model, the typical assumptions are that there must be no outliers in the data and
there must be no multicollinearity among the predictors (i.e., all the pairwise correlations
between observed explanatory variables must be lower than 0.90) [22].

The probability mass function of the ith marginal component Yi conditional to the
observed values xi1, xi2, · · · , xik is

fi(yi) = P[Yi = yi|xi1, xi2, · · · , xik]

= θ
yi
i (1 − θi)

1−yi

=

(
θi

1 − θi

)yi

(1 − θi)

=
e(β0+∑j β jxij)yi

1 + eβ0+∑j β jxij
, (4)

and, as a consequence of the independence, the joint probability mass function is obtained
as the product of the marginal probability mass functions

f (y1, y2, · · · , yn) = P[Y1 = y1, Y2 = y2, · · · , Yn = yn|X]
= f1(y1)× f2(y2)× · · · × fn(yn)

=
n

∏
i=1

e(β0+∑j β jxij)yi

1 + eβ0+∑j β jxij
, (5)

where X = [xij] is the n × k matrix of values of the k explanatory variables observed
on the n statistical units. It is well known that suitable point estimates of the regres-
sion coefficients β0, β1, · · · , βk are provided by the maximum likelihood approach. Thus,
the maximum likelihood estimators can be obtained by maximizing the log-likelihood func-
tion l(β0, β1, · · · , βk) = log[ f (y1, y2, · · · , yn)]. Formally, the vector of maximum likelihood
estimators is

(β̂0, β̂1, · · · , β̂k)
′
= argmax

β0,β1,··· ,βk

l(β0, β1, · · · , βk)

= argmax
β0,β1,··· ,βk

n

∑
i=1

[(β0 +
k

∑
j=1

β jxij)Yi − log(1 + exp(β0 +
k

∑
j=1

β jxij))]. (6)

The maximum likelihood estimators are asymptotically consistent and efficient and
approximately follow a normal distribution. In small samples, the normal approximation
of the distribution is not guaranteed, and parametric inference based on this assumption
could lead to unreliable results depending on the departure from the Gaussian distribution.
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We are interested in testing the validity of the model or, equivalently, its goodness of
fit. In other words, in the null hypothesis, no predictors affect the response whilst, in the
alternative hypothesis, at least one explanatory variable affects the response. Concerning
the regression coefficients, the hypotheses can be defined as follows:{

H0 : β1 = β2 = . . . = βk = 0
H1 : H0

. (7)

Since, in the case of rejection of the null hypothesis, we want to identify which
coefficients have significant estimates and which do not, our proposal is based on carrying
out multiple tests on the significance of the regression coefficients. This idea is consistent
with the definition of the testing problem according to (7).

3. Nonparametric Solution

The first application of permutation tests to regression models was made in the
1930s [23]. In particular, Potter (2005) [15] proposed the approach based on the permutation
of regression residuals (PRR) that consists of replacing the explanatory variable of interest
in the model with the residuals of the linear regression of this explanatory variable on the
other predictors.

The methodological solution proposed in the paper concerns the application of Com-
bined Permutation Tests (CPTs) [24]. The CPT method is suitable when the testing problem
can be decomposed into partial sub-problems. The p-values of the partial tests are combined
to determine a univariate test statistic, which is appropriate for the overall problem. This
methodology was proposed over twenty years ago [14], and it has been applied in many
empirical studies of various scientific disciplines [25–27]. The CPT family of permutation
tests has been proven a robust and powerful tool for testing problems in the presence of
big data [28], with categorical variables [29], and in regression analysis [30–32] and other
inferential frameworks.

As mentioned, the testing problem defined in Section 2 can be solved through the
combination of k partial permutation tests on the single regression coefficients. The system
of hypotheses (7) can be represented as follows:{

H0 : ∩k
i=1Hi

0

H1 : ∪k
i=1Hi

1
(8)

with obvious notation, where Hi
0 : βi = 0 and Hi

1 : βi ̸= 0. The symbol of the intersection
in (8) implies that, under H0, all the partial null hypotheses are true, and the symbol of the
union means that under H1, at least one partial alternative hypothesis is true.

Since exchangeability under the null hypothesis holds, the proposed solution consists
of the following steps: (1) find a suitable test statistic for each partial test and compute the
vector of observed values of the test statistics; (2) determine the null distribution of the test
statistics by randomly permuting B times (with B ≥ 1000) the rows of the design matrix
X, keeping fixed the vector of observed values of the dependent variable Y; (3) compute
the values of the test statistic vector for the B dataset permutations and the corresponding
vector of p-values; (4) compute the value of the combined test statistic for each permutation
and for the observed dataset through the combination of the partial p-values with a suitable
function; (5) compute the p-value of the combined test according to the null permutation
distribution [33]. A suitable test statistic for the partial test related to the jth regression
coefficient is the absolute value of the maximum likelihood estimator of the parameter:

Tj = |β̂ j|. (9)

It is worth noting that the partial permutation tests are not independent. The depen-
dence structure is implicitly captured by the permutation procedure. If the partial tests
were independent, we could permute the individual observations in each column of the
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matrix of explanatory variables independently of the other columns. To take into account
the dependence between partial tests, all rows of the matrix, which represent the vectors
of individual observations of the predictors, are permuted [24,30]. Thus, the dependence
is considered without making any assumption about the joint distribution of the partial
test statistics, i.e., about the k-variate distribution of the test statistic. Thus, the method
is distribution-free and can be classified as nonparametric in all respects. Without loss
of generality, let us assume that the null hypotheses are rejected for large values of the
test statistics. The combination of the partial tests is made with an appropriate combining
function ψ that must satisfy the following milder conditions: (1) it is a non-increasing
function of the p-values; (2) when one p-value tends to zero, it tends to the supremum,
and when one p-value tends to one it tends to the infimum; (3) the acceptance region is
limited. The most commonly used combining functions are the following [33]:

• combination function of Fisher,

TFisher = −2 ∑
j

ln(λj), (10)

• combination function of Tippett

TTippett = max
j

(1 − λj), (11)

where λj is the p-value of the jth partial test. If the null hypothesis of the overall problem
is rejected, in order to determine which of the k partial null hypotheses must be rejected,
the p-values of the partial tests must be adjusted. The correction of the partial p-values is
necessary to prevent the probability of type I error of the overall test from being greater
than α when the null hypothesis is true due to the multiplicity k.

The method for practical applications, simulations, and the analysis of the case study
data were carried out with original R scripts created by the authors. The logistic regression
analysis for the computation of the maximum likelihood estimates was carried out with
the basic function glm(). Actually, the logistic regression model can be considered a special
case of a generalized linear model. The Variance Inflation Factor (VIF) for the detection of
multicollinearity problems in the matrix of regressors was performed with the command
vif() available in the package usdm. Finally, for the adjustment of the p-values, the function
FWEminP, discussed in [34,35], was used.

4. Simulation Study

A Monte Carlo simulation study was carried out to evaluate the power behavior of the
nonparametric test presented in the paper compared to the classic (parametric) goodness-
of-fit test of the logistic regression. Furthermore, as a parametric competitor, we considered
the Chi-square test for the ANOVA (Analysis of Variance). Let n and k denote the sample
size and the number of explanatory variables of the model, respectively. The n × k matrix of
predictors X was simulated by randomly generating n observations from a k variate normal
distribution with a null mean vector and variance-covariance matrix Σ, i.e., X ∼ Nk(0k, Σ).
We assumed that the variance of each predictor was equal to σ2

x and the correlation between
each couple of explanatory variables ρx. Consequently, Σ = σ2

x [ρxJk + (1− ρx)Ik], where Jk
denotes the k × k all-ones matrix and Ik is the k × k identity matrix. It is worth noting that
the non-normality of the explanatory variables does not affect the inferential results of either
parametric or non-parametric methods. The inference in regression models, including the
logistic regression model, is conditional on the observed values of the explanatory variables.
Hence, in both cases, the methods are not based on the assumption of normality (or other
possible distribution) of the explanatory variables. The important aspect of the distribution
is the correlation between explanatory variables, which affects the power of the test due
to the multicollinearity. Since the correlation is one of the characterizing parameters of
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the normal distribution, we thought it useful and appropriate to simulate the data from
multivariate normal random variables.

The n values of the dichotomous dependent variable conditional to the observed values
of the explanatory variables were generated according to Bernoulli random
distributions. Formally:

Yi ∼ B

 eβ0+∑k
j=1 β jxij

1 + eβ0+∑k
j=1 β jxij

 (12)

with i = 1, 2, · · · , n.
In all the simulations, the number of datasets generated to estimate the power was

1000, and the number of random permutations to determine the null distribution of the
test statistics was B = 1000. The approximation would indeed be better with B = 10,000,
and that is what we have adopted in the case study. However, 1000 permutations in the
conditioned Monte Carlo method are sufficient to have a good degree of approximation
and, therefore, to produce reliable results from the simulations [14,36]. In the simulation
study, there is also a computational aspect to be considered. A number of permutations
equal to 10,000 makes the simulation process too slow and demanding.

Firstly, simulations were carried out under the null hypothesis (H0), therefore β0 = 1
and β1 = β2 = 0. Figure 1 reports the rejection rates of the compared tests as a function of
the sample size n. As can be seen from the graphical representation, whilst the rejection rates
of both the versions of the proposed non-parametric test (Fisher and Tippett combination)
are almost always lower than the nominal α level, for those of the parametric approach this
is not always true, especially when the sample size is small. Hence, for small sample sizes,
the parametric approach is anticonservative.

Figure 1. Rejection rates of the parametric and nonparametric tests under H0 as a function of n,
with k = 2, ρx = 0.2, σ2

x = 1, β0 = 1, α = 0.05 (represented by the red line).

Subsequently, simulations were carried out under H1 with β1 = β2 = 0. The power
under H1, as a function of the sample size, is reported in Figure 2 to evaluate the consistency
of the test. The test based on the combination of Fisher seems to be slightly more powerful.
For both tests, the rejection rates under the alternative hypothesis exceed α. Hence, both
the tests are unbiased. As can be seen from the figure, the power increases as the sample
size increases up to the convergence to 1 at n = 100. Hence, the consistency of the tests
is illustrated.

Furthermore, in Figure 3, the effect of the multicollinearity of the explanatory variables
can be assessed. The rejection rates in the two cases of weak and strong correlations
between the two predictors, i.e., ρx = 0.2 and ρx = 0.8, respectively, are represented. It
is noticeable that there is a significant decrease in power and a shift from weak to strong
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collinearity. The test based on the combination of Tippett seems to be less sensitive (hence
more robust) to multicollinearity.

Figure 2. Rejection rates of the nonparametric tests under H1 as a function of n, with k = 2, ρx = 0.2,
σ2

x = 1, β0 = β1 = β2 = 1, α = 0.05 (represented by the red line).

Figure 3. Rejection rates of the nonparametric tests under H1 as a function of ρx = 0.2, 0.8, with n = 20
and n = 100, k = 2, σ2

x = 1, β0 = β1 = β2 = 1, α = 0.05 (represented by the red line).
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Finally, Figure 4 shows the rejection rates in the two cases of k = 2 and k = 10.
The power increases as the number of explanatory variables increases, so the finite sample
consistency is proven.

Figure 4. Rejection rates of the nonparametric tests under H1 as a function of k = 2, 10, with n = 50,
ρx = 0.2, σ2

x = 1, β0 = β1 = β2 = 1, α = 0.05 (represented by the red line).

5. Case Study

The case study concerns a statistical survey on the circular economy carried out in
Italy in 2020. Specifically, it is related to technological innovation introduced in the two-
year period from 2017 to 2018. The data relate to Italian SMEs operating in different
sectors. The dataset is original and not publicly available. The data were collected through
interviews carried out using the CATI method with a sample of Italian companies. It is
worth noting that, in Section 4, the proposed nonparametric test was proven to be powerful
for small samples, and it does not require asymptotic properties of the distribution of the
test statistics to be satisfied, unlike parametric and other nonparametric methods. However,
the method is very powerful, and therefore appropriate, even for large sample sizes, thanks
to its consistency. As shown in Figure 2, the convergence to one of the powers can be
reached for a sample size much smaller than that of the case study. Indeed, if the power
tends to one for approximately n ≥ 100, the test is certainly powerful when n ≃ 4000, even
if we did not investigate the power behavior for such a large sample size. The companies
were selected by a stratified random sampling method, and the final sample employed
was composed of 3991 firms, excluding three outliers. Outliers were detected by using the
classic rule based on the interquartile range iq = q3 − q1. Data below q1 − 1.5 · iq and above
q3 + 1.5 · iq were excluded. The variables considered are as follows:

• Response: a dichotomous variable that takes the value 1 if the answer to the ques-
tion “Did the company introduce technological innovations of product or process in
2017–2018?” is “yes” and 0 if the answer is “no”.

• Explanatory variables:

– The numeric variable size, which represents the number of employees of the firm,
– The numeric variable age, which represents the number of years since the com-

pany was founded;
– The dichotomous variable group, which indicates whether the company is part of

a group (1: “yes” and 0: “no”);
– Eight dichotomous variables that represent the firm’s sector.

The goal was to investigate the effect of the variables size, age, and group on the
propensity to innovate. To overcome the possible confounding effect of the economic sector,
we considered the eight binary variables representing the sectors in the set of predictors,
which take the role of control variables. For the definition of the economic sectors, we
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grouped the sectors of the ATECO 2022 classification of the economic activities into eight
categories. For the grouping of sectors, we took inspiration from [37]. For details about
the definition of the strata with respect to the economic sectors, see Appendix B. The eight
binary variables defined to represent the economic sectors are:

1. food_bev: food products, beverages, and tobacco products,
2. text_wear: textiles and wearing apparel,
3. wood_print: wood, paper, printing, and reproduction,
4. chem_plast: chemical-pharmaceutical, plastic and refined petroleum products, coke,
5. metals: basic metals and fabricated metal products,
6. comp_machinery: computer, electronic and optical products, machinery and equipment,
7. motors: motor vehicles, trailers, semitrailers, and other transport equipment,
8. other: other sectors.

As regards the composition of the dataset, the tables of descriptive statistics can be
found in Appendix A. From Table A1, it can be seen that the average age of the companies is
around 29 years, and the average size is 19 employees. From Table A2, we can deduce that
the largest proportion of companies (26%) belong to the sector relating to basic metals and
fabricated metal products, while the lowest percentage (2%) belong to the sector relating
to motor vehicles, trailers, semi-trailers, and other transport equipment. Finally, Table A4
shows that the correlation between the predictors is particularly low.

The permutation test proposed and described in Section 3 was applied to the data
to test the hypotheses defined in (7) at the significance level α = 0.05. In particular,
we applied the test based on the Fisher combination. The overall p-value is equal to
0.0001, which indicates significance at the level α. Since we have significance in the
overall test, we consider the partial p-values related to the tests on the single coefficients.
In Table 1, estimates and p-values of the partial tests on the regression coefficients are
shown. According to the adjusted p-values, the significance of the overall test can be
attributed only to some of the partial tests on the single coefficients [34,38]. In particular,
the propensity to innovate seems to be related (with strong significance) to operating in the
sector of chemical-pharmaceutical, plastic, refined petroleum products, and coke, in the
sector of computer, electronics, and optical products, machinery, and equipment, and from
age and size. All the significant coefficient estimates are positive, and this is consistent with
the expected sign according to the economic theory, in all cases.

Table 1. Estimates, unadjusted and adjusted p-values of the partial permutation tests on the regression
coefficients of the univariate logistic regression model (significant estimates in bold).

Coeff Partial p-Value Adjusted Partial p-Value

Intercept −0.97851
food_bev 0.26364 0.02850 0.15102
text_wear −0.05510 0.66303 0.66303

wood_print 0.09905 0.42676 0.66297
chem_plast 0.59927 0.00010 0.00070 ***

metals 0.16893 0.06739 0.28273
comp_machinery 0.84710 0.00010 0.00070 ***

motors −0.30339 0.19748 0.54055
group 0.15304 0.18018 0.54055

age 0.00578 0.00260 0.01740 ***
dimension 0.02606 0.00010 0.00070 ***

***: strong significance (p < 0.01).

The regression coefficients of the model were estimated using the maximum likelihood
method. Before the parameter estimation, we computed the VIFs of all the explanatory
variables to investigate the possible collinearity. All the VIFs were found to be less than
5, indicating that there is no multicollinearity issue for the data matrix of the explanatory
variables (see Appendix A Table A3).



Mathematics 2024, 12, 2955 11 of 15

6. Results and Conclusions

The nonparametric solution proposed to test the goodness-of-fit of a logistic regression
model is based on the combination of the permutation tests on the significance of the esti-
mates of the single regression coefficients. This test, used jointly with the adjustment of the
p-values of the partial tests on the coefficients for controlling the FWER for the multiplicity,
is preferable to the classic parametric approach based on the separate application of the
overall test on the whole model, and the single t-tests on the regression coefficients as
is typical of the stepwise regression methods. The method is based on a procedure that
takes into account the nature of multiple tests of the overall problem. It is distribution-free
and consequently robust with respect to the departure from normality or other eventual
assumed probability laws of the test statistics. Finally, it does not require that a specific
dependence structure between the partial tests is assumed. Such a dependence is implicitly
taken into account in the testing procedure and, specifically, in the permutation strategy.
It incorporates in a unique procedure the test on the overall model and the test on the
single regression coefficients, and it appears to be the most appropriate approach when
the interest is both on the goodness-of-fit of the overall model and on the single regression
coefficients [39].

Furthermore, the Monte Carlo simulation study confirms the validity of the proposed
method and highlights its main limit related to the loss of power and the low convergence
rate of the consistency in the case of high multicollinearity. Another limit of the proposed
method concerns the performance when the conditions for the application of parametric
methods are satisfied. Under these conditions, the proposed permutation test is less
powerful (although only slightly) and therefore the parametric approach is preferable.
A third limit concerns the Bonferroni–Holm p-value correction approach. This approach is
preferable to others, but is still very conservative and causes many partial test significances
to be lost. However, despite these limitations, the proposed test is well-approximated,
unbiased, consistent, and powerful (with large and small sample sizes).

Regarding the case study, it is evident that some factors do not affect the propensity to
innovate. For instance, this is the case of some specific sectors such as food and beverage
products, textiles and wearing apparel, wood, paper and printing, metals, and motor
vehicles. Furthermore, belonging to a group of companies does not seem to affect the
propensity to innovate.

In conclusion, we contributed to the empirical literature about firms’ characteristics
affecting the propensity to innovate. The propensity to innovate seems to be affected by
age and size, and it is significantly higher in the sectors of chemical-pharmaceutical, plastic,
refined petroleum products, and coke, and computer, electronic and optical products, ma-
chinery, and equipment. The findings are consistent with the empirical evidence provided
by the studies cited in the literature review in the Introduction. These results suggest that
bigger and more experienced companies have a higher inclination to implement techno-
logical innovations of products or processes. All the estimates of the coefficients found
to be significant are positive, which means that the corresponding explanatory variables
positively influence the propensity to innovate, in line with the aforementioned literature
(see [4–6]).

In our opinion, such results represent a good starting point for the study of the
relationship between firms’ characteristics or sectors of activity and their propensity to
innovate. Without claiming to have fully explained the phenomenon, we believe that this
model and these results can represent a step forward in the study of this subject, and can
serve as a reference for other studies based on better models and a wider set of variables.
Possible extensions and developments of this work concern, above all, the definition of
more powerful tests both in terms of new partial test statistics and different combinations.
A further development concerns the identification of less conservative p-value correction
methods or effective non-parametric model selection techniques that can overcome the
limitations of stepwise methods. Finally, it may be of interest to evaluate the robustness
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of the method with respect to outliers and, consequently, develop valid solutions for
this problem.
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Appendix A

Table A1. Summary statistics of the two discrete explanatory variables.

Firm’s Age Firm’s Dimension

Min 1.00 0.00
First quartile 14.00 12.00

Median 28.00 15.00
Mean 28.75 18.85

Third quartile 40.00 22.00
Max 82.00 57.00

Std. deviation 16.99 10.91

Table A2. Proportion over the sample of dummies explanatory variables.

Variables Proportion

food_bev 0.10423
text_wear 0.08569

wood_print 0.09121
chem_plast 0.08093

metals 0.26109
comp_machinery 0.12704

motors 0.02055
group 0.09095

Table A3. Variance Inflation Factor of the explanatory variables.

Variables VIF

food_bev 1.31385
text_wear 1.25744

wood_print 1.28241
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Table A3. Cont.

Variables VIF

chem_plast 1.25353
metals 1.59205

comp_machinery 1.34693
motors 1.06982
group 1.07204

age 1.01615
dimension 1.05823

Table A4. Correlation matrix between predictors.

Food Textiles Wood Chemical Metals Computer Motor Group Age Dimension

food 1.000
textiles −0.104 1.000
wood −0.108 −0.097 1.000
chemical −0.101 −0.091 −0.094 1.000
metals −0.202 −0.182 −0.118 −0.176 1.000
computer −0.130 −0.117 −0.121 −0.113 −0.227 1.000
motor −0.049 −0.044 −0.046 −0.043 −0.086 −0.055 1.000
group −0.014 −0.069 −0.036 0.111 −0.033 0.073 0.016 1.000
age 0.029 −0.017 0.048 0.003 0.027 0.016 −0.038 −0.075 1.000
dimension −0.023 −0.020 −0.020 0.077 −0.029 0.059 0.060 0.231 0.022 1.000

Appendix B. Unification of Sectors

Stratification of sectors defined according to the ATECO 2022 classification:

• food_bev: food products, beverages, and tobacco products (sectors 10-11-12 of the
Ateco classification)

• text_wear: textiles and wearing apparel (sectors 13-14 of the Ateco classification)
• wood_print: wood, paper, printing and reproduction (sectors 16-17-18 of the Ateco

classification)
• chem_plast: chemical-pharmaceutical, plastic and refined petroleum products, coke

(sectors 19-20-21-22 of the Ateco classification)
• metals: basic metals and fabricated metal products (sectors 24-25 of the Ateco classification)
• comp_machinery: computer, electronic and optical products, machinery and equip-

ment (sectors 26-28 of the Ateco classification)
• motors: motor vehicles, trailers, semitrailers, and other transport equipment (sectors

29-30 of the Ateco classification)
• other: other (sectors 8-15-23-27-31-32-33-43-46-47-73-95 of the Ateco classification)
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