
DOCTORAL COURSE IN

PHYSICS

CYCLE XXXV

COORDINATOR

Prof. Luppi Eleonora

Advanced experimental techniques for SiPM characterization
at cryogenic temperatures

Scientific-Disciplinary Sector (SDS): FIS/01

Ph.D. Candidate: Supervisor:

Giammaria Tommaso Tomassetti Luca

Years 2019/2023





Contents

Introduction v

1 The Deep Underground Neutrino Experiment 1

1.1 DUNE physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Neutrino flavour oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.2 Experimental requirements for measuring CP violation and MSW effect . . . . . 5

1.2 Aims of DUNE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 The DUNE design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3.1 Neutrino beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.3.2 DUNE ND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3.3 DUNE FD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 Silicon Photomultipliers for the DUNE experiment 29

2.1 DUNE-FD1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.1.1 General requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.1.2 DUNE-FD1 design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.1.3 Photon detection system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.1.4 ProtoDUNE(s) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.1.5 SiPM for ProtoDUNE2-HD and DUNE-FD1 . . . . . . . . . . . . . . . . . . . . . . 37

3 SiPM properties and applications 39

3.1 SiPM working principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.1 Circuital model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.2 SiPM output signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 SiPM Properties and applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.1 Breakdown Voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.2 Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2.3 Photon Detection Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2.4 Linearity and dynamic range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.2.5 Primary and correlated Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2.6 Development of the SiPM technology . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.2.7 Applications of SiPMs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.3 SiPM characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

i



ii CONTENTS

3.3.1 Quenching resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.3.2 Breakdown voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.3.3 Gain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.3.4 Primary and correlated noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.3.5 SiPM characterization at cryogenic temperature . . . . . . . . . . . . . . . . . . . 65

3.3.6 SiPMs in ProtoDUNE and DUNE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4 Characterization of single SiPM sensors 71

4.1 Experimental apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2 Characterization procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 Data analysis and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3.1 IV curve analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3.2 Dark noise analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3.3 Photo-electron response analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.4 Burst phenomenon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4.1 Burst definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4.2 Burst analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.4.3 Additional tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5 Massive SiPM characterization 95

5.1 The CACTUS apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.1.1 Cold boards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1.2 Warm boards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1.3 Raspberry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.1.4 FPGA-based counter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.1.5 Mechanical stage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.1.6 Other components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.1.7 PC station and LabVIEW interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.2 Run-time data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.2.1 IV curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.2.2 DCR measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3 Test procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3.2 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.4.1 FBK model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

5.4.2 HPK model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Conclusions 131

A ALIS project 133



CONTENTS iii

Bibliography 137





Introduction

The main topic of this thesis is the characterization of silicon photomultipliers (SiPMs) in the

context of the DUNE experiment, in particular for the ProtoDUNE-HD and DUNE-FD1 detectors,

and the development of novel experimental setups and techniques to perform this task.

The chapter 1 is an overview of DUNE, as it describes the main features of the experiment and

the underlying physics, the scientific program and finally the current plan for the DUNE beam and

detector design.

The chapter 2 focuses on the first module of the Far Detector (DUNE-FD1), describing the gen-

eral working principles of a LArTPC before entering the more technical topic of the DUNE-FD1 de-

sign. The chapter contains also a brief description of the ProtoDUNE experiment, in particular of the

ProtoDUNE2-HD detector, which is a prototype of DUNE-FD1 with smaller LAr volume but full-scale

fundamental components. Particular attention is given to the role of SiPMs in these detectors, which

are the fundamental units of the LArTPCs photon detection system (PDS) in the current design plan.

The chapter 3 contains a detailed description of the SiPM fundamental properties and working

principles, discussing both the mathematical model used to explain the physics of these sensors and

the equivalent electric circuit used to describe their behaviour. The chapter includes also a review

of the most important parameters involved in the SiPM characterization, and some of the possible

procedures used to measure these parameters, with a particular attention to the ones important for

the application of these sensors in DUNE.

The chapter 4 refers to the test campaign engaged by the DUNE PDS consortium (which is respon-

sible for the DUNE and ProtoDUNE PDS design and development) to characterize a pool of SiPMs of

different models, previously chosen for low-noise properties and cryogenic operation reliability. This

campaign was aimed to down-select the best choice for ProtoDUNE-HD and DUNE-FD1 SiPM mod-

els and define the best working conditions to use them. The test campaign ended up in 2019 with

the down-selection of two SiPM models, even if all the starting SiPM models are within the DUNE

specifications.

The final chapter, chapter 5, outlines the second test campaign of the DUNE PDS consortium:

quality assurance tests of a large number of SiPMs (of the selected models) for the entire ProtoDUNE2-

HD and DUNE-FD1 productions, counting 6000 and 288000 sensors, respectively. The Ferrara and

Bologna groups of the consortium designed and developed a specific apparatus (CACTUS) for this

task, the apparatus is able to perform fast and automatized characterizations of SiPMs at LN2 temper-

ature (2021-2022). This experimental setup was used for the ProtoDUNE2-HD SiPM characterization

campaign (6000 sensors, ended in September 2022), finding an out-of-specs rate below the 0.05%

v
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level on the tested SiPMs, and is currently operating for the DUNEFD1-HD SiPM characterization

campaign (288000 sensors).

After a first prototyping phase, the CACTUS system is now operative and fully calibrated in two

different sites (Bologna and Ferrara Universities) since March 2022, and identical apparatuses are

planned to be installed in other 3 facilities. These are the Milano Bicocca, Granada and Prague Uni-

versities, they will join the Ferrara and Bologna sites in the DUNEFD1-HD SiPM characterization

campaign in 2023.



Chapter 1

The Deep Underground Neutrino

Experiment

The Deep Underground Neutrino Experiment (DUNE) is a next-generation neutrino experiment

which aims to measure with high precision the parameters governing the neutrino long-baseline os-

cillation patterns [1], as will be described in the following. In particular, it is designed to maximize

the sensitivity to the νµ to νe oscillations, using both neutrino and antineutrino beams.

The experiment consists of a broadband, high-power neutrino beam peaked at ≈ 2.5GeV and

a powerful Near Detector (ND) complex, both located at Fermi National Accelerator Laboratory, in

Batavia, Illinois, plus a massive Far Detector (FD) located ≈ 1.5km (4850ft) underground at the San-

ford Underground Research Facility (SURF), in Lead, South Dakota, at a distance of 1285km from the

neutrino production point. The geographic locations of the two facilities are reported in figure 1.1, to-

gether with a sketch of the neutrino fluxes at the far site, while figure 1.2 shows the baseline trajectory

in a satellite photo.

The neutrinos are produced using a proton beam in the energy range of [60−120]GeV from the

Fermilab’s Main Injector. More precisely, the protons are guided onto a graphite target to interact with

carbon nuclei producing, among other particles, charged pions. The neutrino beam is produced from

the decay-in-flight of these charged pions, which are previously focused using a magnetic horn; this

technique will be described more in detail in the subsection 1.3.1. The neutrinos cannot be focused

directly by a magnetic (or electric) field since they have no electric charge, so the horn acts on the

pion beam prior the decay, and the polarity of the horn focusing magnets can be reversed to switch

from a muon neutrino beam to a muon antineutrino beam.

The FD is a massive Liquid Argon Time Projection Chamber (LArTPC) divided in four identically

sized modules [5]. This technology is based on a LAr cryostat which is instrumented to detect the

products of neutrino interactions with the Argon nuclei inside it. More precisely, it collects both the

scintillation light and the charged particles produced in these interactions, providing particle ID and

3D track determination for each event. This technology will be described more in detail in the sub-

section 1.3.3, together with the design of the first FD module (DUNE-FD1).

The ND is a detector complex composed of both movable and steady elements, this will be used

to detect the unoscillated neutrino flux as a reference for the study of the FD events. The movable

1



2 The Deep Underground Neutrino Experiment

Figure 1.1: Top: sketch of both the near and far sites on the Earth’s vertical section (a) and Geographic

location of the two sites (b), from [2]. Bottom: sketch of the DUNE experiment, with a representation

of the neutrino fluxes at the far site (neutrino beam from the right; atmospheric, solar and cosmic

neutrinos in general from above), from [3].

Figure 1.2: Trajectory of the neutrino beam in the DUNE experiment marked on a satellite photo,

from [4].

components can slide off the beam axis, in order to measure the flux in different energy (and intensity)

spectrum conditions and characterize the neutrino beam with more precision. Some of the modules

are argon-based detectors, this similarity with the FD permits to reduce the systematic uncertainties

in the neutrino event detection. The single ND components will be described more in detail in the

subsection 1.3.2.
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1.1 DUNE physics

The gauge symmetry principle is one of the pillars of modern particle physics, since it estab-

lishes an unambiguous connection between the local gauge symmetries and the forces mediated

by spin-1 particles. In the Standard Model (SM) of particle physics the strong, weak, and electro-

magnetic interactions are connected to the SU (3)C ×SU (2)L ×U (1)Y gauge symmetry group, where

C stands for colour, L for left-handedness, and Y for hypercharge. This symmetry is spontaneously

broken to SU (3)C ×U (1)EM, with U (1)EM coupling the electromagnetic charge1, neutrinos are sin-

glets of the SU (3)C ×U (1)EM subgroup since they do not interact strongly nor electromagnetically.

The (left-handed) neutrinos are part of the lepton doublets: the SM associates one neutrino for each

charged lepton, νe, νµ, ντ. The SU (2)L gauge invariance dictates the form of weak neutral current

(NC) interactions among neutrinos and of charged current (CC) interactions between neutrinos and

their corresponding charged leptons, mediated by the Z 0 and W ± bosons, respectively.

In the SM, the masses of the fermions are generated via a Yukawa coupling of the scalar Higgs

doublet with a right-handed and left-handed fermion component, the former being a SU (2)L singlet,

while the latter being part of a doublet, as mentioned above. For leptons, one can build this Yukawa

term by coupling the left-handed lepton doublets with the right-handed charged lepton field, and

after spontaneous symmetry breaking the charged lepton obtain non-zero masses [6]. This is the so-

called Higgs mechanism, and it has been confirmed by the observation of the Higgs boson in 2012 [7,

8]. Since the SM does not contain right-handed neutrinos, this Yukawa interaction cannot be built,

and the neutrinos result to be massless at the Lagrangian level: in order to add a mass to the neutrino,

one must go beyond the SM.

As a matter of fact, neutrino mass terms can be constructed in different ways, but the theoretical

models which are candidates to explain the neutrino masses are out of the scope of this thesis.

From the experimental point of view, the observation of flavour transitions in neutrino propa-

gation in a variety of experiments has established beyond doubt that neutrinos do have non-zero

masses, and also that lepton flavours are not symmetries of nature [9, 10]. The neutrino flavour os-

cillations have been already observed in atmospheric, solar, accelerator and nuclear reactor neutri-

nos, and all validate the massive neutrinos scenario. More precisely, the observed dependence of the

flavour transition probabilities on the distance travelled by the neutrinos, and on their energy, con-

firms the mixing of massive neutrino states in weak charged current interactions as the responsible

mechanism for flavour oscillations.

1.1.1 Neutrino flavour oscillations

The neutrino oscillation arises from mixing between the flavour and mass eigenstates of neutri-

nos, corresponding to the weak and gravitational interactions, respectively [11]. This phenomenon

can be described as a rotation between the weak-interaction eigenstate basis (νe, νµ, ντ) and the

mass eigenstates basis (ν1, ν2, ν3). The transformations between basis states are expressed in the

form of a complex unitary matrix, known as the Pontecorvo ± Maki ± Nakagawa ± Sakata (PMNS)

1defined as the sum of weak isospin charge (third SU (2)L generator) and hypercharge
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matrix, similarly to the mixing mechanism in the quark sector2. The PMNS matrix depends on four

parameters: three mixing angles θ12, θ23, θ13 and a CP-violating phase δCP. As explained in the fol-

lowing, these parameters contribute to the determination of the probability amplitudes in neutrino

oscillation phenomena.

The flavour oscillations of neutrinos can be qualitatively described as follows: a neutrino with

defined flavour l (l = e,µ,τ) is produced from a weak CC interaction as a combination of the three

mass eigenstates. The neutrino propagates through a distance L before participating another weak

CC interaction, in which it can produce a different lepton l ′ with a certain (non-zero) probability. This

oscillation probability depends on the two related mixing angles θll′ , θl′l, on the neutrino energy E and

on the traveled distance L. The probability of neutrino oscillation among the l and l ′ weak-interaction

eigenstates depends also on the squared mass difference ∆m2
ij = m2

i −m2
j

(with i , j = 1,2,3) of the

related mass eigenstates. Furthermore, the CP violation results in different oscillation probabilities

for neutrinos and antineutrinos, and the value of the related phase δCP is still unknown.

The three mass eigenstate scenario implies two independent mass-squared differences (for ex-

ample ∆m2
21 and ∆m2

32), and one of these two quantities is currently undefined. More precisely, the

sign of the ∆m2
32 is unknown, with a resulting ambiguity in the possible interpretations of experimen-

tal data. For this reason the so-called neutrino mass hierarchy (or neutrino mass ordering) question is

still open, as sketched in figure 1.3.

Figure 1.3: Sketch of the two possible neutrino mass orderings, referred to as normal ordering (left)

and inverted ordering (right), from [6]. The current knowledge of neutrino oscillations does not per-

mit to assess which scenario is the most probable.

The two possible ordering of the mass states configurations are known as normal hierarchy and

inverted hierarchy (or ordering) and are equally probable in general.

From the experimental point of view, the intrinsic challenges related to the production and de-

tection of tau neutrinos makes the oscillation modes νµ,e → νe,µ the most promising phenomena to

search for experimental signatures of leptonic CP violation, and the theoretical model reported in the

following refers to this particular case.

2Represented by the Cabibbo ± Kobayashi ± Maskawa (CKM) matrix
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The νµ,e → νe,µ oscillations that occur as the neutrinos propagate through the Earth’s mantle are

modified by the coherent forward scattering of electronic neutrinos on electrons in matter. More pre-

cisely, the energy and baseline dependence of the vacuum oscillation probabilities changes according

to the sign of ∆m31
2 [12, 13]. This is known as the Mikheyev ± Smirnov ± Wolfenstein effect (MSW) or

matter effect, and has already been observed in solar-neutrino oscillation experiments.

The matter effect simply stems from the presence of electrons (and absence of positrons) along

the neutrino trajectory and it induces an asymmetry that adds to the CP asymmetry effect, but its

magnitude also depends on the mass hierarchy [11].

The probability of νµ → νe oscillations through matter in a constant density medium can be writ-

ten, at first order approximation, as [14]:

P (νµ → νe ) ≃ Patm +2
⎷

Patm

⎷
Psolcos(∆31 +δCP)+Psol =

si n2θ23si n2 2θ13
si n2 (∆31 −aL)

(∆31 −aL)2
∆

2
31

+si n 2θ23si n 2θ13si n 2θ12
si n (∆31 −aL)

(∆31 −aL)
∆31

si n (aL)

(aL)
∆21cos(∆31 ±δCP)

+cos2θ23si n2 2θ12
si n2 (aL)

(aL)2
∆

2
21

where

a =±
GFNe⎷

2
≈±

1

3500km
(

ρ

3.0
g

cm3

)

The Patm and Psol terms are the so-called atmospheric and solar probabilities, and the middle

term is the interference between these two contributions3. GF is the Fermi constant, Ne is the number

density of electrons in the Earth, L is the baseline in km, Eν is the neutrino energy in GeV and ∆ij ≈
1.267∆mij

2 L
Eν

. The presented formula takes into account both the CP violating phase and the MSW

effect, represented by the terms δCP and a, respectively.

Both the δCP term and the ± signs in the equations are positive for νµ → νe oscillations and nega-

tive for νÅµ → νÅe oscillations, so the ν−νÅ asymmetry is introduced both by the CP violation and by the

matter effect.

The sinusoidal form of P (νµ → νe ) implies that the related spectrum presents a series of maxima

in correspondence of certain combinations of E, L and ∆mij
2 values, as visible in the plots reported in

figure 1.4.

For long baselines it is possible to probe multiple oscillation maxima in the oscillation spectrum,

if the neutrino flux covers a sufficiently wide range of energies; this will be described more in details

in the next subsection.

1.1.2 Experimental requirements for measuring CP violation and MSW effect

In the DUNE experiment, the combination of baseline length and neutrino beam energy range

was carefully selected to disentangle the contributions of MSW effect and CP violation on the oscilla-

tion spectra. More precisely, the factors related to these two effects have different magnitudes in the

3One of the approximations is ∆32 ±δCP ≃∆31 ±δCP
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Figure 1.4: From [15]: The νÅµ → νÅe oscillation probability as a function of L/E. The top graph (a)

shows the full probability for vacuum oscillations with δCP = 0, and also the separated contributions

of the solar and atmospheric terms (the last denoted as si n 2θ13). the middle graph (b) shows the

full probability in vacuum for different values of δCP. The bottom graph (c) shows the full oscillation

probability in matter, assuming constant density, for different baselines and with δCP = 0.

DUNE energy-baseline conditions, with the resulting possibility to unambiguously measure both the

neutrino mass ordering and the CP violating phase δCP with the same data set.

The figures 1.5 and 1.6 show the electron and anti-electron neutrino appearance probabilities as

functions of both the baseline and the neutrino energy, and for different possible values of δCP. More

precisely, figure 1.5 reports the normal ordering case, while figure 1.6 refers to the inverted ordering
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scenario.

Figure 1.5: From [11]: neutrino oscillation probabilities as a function of beam energy and baseline,

for different values of δCP, in the normal hierarchy scenario.

Both the figures report the νµ → νe oscillation probabilities as functions of E and L with δCP = 0

(1a for neutrinos, 2a for antineutrinos) and its projection on the neutrino energy axis at L = 1300km

(1b for neutrinos, 2b for antineutrinos). The probabilities reported in the plots 1b) and 2b) refer to

δCP = 0 (red), δCP = π
2

(green), and δCP = −π
2

(blue), respectively, while the yellow curve is the νe

appearance due to the mixing of the ν1 and ν2 mass eigenstates.

The black line in figure 1.4 c) on the previous subsection represents the same oscillation proba-

bility reported in figure 1.5 1a), but as a 1D function of L/E.

The influence of CP violation and MSW effect on the oscillation probabilities of neutrinos and

antineutrinos have, in general, the following properties:

• P (νµ → νe) is enhanced and P (νÅµ → νÅe) is suppressed in the normal hierarchy case, this effect
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Figure 1.6: From [11]: neutrino oscillation probabilities as a function of beam energy and baseline,

for different values of δCP, in the inverted hierarchy scenario.

increases with the baseline at a fixed L/E ratio;

• P (νÅµ → νÅe) is enhanced and P (νµ → νe) is suppressed in the inverted hierarchy case, this effect

increases with the baseline at a fixed L/E ratio;

• the matter effect on the probability amplitude is dominant at the first oscillation maximum;

• the matter effect introduces a phase shift in the oscillation pattern, shifting it to a lower energy4

when switching the hierarchy from normal to inverted.

The total asymmetry in the neutrino flavour oscillations can be expressed as a sum of a CP-

violating term and a MSW term:

4by approximately 100MeV for the DUNE case.
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A =
P (νµ → νe)−P (νÅµ → νÅe )

P (νµ → νe )+P (νÅµ → νÅe )
= ACP + AMSW

The dependence of the asymmetries on baseline and energy, at the largest oscillation probability

peak, can be approximated as ACP ∝ L/E and AMSW ∝ L ·E . This means that with a neutrino beam of

O(1GeV ), an oscillation experiment would require a baseline of at least several hundred kilometers

to cancel any ambiguity on the interpretation of the results. In this case the matter asymmetry would

increase enough to remove the degeneracy among possible combinations of δCP and mass ordering.

The plots in figure 1.7 illustrate the ambiguities that can arise from the interference of the MSW

and CP asymmetries, and how these vanish by raising the baseline length. The curves in black and

Figure 1.7: From [11], total ν/νÅ oscillation probability asymmetry as a function of δCP at four differ-

ent baseline values: 290km (top left), 810km (top right), 2300km (bottom left) and 1300km (bottom

right).

red illustrate the asymmetries at the first and second oscillation nodes, respectively. The solid lines

represent the normal hierarchy (NH), while the dashed lines represent inverted hierarchy (IH). The

green lines indicate the asymmetry at the first node for maximal CP violation (δCP =π/2) and inverted

hierarchy.

The plots demonstrate that experimental measurements of the asymmetry at the first oscillation

node could yield to ambiguous results for short baselines, given that both δCP and the hierarchy are

unknown. For example, at a baseline of 290km there is a degeneracy in the measured asymmetry be-

tween δCP = π/2 in IH conditions and δCP = 0 in NH conditions at the first node (green line in figure

1.7). On the other hand, at very long baselines there is no degeneracy since the matter asymmetry
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exceeds the maximal CP asymmetry at the first oscillation node, in this case the mass hierarchy and

CP asymmetries can be resolved within the same experiment. According to the current best-fit val-

ues of the neutrino oscillation parameters, the matter asymmetry exceeds the maximal possible CP

asymmetry at baselines of ≥ 1200km [11].

The aforementioned considerations suggest that a baseline above 1200km is enough to search for

CP violation and determine the mass hierarchy simultaneously, but in order to achieve quantitative

predictions, a study of the sensitivities to CP violation and mass hierarchy as a function of baseline

must be carried out using a realistic neutrino beamline (with a specific design optimized for each

baseline individually).

In the simulations carried out by the DUNE collaboration [15], a 34kt LArTPC was assumed as

FD, due to its high νe-identification efficiency5, and the beamline design was based on the NuMI

(Neutrinos at the Main Injector) beamline utilizing a 120GeV, 1.2MW proton beam from the Fermilab

Main Injector (MI). By varying the distance between the target and the magnetic horn in a [280−
580]m range, the resulting beam spectrum can be selected to cover the first oscillation node and part

of the second oscillation node.

For baselines shorter than 1000m the on-axis beams flux is too small in the energy range where

oscillations occur, in these cases the simulations feature off-axis beam configurations6. The off-axis

angle was chosen to provide covering for most of the first oscillation node.

With baselines above 1500km the correct mass hierarchy could be determined with a probability

greater than 99% for all values of δCP with a large LArTPC far detector, since the aforementioned

degeneracy between the MSW and CP violating asymmetries would be more suppressed. However,

for such baselines the magnitude of the MSW effect becomes too large with respect to the δCP effect

to observe an explicit CP-violation asymmetry, because one of the neutrino beam polarities (ν/νÅ for

inverted/normal hierarchy) undergoes a significant event rate suppression.

For these reasons, the baseline studies indicate that in realistic experimental conditions there is a

range of baselines ([1000−1300]km) that optimize the determination of the CP violating phase.

1.2 Aims of DUNE

This section describes the aims of the DUNE experiment and the key features of its physics reach,

which is complementary to other existing and planned experiments [16, 17, 18].

The cumulative results of all the neutrino oscillation experiments performed to date permit to

estimate five of the neutrino mixing parameters [19, 20]: the three mixing angles θ12, θ23 and θ13, and

the two squared-mass differences ∆m2
21 and |∆m2

31|.
The neutrino mass ordering (sign of ∆m2

31) is currently unknown, even though recent results show

a weak preference for the normal ordering scenario [21, 22, 23]. The value of δCP is also not defined,

but recent neutrino oscillation data are beginning to provide some information on its value [21, 24].

The DUNE experiment has the following primary physics goals [11]:

5which is flat over a large range of energies
6This because off-axis beams feature narrow-band, low-energy neutrino fluxes



1.2 Aims of DUNE 11

• precise measurement of the parameters governing the νµ → νe,µ oscillations, in particular: the

mixing angles θ13 and θ23, the CP-violating phase δCP, the squared mass difference |∆m2
32|.

Determination of the sign of ∆m2
32 (which would solve the neutrino mass hierarchy problem)

and test of the three-flavour paradigm;

• improve the current limits on the search for proton decay, in particular for the partial lifetime

(τ/BR) in some important candidate decay modes such as p → K +νÅ;

• precise measurement of the neutrino flux from a possible core-collapse supernova event within

our galaxy, should one occur in the DUNE lifetime.

DUNE is designed to achieve these goals by pushing both the beam intensity and the detection

precision beyond the current state of the art for long-baseline neutrino oscillation experiments.

The key features of the DUNE experiment are the world’s most intense neutrino and antineutrino

beams, a large FD located deep underground to reduce background signals and thus enhance the

sensitivity, and a broad neutrino spectrum to probe the shape of the oscillation pattern over a wide

range of energies, enabling extended fit over more than one oscillation peak. As mentioned before,

the FD will be based on LArTPC technology, which is highly performing in particle identification and

energy measurement, and the usage of the same technology within the ND complex will constrain

systematic errors to world-leading precision. Furthermore, the combination of neutrino beam energy

with the selected baseline will enhance the matter effect, raising its amplitude above the maximal

possible CP-violating asymmetry and allowing to measure both the δCP and the mass hierarchy in a

single experiment. This choice also provides enough sensitivity to the CP violating phase δCP (for a

wide range of possible δCP values) to push forward the current knowledge ofδCP and possibly discover

its true value at the 5σ confidence level.

The performance of the DUNE FD was estimated with complete simulations using convolutional

neural network (CVN) algorithms for flavor classification [25]. This procedure permits to reach effi-

ciencies of 90% for electron neutrinos and 95% for muon neutrinos identification on CC interactions.

The results of the Monte Carlo simulations carried out by the DUNE group [15] permits to give

more details about the DUNE sensitivities as functions of exposure, an example is reported in figure

1.8.

DUNE will be able to establish the neutrino mass ordering at the 5σ level for 100% of δCP values

between two and three years of exposure [1]. The CP violation can be observed with 5σ significance

after a 7 years exposure if δCP = −π/2, and the range is extended to 50% of the possible δCP values

after 10 years. Lastly, after 13 years of running the CP violation can be measured with 3σ significance

for 75% of δCP values.

DUNE has the capabilities to make numerous high-impact, world-leading findings over several

decades, for example a unambiguous determination of the neutrino mass ordering would resolve a

longstanding question in neutrino physics, which has several implications for astrophysics, cosmol-

ogy, and neutrino-less double beta decay experiments. A precise determination of the θ23 octant

could point to a new symmetry, while the observation of CP violation in the lepton sector would be

an important step in understanding the baryon asymmetry of the universe through the leptogenesis

theory.
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Figure 1.8: From [1]: sensitivity to the neutrino mass ordering (left) and CP violation (right) as a func-

tion of exposure in kt-MW-years. Only the Asimov sensitivity is considered, and the curves are shown

for maximal CP violation (δCP =−π/2) and for different fractions of δCP values.

The current three-flavour picture of neutrinos theory will gain resolution due to the DUNE high

precision measurements of mixing parameters, but it will also be tested in its fundamental structure

with possible evidences of physics beyond the three-flavour model.

The DUNE FD will be able to detect a large sample of neutrinos from a possible supernova burst

within the Milky Way, together with a wide range of astrophysics measurements, featuring unique

sensitivity to the electron neutrino component. Furthermore, the DUNE experiment will be uniquely

sensitive to a broad range of physics beyond the Standard Model (BSM), including also nucleon de-

cays.

The secondary objectives of the DUNE physics program, possibly enabled by the facility designed

to achieve the primary ones, include [11]:

• additional accelerator-based, neutrino oscillation measurements such as nonstandard BSM in-

teractions;

• measurements of neutrino oscillation phenomena using atmospheric neutrinos;

• measurement of other astrophysical phenomena using medium-energy neutrinos.

The DUNE capabilities for sensing BSM phenomenology permits to improve the existing con-

straints on sterile neutrino mixing, non-standard neutrino interactions, CPT violation, nucleon decay

and new physics enhancing neutrino trident production. This high sensitivity could also bring DUNE

to the discovery level for a vast range of phenomenology beyond the Standard Model, for example

finding evidences of dark matter created in the high-power proton beam interactions or from cos-

mic sources, searches for sterile neutrino mixing, non-standard neutrino interactions, new physics

related to neutrino trident production, CPT violation and baryon number violating processes.
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The DUNE scientific scope includes also some additional secondary objectives, which may re-

quire additional upgrades to the far site facility7:

• detection and measurement of the diffuse supernova-neutrino flux;

• measurement of solar neutrino oscillations and test the Standard Solar Model (SSM);

• measurements of astrophysical and geophysical low-energy neutrinos.

The full physics program of DUNE requires four FD modules, a proton beam intensity of 2.4MW

and a highly capable ND system. The initial configuration for this experiment (Phase I) will include

two FD modules, a limited ND complex and a 1.2MW proton beam, but it will be sufficient to achieve

DUNE’s early physics goals and demonstrate the potential of the final design (Phase II).

1.3 The DUNE design

The DUNE design is the product of a worldwide collaboration of scientists and engineers from

over 200 institutions in more than 30 countries, an international effort to measure neutrino oscillation

as a function of energy in a broadband beam with unique precision, to resolve degeneracy among the

oscillation parameters.

The DUNE collaboration will achieve high control on systematic uncertainties by employing the

LArTPC technology, which permits advanced imaging techniques with unprecedented performances,

in both the FD and (a component of the) ND.

The 40kt (fiducial) FD is designed in a modular structure of four 10kt (fiducial) components, each

featuring a different LArTPC technology, and its deep underground location facilitates the possible

observation of nucleon decay and other rare processes including low-energy neutrino detection.

The general physics requirements for the DUNE design are:

• Long baseline: as mentioned in section 1.1, with a baseline greater than 1000km the asymmetry

due to the MSW effect is much larger than that arising from CP violation phenomena, regardless

of the value of δCP. This removes the experimental degeneracy between the neutrino mass

ordering and the determination of δCP, giving DUNE the unique capability to measure both

using the same data set unambiguously.

• Large far detector mass in combination with high-power beam: the number of neutrino inter-

actions occurring at the far site depends almost linearly on the fiducial mass of the FD and on

the intensity of the proton beam.

• Wide-band neutrino beam: in order to attain a definitive CP violation estimation, to precisely

test the three-neutrino mixing paradigm and to resolve ambiguities between the oscillation

parameters, DUNE needs to measure the neutrino fluxes as a function of E over more than one

full oscillation period.

7Such as additional detector mass or other detector technologies.
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• Precise reconstruction of neutrino flavour and energy: the flavour reconstruction requires ex-

cellent discrimination between muons and electrons and is critical to accurately distinguish

νµ and νe charged-current (CC) interactions in the FD. To enable an accurate measurement of

neutrino oscillations as a function of energy, the FD must have the ability to reconstruct the

energy of each neutrino event with high precision.

• Precise constraints on systematic uncertainties: a reliable estimation of δCP requires a precise

measurement of muon-to-electron oscillations as a function of neutrino energy. The related

systematic uncertainties (due to the neutrino flux prediction, interaction cross sections and

detector response) must be constrained at a lower level with respect to the statistical error.

• Deep underground location for the FD: the deep underground location is critical to absorb

part of the high rate of activity from cosmic particles on the surface, in order to search for rare

non-beam related signals. These signals include baryon number violating processes and low-

energy neutrinos from supernova bursts, both requiring a nearly zero background in order to

be detected (which also greatly simplifies the reconstruction of accelerator neutrinos).

In order to meet these requirements, the DUNE collaboration made a number of choices for the

detector design, and the motivations for these choices are reported in the following:

• LArTPC technology for FD: given the baseline of DUNE, the first oscillation maximum occurs at

a neutrino energy of 2.5GeV, this energy region includes many neutrino interaction processes,

some of which featuring multiple final-state mesons. The LArTPC technology combines both

tracking and calorimetry capabilities, allowing to distinguish νµ and νe CC interactions, as well

as good resolution for both the leptonic and hadronic energies. The imaging capability of the

FD also plays an important role for the DUNE research in the BSM flied, and the Ar target pro-

vides unique sensitivity to electron neutrinos from supernova bursts.

• ND complex including LArTPC: the role of the ND is to measure the neutrino beam prior to the

oscillation phenomena and to minimize the systematic uncertainties in the FD long-baseline

oscillation measurements. The neutrino energy spectrum depends on the convolution of beam

flux, cross sections and detector response, and all these three factors have large a priori uncer-

tainties. The ND complex features, among other technologies, a small-scale version of the FD,

called ND-LAr, as will be described more in detail in section 1.3.2. By having a LArTPC detector

on both the near and the far sites it is possible to be sensitive to all three of these classes of

uncertainty simultaneously8.

• Calibration: to achieve the systematic uncertainty level required for the DUNE physics goals,

the energy and position of charge deposits in the FD must be precisely calibrated at the few

percent level, for this reason it is important to have as many independent calibration proce-

dures as possible. The DUNE calibration strategy features test beam measurements, analysis of

calibration data from physics samples, detector instrumentation and cumulative results of the

various simulations.

8Supposing that the ND has the a kinematic acceptance at least as good as the FD.



1.3 The DUNE design 15

• Photon detection (PD): the PD system is used to observe prompt scintillation light induced by

charged particles interacting with the Argon nuclei in the LArTPC, thus providing the timing

information for non-beam physics events. The scintillation signal is used in combination with

the TPC information to localize the event in the drift direction, but enables also a more precise

energy reconstruction.

• Data acquisition (DAQ) system: the trigger and DAQ system is responsible for the data receiv-

ing, processing and recording, and for providing synchronization to the electronics and calibra-

tion systems. The main requirements for the DAQ design include wide up-time window9, data

rate and throughput optimization, these requirements stem mostly from the goal of detecting

supernova neutrino bursts (abbreviated SNB).

As mentioned in the previous section, the DUNE scientific program is divided in two main Phases.

In Phase I the collaboration will start collecting physics data with only two FD modules and a first-

stage ND design, with a 1.2MW proton beam. This phase will serve to demonstrate the potential of

DUNE, as the collected data will enable unambiguous determination of the neutrino mass ordering,

the δCP value with 3σ significance if δCP = −π/2 and the other oscillation parameters (including the

∆m32
2 with world-leading precision). This early stage design permits also to detect neutrinos from

possible core-collapse supernovae and to search for BSM physics.

The full scope of the DUNE program will be reached during the Phase II, this will permit to up-

grade to 5σ the CP violation discovery potential, to perform independent measurement of si n22θ13

with precision comparable to that of reactor neutrino experiments and to achieve significant sensi-

tivity to the θ23 octant. The DUNE experiment guarantees also unique sensitivity to neutrino astro-

physics phenomena, BSM physics and evidences of additional neutrinos beyond the three-flavour

paradigm.

The three main upgrades related to the passage from Phase I to Phase II are all necessary to

achieve the aforementioned physics goals (as well as the sensitivities reported in the previous sec-

tion), and are reported in the following list:

• expansion of the FD with two additional modules, reaching a total fiducial mass of 40kt;

• perform a series of upgrades on the proton injector to double the beam power, from 1.2MW to

2.4MW;

• upgrade the ND complex towards a more sophisticated setup.

The Long Baseline Neutrino Facility (LBNF) has received extensive investment to provide detector

facilities and neutrino beam with the required properties: the excavation of more than 800kt of rock

in the caverns at SURF is currently underway, the final beamline complex and ND complex designs

have been completed.

The Fermilab’s proton accelerator will require some improvements to raise the neutrino beam

intensity to the DUNE requirements, these are grouped in the so-called Proton Improvement Plan-II

(PIP-II), which is well underway and expected to be ready by 2029.

9to increase the chances of being already collecting data when one of these rare transient events occurs
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In the next subsections there will be a brief description of the current design for the neutrino

beamline (1.3.1), the ND (1.3.2) and the FD (1.3.3), with a particular attention on the FD since it is

related to the main topic of this thesis10.

1.3.1 Neutrino beam

As mentioned in the previous sections, the DUNE neutrino beamline involves a conventional

horn-focused neutrino beam produced from pion decay-in-flight [11]. This technique relies on fo-

cusing the pions before their decay in order to achieve a focused neutrino or antineutrino beam. The

horn-focused neutrino beamline relies on the NuMI11 design [11], this design was already employed

in the MINOS, MINERνA and NOνA experiments, and for DUNE the focusing parameters will be op-

timized to maximize sensitivity to CP violation.

The primary beam is composed of 60GeV to 120GeV protons from the Main Injector accelerator,

the related neutrino beam operates at 1.2MW (supporting a possible upgrade to 2,4MW) and can

be produced in forward (reverse) horn current mode, resulting in a predominately νµ(νÅµ) flux. This

flux is peaked at ≈ 2.5GeV, near the first oscillation maximum for the DUNE baseline, and the whole

energy spectrum ([0.5−5.0]GeV) covers more than one oscillation period.

The primary beam of protons will be extracted from the MI-10 straight section of the Main Injector

using single-turn extraction. The beam will then enter a transport section, designed for very low

losses, which brings the protons to an engineered earthen embankment (hill), the latter is depicted

in figure 1.9.

Figure 1.9: From [26], longitudinal section of the DUNE beamline facility at Fermilab. The proton

beam enters from the right, after being collected from the MI-10 extraction point of the Main Injector.

The beam undergoes a net 5.8° downward vertical bend from a system of dipole magnets, and is

then buried by soil shielding. A fast single-turn extraction (in the 120GeV regime) can deliver 4.9×1013

protons to the graphite target12, in a 10µs pulse operation. The PIP-II accelerator upgrade will in-

10Which is the description of the experimental setups and procedures adopted to characterize, select and test the SiPM

sensors for DUNE-FD1 and ProtoDUNE2-SP (chapter 4 and 5).
11The name NuMI stems from the homonym neutrino beam production facility.
12which consists in 47 segments of 2cm long POCO graphite ZXF-5Q.
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crease the protons per cycle to 7.5×1013 and reduce the cycle time from 1.33s to 1.2s, with a resulting

initial beam power of 1.2MW (starting from the 700kW of the current design).

This beamline is designed to support additional upgrades beyond PIP-II, as already mentioned in

section 1.2, in order to increase the beam power up to 2.4MW and accomplish the full DUNE scientific

program.

In the 1.2MW regime, the accelerator complex is expected to deliver 11×1020 protons per year to

the target, a portion of these protons (approximately 85%) interact with the target producing, among

other particles, kaons and pions, which are then focused by a set of magnetic horns into a decay pipe.

These products decay into muons and muon neutrinos inside the decay pipe, and the horn polar-

ity permits to switch among high purity (> 90% in the oscillation region) neutrino and antineutrino

beams. The beam contamination stems from the presence of νÅµ(νµ) particles in the νÅµ(νµ) beam

(currently at the 10% level, but will be upgraded to 5% in the NuMI design), and also from the pres-

ence of electron neutrinos (less than 1%).

The decay volume design is optimized to produce neutrinos in the energy range of interest, in

compliance with the Fermilab site boundaries. The current plan foresees a 250m He-filled pipe with

a circular cross-section of 6m2, which ends with an absorber13 used to remove residual hadrons

from the neutrino beam. The absorber is instrumented to measure the transverse distribution of the

hadronic showers on a pulse-by-pulse basis, and it is followed by an array of muon detectors to mea-

sure tertiary-beam muons, in order to provide (indirect) information on the neutrino beam direction,

profile and flux.

1.3.2 DUNE ND

At 574m downstream of the neutrino production target there is a key component of the DUNE

design: a high-resolution near detector (ND), which is going to be an integrated system of multiple

components. The ND complex will enable the achievements of DUNE’s primary scientific goals, such

as discovery-level sensitivity to the CP-violating phase δCP and high precision measurements of other

neutrino oscillation parameters, but it will also use the high-intensity neutrino beam as a probe of

BSM physics.

The ND statistics alone will permit to engage a rich physics program, due to the 240000 (85000)

νµ (νÅµ) charged current and 90000 (35000) neutral current interactions per ton per 1×1020 protons-

on-target (at 120GeV) in the ν(νÅ) beam. These numbers correspond to 107 neutrino interactions per

year for the beamline/ND configurations evaluated for the DUNE design.

The reconstructed energy spectrum at the ND is a convolution of interaction cross section, flux

of the unoscillated neutrino beam and energy response of the detector. The ND must independently

constrain uncertainties on each of those components, considering that both the acceptance and the

flux for this detector are much different from the FD case. The ND will measure νµ−Ar interactions

with high precision using both gaseous and liquid argon targets, this choice will further reduce the

systematic uncertainties associated with the modeling of these interactions [27].

The main energy range relevant for the oscillation analyses in DUNE corresponds to 0.5 < E <

13a water-cooled structure of Al and steel
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10GeV, but the measurement of fluxes, cross sections and particle production must cover an extended

energy range (up to 50GeV) to reach the DUNE-ND full physics scope.

The sensitivity to different values of δCP increases at E < 5GeV, but the higher energy region is im-

portant for normalization purposes and to search for effects beyond PMNS oscillations. The neutrino

interactions are particularly challenging to study in this energy range, since they receive significant

contributions from different processes: ∼ 25% quasi-elastic (QE), 42% resonances (RES), and 33%

deep inelastic scattering (DIS) [27]. As a result, the DUNE-ND data analysis relies on understanding

all the QE, RES, and DIS processes on Argon nuclei. More in particular, the most critical region being

related to the resonance productions and to the transition region to DIS, which is rather complex to

model properly due to the interplay of various effects.

The ND design must outperform the FD in various aspects [27], for the following reasons. The ND

must have the ability to measure events in a similar way to the FD, as discussed above, while oper-

ating in an environment with much higher event rates. The design should rely on multiple methods

for measuring neutrino fluxes, each featuring a different (or negligible) dependence from the cross-

section uncertainties. With the necessity of relying on complicated and not fully refined models, the

ND needs to measure neutrino interactions with much better detail than the FD. This includes having

a higher detection efficiency across the kinematically-allowed phase space, a more reliable charged

and neutral particles identification and better energy reconstruction.

To achieve the required performances, the ND complex will need to measure the unoscillated

neutrino flux spectrum to a few percent precision, and for all the neutrino species in the beam (νµ,

νÅµ, νe, νÅe). This requires a low-density detector with an adequate physical radiation length, in order

to distinguish e+ from e−.

The connection between the observations in the ND and the FD is made using a simulation that

includes models for the neutrino flux, neutrino interactions, nuclear effects, and detector response.

An important issue is the presence of backgrounds, for example, the intrinsic νe content of the beam

is a background for the νe appearance oscillation signal at the FD. An additional background for this

signal stems from the NC events with a π0 that leads to electromagnetic showers from converted

photons, since they can appear as νe CC interactions.

In the case of maximal CP violation (e.g. δCP = −π/2), the number of signal events can differ by

∼ 40% relative to the expected population at δCP = 0. However, this deviation in the total number of

selected νe/νÅe events is reduced to ∼ 15% once backgrounds are accounted for [27]. In order to obtain

3(5)σ significance to δCP ̸= 0 in these conditions, the total uncertainties must to be constrained to

5%(3%) or better, with target systematic uncertainties better than 3%(2%)14. These constraints must

consider not only the background (already mentioned misidentified events, intrinsic νe and ªwrong

signº νµ content in the beam) but also an accurate modeling of the expected oscillation signal, in

order to extract the related parameters from the number and spectrum of these events.

A level of 3(5)σ significance to maximum CP violation is expected after 3(7) years in the standard

LBNF/DUNE beam and detector staging scenario. The graph reported in figure 1.10 illustrates the

impact of systematic uncertainties on the observed νe signal for the CP violation sensitivity [27]. This

plot shows that a change in the relative uncertainties from 1% to 3% can substantially increase the

14To prevent systematic uncertainties from being the dominating contribution to the total uncertainty



1.3.2 DUNE ND 19

Figure 1.10: From [27]: impact of systematic uncertainties on the sensitivity to the CP violation search

in the FD, reported as a function of the exposure. In this plot are reported both the ND design as it

is defined in the CDR (dark blue) and as it results from simulations to search the optimized design

(green).

total exposure needed to achieve the discovery level (5σ) on the determination of δCP. This gives a

simplified example of cost and benefits related to the reduction of systematic uncertainties.

Since the ND data will feature a high-precision reconstruction and a large population of events,

it can be used for nucleon structure and electroweak physics studies, as well as for searches for BSM

physics in unexplored regions such as heavy sterile neutrinos or light Dark Matter particles.

The current ND design, developed to achieve the aforementioned requirements, is a suite of three

complementary detectors, these are reported in the following list.

• the ND-LAr detector: a modular LArTPC (300tons) called ArgonCube which is also optically

segmented;

• the ND-GAr detector: a magnetized high-pressure gaseous argon TPC (HPgTPC) surrounded

by an electromagnetic calorimeter (ECAL) in a 0.5T magnetic field;

• the System for on-Axis Neutrino Detection (SAND): a magnetized beam monitor consisting of

an electromagnetic calorimeter, an inner target/tracker system and an active LAr target.

SAND is placed permanently on the neutrino beam, while the ND-LAr+ND-GAr detectors can

move to take data in positions up to 33m off the beam axis: this feature is known as DUNE-PRISM

and is sketched in figure 1.11.

As the detectors move off-axis, the mean energy of the incident neutrino flux decreases and the

spectrum becomes more monochromatic. The neutrino interaction rate drops off-axis, but the beam

intensity, combined with the size of the LArTPC, yield enough statistics also in this configurations.



20 The Deep Underground Neutrino Experiment

Figure 1.11: From [27]: schematic of the DUNE ND hall, shown with component detectors all in the

on-axis configuration (left) and with the ND-LAr+ND-GAr in an off-axis configuration (right). The

SAND detector is in position on the beam axis, which is directed as the yellow arrow.

The DUNE concept is based on reconstructing the energy-dependent neutrino spectrum and com-

paring the FD and ND data, and the ability to modify the ND energy spectrum by measuring off-axis

flux will allow disentangling degenerate effects in the energy reconstruction procedures.

The three detector components have individual and overlapping functions, and are described in

detail in the following subsections.

ND-LAr

As discussed above, having a ND component which is similar to the FD design is of crucial impor-

tance to reduce as much as possible systematic uncertanties on the neutrino beam parameters. The

details of the LArTPC working principle and main properties are discussed in details in section 2.1,

by now it is worth mentioning that it is a detector capable of measuring charge and scintillation light

produced by the ν−Ar interactions inside the TPC.

With the intense neutrino flux and high event rate at the ND, traditional, monolithic, LArTPCs

with charge and light readout would be stretched beyond their performance limits [27]. To overcome

this issue, the proposed DUNE ND-LAr design is a matrix of small and optically isolated TPCs, which

are individually instrumented in a pixelized read out system, this technology is called ArgonCube. The

subdivision of the volume into many smaller TPCs allows for shorter drift distances and times which

in turns, combined with the optical isolation, reduces the overlapping interactions inside the same

TPC module. The detector modularization also improves drift field stability, while reducing the high

voltage (HV) and LAr purity requirements, while pixelized charge readout provides unambiguous 3D

imaging of particle interactions. The pixelization of the readout allows for full 3D reconstruction of

tracks, and each of the TPC modules is equipped with its own optical readout, in order to provide the

timing information to associate tracks and events across the whole TPC matrix.

The ND-LArTPC volume is designed for being sufficiently large to provide an expected popula-

tion of 1×108νµ (on axis) charged current events per year, featuring good hadron containment. The

tracking and energy resolution of LArTPC technology, combined with the ArgonCube mass, will allow

measurement of the beam flux using several techniques, including the rare ν−e− scattering process.
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This detector begins to lose acceptance for muons with a measured momentum above≈ 0.7GeV/c,

because these particles are no longer contained in the LArTPC volume, in the Phase I the solution will

rely on a magnetic spectrometer (TMS) placed downstream of the LArTPC to measure the charge

sign and momentum of escaping muons, but in the full DUNE ND design concept this function is left

to the ND-GAr detector. Beyond the ND-GAr, the SAND component of the ND will serve as on-axis

beam monitor. The 5m (along beam) ×7m(horizontal, transverse to beam) ×3m (height) dimen-

sions and the 67t fiducial mass of ND-LAr are optimized primarily for hadronic containment, under

the assumption that ND-GAr will measure the sign and momentum of downstream exiting muons.

ND-GAr

ND-GAr consists of a high-pressure gaseous argon TPC (HPgTPC) surrounded by an electromag-

netic calorimeter (ECAL), both immersed in a 0.5T magnetic field, plus an external muon system [27].

A schematic of ND-GAr detector is reported in figure 1.12.

Figure 1.12: From [27]: schematic of ND-GAr showing the HPgTPC, its pressure vessel, the ECAL, the

magnet and the return iron. The detectors for the muon-tagging system are not shown in this picture.

The HPgTPC provides a low density medium with excellent tracking resolution for muons, fur-

thermore, the ν−Ar events in gaseous TPC can be studied with a very low charged-particle tracking

threshold and a superior resolution with respect to the liquid phase TPC. For neutrino interactions

taking place in the HPgTPC, it will reduce the energy threshold for detecting charged particle to lower

values w.r.t the far or near LArTPCs and will also greatly extends the particle identification (PID) per-

formances, particularly for p −π separation.

The high pressure ensures a population of 2 × 106 νµ-CC events per year, these events can be

studied to detect the charged particle activity near the interaction vertex, and the HPgTPC can better
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Figure 1.13: From [28]: drawings of the current SAND design, in particular the SAND engineering

model (a) and a sketch of the SAND vertical cross-section (b).

identify charged pions with respect to the LAr detector (and thus access lower momenta protons).

The HPgTPC shares the same target with the FD, this similarity reduces sensitivity to detector-

driven systematic uncertainties in the FD measurements, while the gaseous phase is required by the

expected high intensity of the neutrino beam at the ND.

The basic geometry of the HPgTPC is a gas-filled cylinder with a high voltage (HV) electrode at

its mid-plane, which provides the drift field for ionization electrons. It is oriented inside the magnet

such that the magnetic and electric fields are parallel, reducing transverse diffusion to achieve higher

resolution. The gas is an Ar-CH4 mixture, in a 90%−10% molar fraction proportions, at 10bar. The

primary ionization electrons drift toward the end plates of the cylinder, which are instrumented with

multi-wire proportional chambers (MWPCs) to initiate avalanches at the anode wires, enhancing the

charge signal with high gain factor. These avalanches induce signals on cathode pads placed behind

the wires, and the induced pad signals provides the hit coordinates in two dimensions, while the drift

time provides the third coordinate of the hit.

The ECAL adds neutral particle detection capabilities which otherwise would be lacking in the

ND-GAr, while the external muon-tagging system is designed to separate muons from charged pions.

SAND

The final component of the DUNE ND concept is the on-axis beam monitor (SAND), placed

downstream of ND-GAr and ND-LAr in an alcove of the ND hall. SAND consists of an inner tracker

surrounded by an ECAL, inside a large solenoidal magnet [27]. Both the ECAL and the superconduct-

ing coil are repurposed from the KLOE experiment, that was designed to collect data at the INFN-

LNF (Frascati, Italy) for studying the φ-meson decays with high precision, while for the inner tar-

get/tracker system a new design has been developed.The structure includes also a small LAr active

target (called GRAIN) placed in the upstream region of the internal magnetized volume, as visible in

figure 1.13.

The primary goal of SAND is to monitor the stability of both the beam spectrum and profile over

time, and this task is fulfilled mostly by the upstream part of the calorimeter, combined with the inner
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tracker. SAND is also capable of performing independent νµ/νÅµ flux and flavour content measure-

ments, representing an important cross-check for the other components of the ND complex, espe-

cially during the off-axis campaign [28]. The inner tracker and the LAr target provide a large sample

of ν interactions on different nuclear targets (Ar, CH2, C) which can be used to study interaction

models and constrain nuclear effects. Moreover, the inner tracker design was developed to be able

to incorporate neutrons in the event reconstruction, in order to improve the energy resolution and

probe new phase space regions w.r.t previous experiments for the neutrino interactions.

The solenoidal magnet is a composite of a Rutherford Nb-Ti cable, co-extruded with high purity

aluminium and wrapped with two half-lapped layers of insulator (glass tape). The coil contains two

layers of conductor, separated by a high purity Al sheet, and it is located inside a cryostat. The magnet

is cooled via liquid and gaseous He, and the whole structure is surrounded by an iron yoke.

The electromagnetic calorimeter (ECAL) is a lead/scintillating-fiber sampling calorimeter, origi-

nally developed for the KLOE experiment [29]. It is divided in a cylindrical barrel section, made of 24

trapezoidal modules and two end-caps, each with 32 C-shaped modules of different sizes. A sketch of

the vertical cross-section of this calorimeter is reported in figure 1.14.

Figure 1.14: From [29]: vertical cross-section of the KLOE detector (EMC stands for electromagnetic

calorimeter).

Once closed, the large overlap of barrel and end-caps modules leaves no inactive gap, covering

the whole 4π solid angle. All ECAL modules are made with approximately 400 alternating layers of

scintillating fibers and grooved lead foils, glued together with a fiber-compatible epoxy. The resulting

density of these fine-structured modules is 5g/cm3 and the radiation length is ≈ 1.5cm. The fibers are

grouped in cells and connected through light guides to both the sides of the module, where a system

of photomultipliers (PMTs) is used to measure the scintillation signal. The position of the hit along

the module is determined by the difference in the arrival times at the two ends of the module, while
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the cell readout granularity defines the other two coordinates.

A ≈ 1ton LAr active target will be placed upstream in the magnetized volume of SAND, this com-

ponent is called GRanular Argon for Interaction of Neutrinos (GRAIN). It will provide an on-axis Ar

target reference for cross-calibration with the other detectors, and also inclusive Ar interactions for

the nuclear effect studies. The cryostat is under optimization and it is based on a C-composite ma-

terial reinforced with an internal Al foil. GRAIN will be instrumented with VUV scintillation light

detectors to localize and reconstruct the events in combination with the ECAL/tracker system.

The inner tracker technology currently relies on straw-tubes design15, this component is referred

to as straw-tubes tracker or STT [28]. The STT design is based on a modular structure of orthogonal

planes made of straw tubes with thin target foils dispersed between them. The default STT module

includes a target layer, a radiator layer and four straw layers glued together in a XXYY disposition

order. The current design assumes 78 default modules with CH2 targets, 7 modules with graphite

targets and 5 "tracking-only" modules, it also permits the installation of additional nuclear targets.

The particle momenta can be reconstructed using transverse plane kinematics with high resolu-

tion (< 3%), and the presence of radiator layers enhances the particle ID capabilities via transition

radiation, allowing good e −π separation. The STT design will also allow to extract ν-H samples by

performing a model independent subtraction between CH2 and C data with a kinematic analysis.

1.3.3 DUNE FD

To achieve the full DUNE physics program, the FD must combine a many-kt fiducial mass with

a high granularity detection system, in order to search for rare events and track them with spatial

resolution below 1cm [30]. To give a more quantitative estimation, the DUNE collaboration has set

the goal of achieving a least exposure of 120kt ·MW ·year by the 2035 time frame with a 1.2MW beam

power, in order to reach the required number of neutrino interaction events over a period of about

ten years16.

The LArTPC technology (if massive and instrumented enough) permits to achieve these goals,

since it provides a sub-cm resolution on the liquid argon ionization tracks resulting from the MeV-

scale interactions with solar and supernovae neutrinos up to the GeV-scale interactions with neu-

trinos from the beam [11]. The lower limit on the on the neutrino energies (5MeV) stems from the

intrinsic detection energy thresholds for the ν−Ar CC interactions17. This technology allows high-

precision identification of ν flavours, offers excellent sensitivity to proton decay modes with kaons

in the final state and provides unique νe sensitivity to core-collapse supernova events. These char-

acteristics allow the LArTPC to reconstruct single events with high efficiency, and the underground

location permits to reject low-threshold background signals. The combination of FD size and loca-

tion will enable DUNE to reach its primary scientific goals, such as probing a large range of possible

δCP values or refining the lifetime limits for the proton decay.

15Another proposed alternative was the a combination of plastic scintillator cubes with TPCs (3DST+TPC option), but

the STT is the current choice for the final design.
16The number of interactions is the product of the neutrino beam intensity, neutrino oscillation probabilities, interac-

tion cross section and detector mass.
17The energy threshold is based not only on the ability to pick up low-energy electrons, but also on the light collection

efficiency of the photon-triggering system as well as background suppression.
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The simulation and analysis carried on by the DUNE group enabled the definition of the experi-

mental requirements needed for the measurement of the δCP value. Some of these general require-

ments, like the energy resolution of reconstructed events or the particle identification capabilities,

are reported in the following. The charged lepton and hadronic shower energies are reconstructed

separately in the analysis, and the relative contributions are summed a posteriori. In νe CC events,

the leptonic energy resolution (averaged over the spectrum) is 8%, the hadronic energy resolution is

49%, while the neutrino energy resolution is 13% [5]. The energy smearing for these measurements

stems mainly from the physics of ν−Ar scattering and hadronic shower production, and the per-

formance of the detector have much less impact on the final neutrino energy resolution. Particle

identification is critical for the estimation of δCP, since the analysis of the oscillation signal relies on

neutrino flavor identification. The particle type can be identified by the related energy deposition

(dE/d x function) and track pattern18. For νe appearance in particular, one must be able to identify

the presence of a high-energy electron while avoiding misclassification of high energy photons as

electrons [5]. This requires the ability to separate electromagnetic activity induced by CC νe inter-

actions from similar activity arising from photons generated in π0 decay. The flight path before the

first interaction from the vertex is a useful information to distinguish photons from electrons, since

photon showers are typically preceded by a gap prior the conversion. Furthermore, the initial part of

a photon shower, where an electron-positron pair is produced, has a related energy deposition which

is twice the dE/d x value of an electron-induced shower. The DUNE-FD LArTPC design features a

spatial resolution that is much smaller than the radiation length (14cm), to make visible the gaps be-

tween the vertex and any photon conversions in the reconstructed events. In addition to that, the

charge resolution provides enough dE/d x separation for electrons and photons in pre-EM-shower

depositions, as demonstrated with DUNE simulations [5] and in the ArgoNeuT experiment[31].

For what concerns the detection of SNB events, a core-collapse supernova at 10kiloparsecs (or

kpc) from the Earth will provide an estimated amount of 1000 neutrino interactions in the FD over

the course of ∼ 10 seconds with typical energies between 5 and 30MeV. Much of the desired astro-

physical information comes from the time-dependent energy spectrum of νe neutrinos, and given

the dominance of νe CC events in the SNB sample of interactions, the particle identification is not a

critical for these measurements. However, high particle ID capabilities could enable more advanced

studies on SNB events by identifying separately the contributions of NC and elastic scattering in-

teractions. Timing, on the other hand, is important for reconstructing SNB events. During the first

50ms of a 10-kpc-distant supernova, the mean interval between successive neutrino interactions is

0.5−1.7ms19. Nearly half of galactic supernova candidates are closer than 10kpc from the Earth, so

the rate could be ten or hundred times higher than the estimation made above. As will be discussed

in chapter 2, the LArTPC technology relies on collection of both charge and scintillation signal from

LAr. The prompt scintillation light provides the starting time for the reconstructed event20. The TPC

alone can provide a time resolution of 0.6ms, commensurate with the fundamental statistical limita-

tions at 10kpc distance, but the prompt scintillation signal permits to reach a time resolution better

18such as decays of stopping particles
19depending on the model
20i.e. the time at which the ionization electrons begin to drift under the applied electric field
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than 10µs. This ensures that the measurements of neutrino burst time profile are always limited by

the event rate and not by the resolution of the detector. To give a synthetic view on the DAQ require-

ments for these measurements, the full reconstruction of possible SNB events requires an estimated

data-rate of 2TB/s for 30s to 100s, including a ∼ 4s pre-trigger window.

The assumed measured low-energy neutrino spectrum do suffer some degradation from the neu-

trino interaction process itself, for example energy lost to neutrons. The DUNE collaboration devel-

oped a model, called Model of Argon Reaction Low Energy Yields (MARLEY) event generator [5], to

simulate tens-of-MeV neutrino-nucleus interactions in liquid argon taking into account the afore-

mentioned limitations. Detailed simulation studies involving the usage of both TPC and photon in-

formation for the energy reconstruction of the events are currently underway. The simulations show

that combining the measurements of ionization charge (TPC signal) and scintillation light can im-

prove the determination of the energy deposition, as visible in figure 1.15. The figure reports the

Figure 1.15: From [5]. Left: reconstruction efficiency as a function of neutrino energy for MARLEY

events, for different minimum required reconstructed energy. Right: fractional energy resolution as

a function of neutrino energy for TPC tracks (black) and photon detector calorimetry (blue). The red

ªphysics-limited resolutionº assumes all energy deposited by final-state particles is reconstructed; the

finite resolution represents loss of energy from escaping particles.

impact of this solution, referred to as photon detector calorimetry, on the neutrino energy threshold

and resolution.

In order to search for nucleon decay, where the primary channel of interest is p → K +ν, the iden-

tification of short kaon tracks (few centimeters) is of critical importance. Another important require-

ment is the accurate fiducialization of these nucleon-decay events to suppress the cosmic muon-

induced background contribution. As for the SNB events, the detection of scintillation photons is

important for determining the time of the nucleon-decay event with enough precision.

The DUNE full-scope FD design is a modular LArTPC of 40kt fiducial mass, located around 1.5km

under sea level in the Sanford Underground Research Facility (SURF), and divided in four identically

sized modules [5]. Each of the four cryostats will hold 17.5kt (10kt fiducial) of LAr each, for a total of

70kt, although some of the proposed designs feature higher usable fractions of the total LAr volume.

The four FD modules will be arranged in two separated lines (each line containing two detectors that

share the same angle w.r.t. the neutrino beam) as visible in figure 1.16, this approach has several

benefits:
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• each cryostat can be filled and commissioned while the other remains available for liquid stor-

age;

• allows possible repairs to be made in one of the two vessels after the start of commissioning;

• allows deployment of different LArTPC designs.

Figure 1.16: From [26]: underground caverns for the DUNE FD at SURF. The picture shows the

cryostats (red) for the first two FD modules, each cryostat is 65.8m long, 18.9m wide and 17.8m tall.

The Phase I FD will make use of two modules as depicted in figure 1.16. The cryogenics will em-

ploy two 85kW liquid nitrogen (LN2) liquefaction plants, a LAr receiving station, and other three com-

ponents related to LAr circulation, purification and re-condensation, respectively [30]. This large-

scale design is similar to the ones employed for industrial applications.

DUNE initially planned to develop two LArTPC technologies: a single-phase (SP), in which all the

detector elements inside the cryostat are immersed in liquid argon, and dual-phase (DP), in which

some components operate in a layer of gaseous argon above the liquid. After a prototyping campaign

at CERN, the first run of the so-called ProtoDUNE experiment, the DP technology was abandoned to

make room for a different LArTPC technology, as will be discussed in the subsection 2.1.4.

The current plan foresees two SP modules for the DUNE far detector, one featuring a horizon-

tal drift (HD) design and the other a vertical drift (VD) design, leaving undefined the design of the

remaining two modules which may use more advanced technologies.

The presented work falls in the context of the photon detection system (or PDS) of the first FD

module (briefly DUNE-FD1) which, according to the current construction plan, will be a single-phase

horizontal-drift TPC. For this reason, the VD design will not be included in the following description.





Chapter 2

Silicon Photomultipliers for the DUNE

experiment

This chapter is focused on the first module of the DUNE Far Detector (DUNE-FD1), it begins with

a brief description of the working principle and main features of the LArTPC technology in the section

2.1, and continues with the requirements and baseline specifications for the DUNE-FD1 design. The

subsection 2.1.3 describes the photon detection system, or PDS, which is of particular interest for

the scope of this thesis. The section 2.1.4 outlines the prototypes developed by the DUNE group to

test and validate this technology in the FD context, while the section 2.1.5 reports the plan outlined to

select and test the best choices for the fundamental photon detection units for both ProtoDUNE2-HD

and DUNE-FD1.

2.1 DUNE-FD1

The operating principle of a SP LArTPC has been previously demonstrated by ICARUS [32], Ar-

goNeuT [31], MicroBooNE [33] and LArIAT [34], and it is sketched in figure 2.1.

The LArTPC is a chamber filled with liquid argon (LAr) and instrumented to detect both electrons

and photons that are produced by the interactions on neutrinos with the argon nuclei. A strong elec-

tric field is applied to accelerate the electrons generated by the ionization of argon atoms inside the

detector, producing a drift toward the anode wall where these electrons are then collected. The an-

ode is a multi-layered grid of active wires, the relative voltage between the layers is chosen to let the

first layers produce bipolar induction signals as the electrons pass through them, while the final layer

collects these drifting electrons and generate a mono-polar signal.

Besides providing a charge signal, LAr is also an excellent scintillator, emitting a prompt scintil-

lation light at a wavelength of 128nm. This signal is shifted into the visible region and collected by

photon detectors, providing the starting time t0 of the event, this is the time at which the ionization

electrons begin to drift.

The electron arrival time at the anode, relative to t0, allows reconstruction of the event topology

along the drift direction, while the pattern of signals observed on the anode grid wires provides the

two coordinates perpendicular to the drift direction. The spatial resolution can be upgraded by re-

29
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Figure 2.1: From [30]: sketch of the general operating principle of the SP LArTPC detector.

ducing the space between the wires, but there is a trade-off since it also worsens the signal-to-noise

(SNR) conditions, because the collected charge is divided over more channels. The spatial resolution

on the localization of the event along the drift direction is related to the resolution on the measure-

ment of t0, so it relies on the performance of the photon detection system, as will be discussed in

section 2.1.1.

The light signal is also useful to reconstruct the energy of single events, since the number of scin-

tillation photons generated in the LArTPC is proportional to the energy deposited in the argon by the

passing particle.

2.1.1 General requirements

It is possible to identify several high-level design specification that together characterize the re-

quirements for the DUNE SP LArTPC module. The main parameters, together with their specification

(and goal) values, are reported in table 2.1.

parameter Specification Goal

Drift field > 250V/cm 500V/cm

Electron lifetime > 3ms 10ms

Electronics system noise < 1000enc -

Light yield (at cathode) > 0.5photons/MeV > 5photons/MeV

Time resolution > 1µs 100ns

Table 2.1: From [5]: high-level DUNE-FD SP design parameters and specifications.

The specification values in table 2.1 are upper or lower limits for the related parameters, while the

goal column reports the target values that would offer some benefits (if cost effective). While in some
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cases the goal value offers potential physics benefit directly, the rest of the cases are more for a risk

mitigation purpose.

The drift field, electron lifetime and TPC system noise together determine the ability to distin-

guish the ionization signals of physics events from the noise. On the other hand, the light yield and

the timing resolution both pertain to the ability of collecting scintillation photons. The light yield rep-

resents the fraction of energy loss by a charged particle as scintillation light, which is collected by the

PDS. More precisely, the light yield is the amount of scintillation photons generated (and successfully

collected) per unit of deposited energy.

As mentioned above, the basic operating principle of the TPC involves the transport of ionization

electrons to the detection plane. A strong drift field correspond to a faster electron transport and thus

a minor electron loss due to LAr impurities, it reduces the ion-electron recombination probability

and electron diffusion, it increases the induction signals due to increased electron momentum. The

design goal of 500V/cm electric field inside the DUNE-FD1 detector implies (considering its geom-

etry) an electron drift velocity of 1.6mm/µs and a maximum drift time of 2.2ms. By comparing this

drift time with the electron lifetime τe, which is dictated by the liquid argon purity, it is possible to

estimate the signal attenuation inside the LAr volume. As an example, at τe = 3ms, signals originating

near the cathode will be attenuated to 48% of their original strength with an applied field of 500V/cm.

For the minimum field of 250V/cm, this transmission drops to 14% after taking into account all the

effects deriving from a lower drift field. On the other hand, this signal attenuation is still acceptable

as long as the charge readout maintains good SNR and resolution.

As mentioned above, electro-negative impurities (e.g., H2O, O2) within the liquid argon must be

kept at low levels to prevent capture of ionization electrons. The electron lifetime τe is inversely pro-

portional to the density of these impurities. The values of 3ms and 10ms in table 2.1 correspond to

contamination levels of of 100ppt and 30ppt O2-equivalent, respectively [5].

The system noise, in particular the noise level in the front-end electronics, can worsen the charge

detection performances. The specification in table 2.1 is given in units of e - equivalent noise charge

(enc), which is the noise level in terms of input charge signal, expressed in units of elementary charge.

The PDS provides an event time based on the LAr scintillation light which, in conjunction with the

TPC ionization signal, allows the localization of the event along the drift direction. The specifications

in table 2.1 are given for the worst-case event location within the fiducial volume, which means near

the cathode and far from the PDS (integrated in the anode planes). Given the electron drift velocity

of ∼ 1.6mm at 500V/cm, a photon-based time resolution of 1µs for the measurement of the starting

time t0 corresponds to an effective spatial granularity in the drift direction which is similar to the wire

pitch [5].

The fiducial volume must be defined at the 1% level for both accelerator-based neutrino oscil-

lation measurements and SNB events. The precise event time, and thus location, allows to mitigate

backgrounds for non-accelerator measurements, and also enables corrections for electron attenua-

tion. The minimum TPC performance considered above (with E = 250V/cm and τe = 3ms) would

correspond to an energy smearing of 22% due to electron loss, but this effect is negligible at 1µs time

resolution.
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2.1.2 DUNE-FD1 design

The DUNE-FD1 TPC design consists of three vertical rows of anode plane assemblies (APAs) inter-

spersed with two cathode plane assemblies (CPAs) rows, which divide the chamber in four regions as

visible in figure 2.2.

Figure 2.2: From [26]: sketch of the 10kt DUNE FD SP module design, showing the alternating anode

(A) and cathode (C) planes, as well as the field cage (FC) that surrounds the drift regions between the

anode and cathode planes.

The CPA and APA rows are designed in a modular fashion, these will be placed at a 3.5m distance

from each other and the CPA modules will operate at 180kV. This configuration corresponds to a drift

field of 500V/cm and a corresponding maximum drift length of 3.5m [30]. The front-end readout

electronics is mounted directly on the APA frames and the whole structure is covered by a field cage

(FC) for shaping the internal electric field, the FC ensures an electric field uniformity better than 1%

across all the active volume.

The APA/CPA single module dimensions are chosen for ease of transportation and installation in

the cryostat. Each cathode wall is an array of 150 CPA modules (3-modules height and 50-modules

length), and each APA wall contains 50 modules (2-modules height and 25-modules length), for a

total of 150 APAs and 300 CPAs inside the cryostat.

The single APA frame design contains three sense wire planes with wire spacing around 5mm

mounted on each side, used to sense ionization signals originating within the TPC cell on either side,

plus a shielding layer, also called the grid layer (or G-layer). The wire spacing is chosen to optimize

the spatial resolution, SNR and cost. The wires are two induction planes (called V-layer and U-layer)
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and a collection plane (called X-layer), they are oriented vertically (X, G) and at ±35.7° to the vertical

(V, U)1 [30].

The compact APA (and CPA) design permits to maximize the LAr active volume, and its modular

configuration allows the readout electronics to be placed at the top and bottom of each APA row, thus

minimizing the uninstrumented region in the gaps between the two adjacent APA modules. The low-

noise CMOS preamplifiers and ADC ASICs have been developed for being mounted directly on the

APA frames, ensuring good SNR performance, and also offering the possibility of digital signal pro-

cessing2, while also relaxing the requirements on the performances of the downstream DAQ systems

outside the cryostat.

A Global Positioning System (GPS) one-pulse-per-second (1PPS) signal is used as reference for

event timing, allowing to match the beam window, while a local 62.5MHz master clock keeps all de-

tector components within the single 10kt module synchronized.

2.1.3 Photon detection system

The LAr offers good scintillation properties, featuring orders of 104 photons per MeV of energy de-

position at 128nm, in DUNE-FD1 these photons will be collected by the so-called X-Arapuca modules

[30], which are light traps mounted in the APA frames as shown in figure 2.3.

Figure 2.3: From [30]. Left: two APA modules linked together to form one APA wall unit. The PD bars

are installed across the width of the single APA module. Right: a zoom into the top and bottom ends of

the APA stack showing the readout electronics, and at the foot-to-foot connection of the stack center.

The arrival times at the APA frames of ionization electrons and scintillation photons run on dif-

ferent time scales, more precisely the milliseconds and nanoseconds, respectively. The comparison

of the arrival time of these two signals enables the reconstruction in the electron drift direction. As

1The order of these layer from inside the TPC to outside is G, U, V, X.
2multiplexing, zero suppression and other procedures
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mentioned in the requirements of section 2.1.1, the timing resolution of the PDS have a huge impact

on the LArTPC detection capabilities for low-energy physics, backgrounds identification and non-

beam events. For example, a 1µs timing resolution enables ∼ 1mm position resolution for 10MeV

SNB events3.

The DUNE-FD1 PDS design consists in ten X-Arapuca PD bars mounted directly on each APA

module, each bar running the full width of the APA, as visible in figure 2.3. These photon collectors

cannot be placed outside of the FC since it is opaque to the scintillation light. Their implementa-

tion in the APA frames, on the other hand, should not compromise the compactness of APA modules

(i.e. should not influence the active LAr volume). These requirements pose a series of geometrical

constraints which led to the aforementioned PD bar design.

The X-Arapuca is a layered structure of a dichroic filter, coated with p-Terphenyl (PTP), and a

wavelength-shifter-doped polystyrene light guide4 (WLS bar) that shifts the VUV scintillation light

into the visible region, traps these shifted photons and transports them to the silicon photomultiplier

(SiPM) devices, which are placed on the lateral sides of the structure [35]. SiPMs are the fundamental

photon detection unit of the DUNE-FD1 design [30], and they will be described in detail in chapter

3. The signals from these sensors are sent to the cryostat roof and then to the DAQ system where the

data streams of light and charge signals are merged.

The PD bars, shown in figure 2.4, are mounted in each APA between the wire layers. Each APA

Figure 2.4: From [30]: X-ARAPUCA module overview. A single module includes 24 X-ARAPUCA cells,

grouped into a set of four supercells of six cells each. In the center there are active ganging PCBs

which collect the signals from the SCs.

module contains 10 PD bars, each bar is divided in four X-Arapuca supercells (SCs) and each SC is

composed of 8 cells, as visible in figures 2.4 and 2.5.

The figure 2.5 shows a single X-Arapuca cell. The outer layers is a dichroic filter coated with PTP,

which shifts the scintillation photons from 128nm to 350nm [35]. The filter is transparent to 350nm

3considering the other standard design parameters of table 2.1
4Eljen EJ-286 blue wavelength shifting plate
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Figure 2.5: From [30]. Left: detailed exploded view of X-ARAPUCA supercell Right: Schematic rep-

resentation of a single-sided readout X-ARAPUCA operating principle, assuming a filter cutoff of

400nm.

light, and the underneath WLS plate converts these photons to the visible spectrum (430nm). The

visible photons emitted at an angle greater than the critical value remain inside the WLS plate and

eventually reach the SiPMs in the internal lateral sides, while visible photons that escape the WLS

plates are still collected, since they are reflected by the dichroic filters back into the WLS plates. The

LAr gaps between the WLS plate and the surfaces of the cavity ensure a discontinuity of the refractive

index (nplate = 1.58 and nLAr = 1.24) that contributes to the photon trapping. The current design

foresees a single WLS plate which runs over the full length of each SC, and an alternative X-Arapuca

design with two dichroic filters is also available to detect photons from both sides of the PD bar. The

optical window(s) of each SC consists of dichroic filters with a cut-off at 400nm, and each SC mounts

48 SiPMs.

The SiPMs are mounted in PCBs called photosensor mounting boards (or strips), these are placed

on the long sides of the SC, and each strip mounts 6 SiPMs which are electrically connected in parallel

(passive ganging). The eight passively ganged signals from a single SC are actively ganged into one

output channel by a PCB placed at the center of the PD bar.

The chosen design for the front-end electronics permits to achieve the 1µs timing resolution re-

quirement for the DUNE-FD1 PD system [30] (as reported in table 2.1).

The baseline DUNE-FD1 PDS design includes 192 SiPMs per PD module, with groups of 48 sen-

sors per channel, for a total of 288,000 SiPMs for the whole LArTPC. The usage of traditional large area

photomultiplier tubes (PMTs) is forbidden by the structure of the APA, and the choice of a solid-state

alternative also permits to maximize the active volume of LAr by placing the PD bars in the inactive

areas of the APA modules.

2.1.4 ProtoDUNE(s)

The DUNE collaboration has constructed and tested two large prototypes of a FD LArTPC mod-

ule at CERN, this is known as the ProtoDUNE experiment. The to prototypes, ProtoDUNE-SP and

ProtoDUNE-DP, were located in an extension to the EHN1 hall (Experimental Hall North 1 Ð EHN1)
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in CERN’s North Area, where a new charged-particle test beamline was constructed as part of the

CERN NP program. Each of the two detectors has approximately a 20 times smaller size w.r.t the

planned FD modules, but it features identical size components (including the PDS) [36]. A picture of

the two cryostats is reported in figure 2.6.

Figure 2.6: From [36]: layout of the EHN1 experimental area, the DP cryostat is on the left, while the

SP cryostat is on the right. The rotation angle of the cryostats have been defined to maximise the path

of the particle beams in the drift volume.

This massive prototyping program was undertaken to validate the components production (stress

tests for the production and quality assurance tests of detector components), to validate the installa-

tion procedures, and to probe the operation of the detector with cosmic rays and test beam.

A thorough inspection of the results of the first run (ProtoDUNE1) led to the decision of aban-

doning the DP technology in favor of a second SP LArTPC, which features a vertical drift design. For

this reason, the second run of the experiment (ProtoDUNE2) will involve an upgraded version of

the "standard" ProtoDUNE-SP module, which is now called ProtoDUNE-HD, and will replace the DP

module with a vertical-drift SP LArTPC, referred to as ProtoDUNE-VD.

In the ProtoDUNE-HD detector the ionization electrons, generated by the neutrino interactions

with the LAr, drift horizontally toward a readout system of vertical anode planes (APA modules). The

detector dimensions are 7m along the beam direction, 7.2m wide in the drift direction, and 6.1m

high. Six APA modules are arranged into the two APA planes, each consisting of three contiguous

APAs, as visible in figure 2.7.

Between these planes, a central cathode plane (composed of 18 CPA modules) splits the TPC vol-

ume into two drift regions. A field cage surrounds the four open sides of these two drift regions to

remove the influence of the cryostat walls and other nearby conductive structures on the electric

field uniformity.

With a total LAr mass of 0.77kt, ProtoDUNE-HD represents the largest monolithic SP LArTPC

detector built to date, and a significant experiment in its own right. Construction and installation of

ProtoDUNE-HD was completed in early July 2018, and LAr filling took place the next month. The first
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Figure 2.7: From [36]: sketch of the ProtoDUNE-HD internal components.

test beam was delivered to EHN1 on August 29, 2018 and the run was completed on November 11 of

the same year. The detector continued to operate through July 19, 2020 collecting (only) cosmic ray

data [36].

The data taken with ProtoDUNE-HD demonstrated the SP LArTPC performances and provided

valuable information on the design, simulation and calibration of the DUNE-FD1.

2.1.5 SiPM for ProtoDUNE2-HD and DUNE-FD1

The first run of ProtoDUNE-HD (ProtoDUNE1-SP) involved around a thousand of SiPMs of differ-

ent models, mounted in early versions of the X-Arapuca devices (called S-Arapucas or simply Arapu-

cas), and validated these technologies for the next run (ProtoDUNE2-HD), which is currently at the

commissioning phase [36].

The baseline devices selected as fundamental PD units are 6mm ×6mm SiPMs by Hamamatsu

Photonics K. K. (Japan) and by Fondazione Bruno Kessler (FBK) (Italy) [37], the latter being developed

for operation in LAr in the context of the DarkSide experiment [38]. The HPK models are S13360

prototypes tailored to full-fill the DUNE requirements improving the performance with respect to
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commercially available products. The FBK models are based on the NUV-HD-SF technology, these

are one of the first technologies tested for the new X-Arapuca design due to their good performance at

cryogenic temperatures and ideal matching with the emission spectrum of the WLS bars [35]. Cryo-

reliability is a key issue in the DUNE PDS design, for this reason these baseline devices were both

designed to reduce the effects of thermal gradients stress the SiPMs at the level of detector, bonding

and packaging.

As mentioned above, the SiPM inside the X-Arapuca modules are operated in ganging mode. More

precisely, the signals of 48 SiPMs are summed and amplified in the SC in low temperature conditions.

During the X-Arapuca R&D phase, several SiPM technologies have been tested in view of the instal-

lation in ProtoDUNE2-HD [36]. A 2-window SC has been tested in Milano Bicocca [35] to estimate

the light collection efficiency of X-Arapuca modules, resulting in a photon detection efficiency (PDE)

larger than 3% on the basis on analytical calculations, Monte Carlo simulations and experimental

tests. The PDE reported above is defined as the ratio of detected photons to the total number of pho-

tons impinging to the X-Arapuca window, both the tests and the simulations were carried out using

SiPMs of the baseline models mentioned above.

The DUNE PDS consortium is the group in charge of selecting and testing SiPMs for both the

ProtoDUNE2-HD and DUNE-FD1 detectors, starting from the most performing SiPM models among

the ones selected for ProtoDUNE1-SP. The strategy adopted to achieve this task relies on a 3-phases

plan:

• The first phase involved the full characterization of single SiPM devices, in order to estimate

the main parameters and the working point of each SiPM model, this phase will be described in

chapter 4. In this phase I contributed to the campaign performing part of the characterization

measurements and developing custom algorithms for offline data analysis.

• The second phase was divided in a number of passive ganging tests on SiPM strips, in order to

down-select the best choices the ProtoDUNE and DUNE-FD detectors, this is briefly described

in chapters 3 and 4. The single characterizations involved the same setup and procedures used

in the first phase (for what concerns the Ferrara division of the PDS Consortium). Furthermore,

the Ferrara group did not took part on the actual ganging tests, for this reason the results will

be described only qualitatively.

• The third phase consists in a quality assurance test of a large number of SiPMs: the entire

ProtoDUNE2-HD and DUNE-FD1 SiPMs productions, counting 6000 and 288000 sensors re-

spectively. As will be described in chapter 5, the Ferrara group of the PDS Consortium devel-

oped a custom experimental setup, named CACTUS, to perform these quality assurance tests.

As a member of the Ferrara division, I took active participation on the development and cal-

ibration of the CACTUS setup, as well as on its usage for the characterization of part of the

ProtoDUNE2-HD SiPM production.



Chapter 3

SiPM properties and applications

This chapter begins with a brief description of the Silicon Photo-Multipliers (SiPMs) working prin-

ciples, then continues explaining the circuital model that is often used to simulate their behaviour

and the main properties of their output signal. In the section 3.2 there will be defined some parame-

ters to quantify the SiPM performances and briefly describe the experimental procedures to measure

these parameters in section 3.3, focusing on noise characterization at cryogenic temperature in sub-

section. The last section describes the plan developed by the DUNE Photon Detection System (PDS)

Consortium for the selection, production and characterization of SiPMs for ProtoDUNE2-HD and

DUNE-FD1.

3.1 SiPM working principles

This section describes the physical mechanisms underlying the SiPMs, which are solid state opti-

cal devices capable to detect single photons in the visible range.

The first SiPM appears in the late 90’ thanks to the work of V. Golovin [39] and Z. Sadygov [40],

although it was the product of a slow process of technical upgrades made on its predecessors since

the 60’ (as will be mentioned in section 3.2.6). This technology was extensively investigated over the

following years, undergoing various optimizations along with the development of advanced semi-

conductor fabrication techniques and front-end architectures. These numerous upgrades permitted

also to extent the SiPM applications to multiple fields.

The analytical models developed through years permit to perform a quantitative estimation of

the core physical properties of these sensors [41, 42, 43, 44], which can be functionally represented

by an equivalent circuit independently of the particular fabrication technology, as will be described

in subsection 3.1.1.

The SiPM is a large matrix of independent single-photon avalanche diodes (SPADs) which all con-

tribute to a single output signal, since they are connected to a common readout in parallel configu-

ration [45]. The single SPADs are also called the pixels or cells of the SiPM, they are all biased at the

same voltage Vbias and are all connected to the same readout channel inside the SiPM matrix1, as in

1The common cathode and the common anode are at a voltage difference of Vbias; more precisely, the cathode is at

±Vbias (the sign depends on the SiPM type) and the anode is connected to ground through the front-end electronics, which

39
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Figure 3.1: From [45], schematic circuital representation of a SiPM as a parallel connection of single

SPADs.

figure 3.1.

The SPAD is an Avalanche PhotoDiode (APD) operating in the Geiger-Müller regime: it is essen-

tially a highly depleted p-n junction in strong reverse polarization, in which the avalanche multipli-

cation (or Geiger discharge) process serves as internal gain mechanism [43] to achieve single photon

resolution.

If a visible photon with enough energy (above the energy gap of the Silicon, hν> Egap) is absorbed

in the depletion region, it can generate a free e-h pair which can be separated by the internal electric

field contributing to the diode leakage current, as reported in figure 3.2. This mechanism is proper of

photodiodes, in which the generated current variation is proportional to the light intensity but there

is no signal amplification.

If the bias voltage Vbias is raised above the VAPD threshold, the high internal electric field at the

junction can give to the electrons enough energy to generate an avalanche of secondary charge car-

riers via impact ionization [44]. In the APD regime the device still maintains the proportionality of

the inverse current to the incident light intensity, but it acquires an internal gain (typically below 103)

due to the avalanche multiplication process, even if single photon detection is still out of range.

Only electrons have enough energy to create additional e-h pairs because they have a lower ef-

fective mass in Silicon with respect to the holes, for this reason the generated avalanche flows in only

one direction and it is eventually self-quenched after the secondary charge carriers are collected.

In order to reach the SPAD regime, the voltage Vbias must be higher than the so-called breakdown

acquires the related signals.
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Figure 3.2: Above: sketch of a p-n junction in reverse polarization. Below: IV curve representation

with different ranges of operation for the SPAD sensor.

voltage VBD, this is the threshold at which the multiplication process of primary generated carriers

via impact ionization becomes divergent and the avalanche process becomes self-sustained. More

precisely, VBD is the bias at which the multiplication factor M diverges, where M is defined as the

total number of secondary charge carriers produced by each primary one. Under these conditions

the electric field is of the order of 105 V/cm at the junction and both the electrons and the holes can

generate avalanches. In this condition the gain increases by orders of magnitude (order 106 [46, 47])

and permits to reach the single photon resolution. The avalanche process is self sustained because

the minority charge carriers generated by impact ionization can be accelerated by the high electric

field toward the depleted region and re-iterate an avalanche process from there. For this reason, each

SPAD inside a SiPM is connected in series to an internal quenching element as visible in figure 3.3,

this is called the quenching resistance RQ which is typically in the range [1−20] MΩ.

Figure 3.3: Starting from the left: front picture of a SiPM, zoom on a portion of the SiPM surface and

schematized structural profile of the single cells. The first two pictures are from [44] while the last is

from the Ketek website (modified).

The mechanism underlying the multiplication process (avalanche build-up) has been reproduced

using Monte Carlo simulations [48], finding different initial current growth from event to event. These

differences are due to the first steps of the multiplication, which involve only few carriers and can de-

velop in various ways depending on many factors. According to the simulations, the avalanche builds

up as a narrow line of high carrier density before starting to spread due to lateral diffusion, eventu-

ally covering all the high-field region of the junction if no quenching mechanism is applied. If instead
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the avalanche is quenched, the lateral spread is reduced to few micrometers around the starting point

[49]. The lateral diffusion may also be assisted by photons: the emission and re-absorption of photons

in different locations of the high-field region can generate secondary avalanches which contribute to

the lateral spread.

The avalanche is quenched because as the current flowing through the SPAD raises, the voltage

drop across RQ becomes larger, decreasing the effective voltage across the SPAD below the breakdown

level. After the quenching, the bias is restored with a time constant τreset that depends on the struc-

ture of sensor, in particular on RQ and on the capacitance of the SPAD Cd, as will be mentioned in the

subsection 3.1.1. After absorbing a photon, the SPAD is no longer sensitive to the incident light until

the avalanche is quenched and the bias restored above VBD, resulting in a dead time equal to τreset.

In some new devices an active quenching circuit is used instead of a passive element [50], but

the general quenching mechanism remains the same. These are the CMOS SPADs and the digital

SiPMs (dSiPM) models, where in some cases the quenching resistance is replaced by a quenching

circuit with a transistor used to force the bias, either quenching or resetting the SPAD, these new

technologies will be described in section 3.2.6. Thanks to the active elements, this solution permits

to have a fine control on the τreset value and so on the dead time of the sensor, which instead would

be a fixed parameter for analog SiPMs.

The SPAD is inactive during an avalanche, so the relative current signal have a fixed amplitude

which is independent on the number of absorbed photons, for this reason these sensors are some-

times called Geiger-Mode APDs (GM-APDs). Besides that, the thousands of SPADs connected in par-

allel inside the SiPM do act as a single detector, giving an output signal which is proportional to the

number of photons absorbed in the whole matrix. Supposing that a portion Nf of the total cells

Ncells was triggered (or fired), which means that each one has absorbed a photon and is producing

an avalanche simultaneously2 with the others, the output signal of the SiPM would be the sum of Nf

signals with the same amplitude.

The general structure of a SPAD is a thin layer of highly doped p++ Si right under the entrance

window, under this layer there is an abrupt junction with a n+ layer which is called avalanche region,

then follows the depletion region of low doped n− epitaxial layer where the internal electric field is

almost constant and finally a thick (hundreds of µm) n-substrate that connects the sensor to the

anode, as visible in figure 3.4. The schematics defined above is called p-on-n structure, but SPADs

can be also made inverting the doping profile (i.e. replacing all the n-layers with p-layers and vice

versa) to obtain a n-on-p structure.

One can define the avalanche breakdown triggering probability Pt (or simply triggering proba-

bility) as the probability for a primary charge carrier to generate a divergent Geiger discharge. Pt is

related to the separate triggering probabilities of electrons Pt,e and holes Pt,h, these depend on the

position at which the free charge carrier is created and both increase with the electric field [51].

Pt(x) = Pt,e(x)+Pt,h(x)−Pt,e(x)Pt,h(x)

Pt,h is high in the n-side of the sensor, since from there the holes can be accelerated by the electric

field towards the junction with the p-side and generate an avalanche, while for Pt,e shows the oppo-

2here the definition of simultaneous events is related to the maximum bandwidth of the front-end readout electronics
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Figure 3.4: Modified from [42]. Schematic structure the SPAD doping profile for the n-on-p (a) and

p-on-n (b) structures. The convention used for the nomenclature of the different regions (drift and

conversion) is referred to the electrons.

site behaviour. The more space a free carrier have at disposal to travel under the acceleration of the

electric, the more probable will be for it to have enough energy to generate a Geiger discharge, with

the maximum located in the region where the carriers can cross the whole high-field zone. In case

of the n-on-p junction this is the depleted layer below the junction (figure 3.4), while in case of the

p-on-n it is adjacent to the junction within the p+ layer, as visible in figure 3.5.

As mentioned above, the electrons are more efficient in triggering avalanches with respect to the

holes, and in the high-field region we have that Pt,e ∼ 2Pt,h, this makes the two SPAD structures sen-

sible to different regions of the impinging photon frequency spectrum. Photons at different wave-

lengths have a different penetration in Silicon, for this reason the p-on-n structure is more responsive

to light in the blue region (penetration ∼ 0.6µm) while the n-on-p structure is more sensible red pho-

tons (penetration ∼ 2.9µm).

The drift region in figure 3.4 marks the region in which the optically generated electrons are

drifted by the electric field without triggering any divergent multiplication, while the conversion re-

gion is defined as the part of the sensor in which an optically generated electron have the maximum

probability to trigger Geiger discharge.

As will be described in section 3.2, the technical design of a SPAD should take into account ad-

ditional factors like the exact doping profile, the individual possible drift paths, the electric field dis-

tribution around the junction and also the depth of the junction itself to estimate the final detection

efficiency [43].

3.1.1 Circuital model

The behaviour of a single SPAD can be represented by the circuit in figure 3.6 a), where Cd is the

capacitance of the inner depletion layer, which can be the sum of the SPAD area capacitance and any

kind of perimeter capacitance, and Rd is the resistance of the internal space-charge region [44].

The simulations used to estimate the Cd of a SPAD must take into account possible parasitic ca-
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Figure 3.5: From [42], avalanche triggering probability (top), internal electric field (center) and doping

(bottom) profiles as a function of the position inside the SPAD, for both the n-on-p (left) and p-on-n

(right) cases.

Figure 3.6: From [44]. a) circuital scheme of a SPAD: closing the switch mimics the absorption of a

photon. b) plots of the internal (IINT, IEXT) and external currents and voltage differences (Vbias, VSPAD)

versus time.

pacitances, but most importantly the Cd dependence on the depletion layer depth and geometry,

which in turn depends on bulk parameters, doping profile and internal electric field [43].
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The quenching circuit is represented by a parallel of a quenching resistance RQ and a parasitic

capacitance CQ, while both the SPAD internal current signal IINT and the SPAD + quenching circuit

current signal IEXT involved in the photon absorption process are reported in figure 3.6 b).

The avalanche starts at t0, the quenching of the current starts while the current is raising, reducing

both IINT and IEXT concurrently, and stops at the time t1, while at t2 the cell is fully recharged and

ready to detect another photon.

The difference between Vbias and VBD is often called the overvoltage VOV = Vbias −VBD, this is

an important quantity since the sensor is considered active only if VOV > 0V, and most of the SiPM

parameters are functions of VOV.

As soon as the photon is absorbed by the SPAD, or more generally a Geiger discharge is triggered

inside the sensor, the switch in figure 3.6 a) is closed and the capacitor Cd, initially charged at Vbias,

starts its discharge. On the other hand, CQ starts charging via Rd as soon as Cd begins the discharge

process, resulting in an overall rise time constant τrise ∼ Rd(Cd+Cq), neglecting the contribution of RQ

since it is higher than Rd by various orders of magnitude. Even if the multiplication factor M diverges

above the breakdown level (as mentioned before), the quenching resistance counters the rise of the

output current as the avalanche builds up, and the current reach a finite maximum before starting to

decrease. Even without any quenching element the internal resistance Rd alone would prevent the

current from diverging, and at some point there would be a current saturation to an asymptotic value.

The current IINT quickly raises to its maximum VOV/Rd due to the divergent multiplication of the

Geiger discharge, then it starts decreasing under the quenching effect. The Cd(CQ) discharge(recharge)

stops when IINT reaches a certain threshold ITH =VOV/(RQ+Rd) ∼VOV/RQ, which is close to the min-

imum current that would generate a self-sustained avalanche. The quenching process stops at the

same point, as visible in figure 3.6 b), and then the SPAD starts the recharging process. The total

charge provided by the SPAD is QTOT = VOV/(Cq +Cd) and the gain of the sensor can be calculated

dividing this quantity by the electron charge.

G =
VOV

(CQ +Cd)e

The gain for a SPAD is an adimensional quantity which defines the average amount of free charge

carriers collected during a Geiger discharge, its value ranges from 106 to 108 depending on the model

[46]. This range is roughly an order of magnitude lower for recent models, which are optimized in

other parameters [44].

The avalanche triggering probability Pt and the quenching probability PQ together govern the

state of the switch, as the first is the probability to close the switch and the second is the probability

to open it. As mentioned before, Pt is the probability for a primary charge carrier to generate Geiger

discharge, this quantity will be discussed more in detail later in the definition of the Photon Detection

Efficiency (PDE). PQ is the probability that the number of free carriers crossing the avalanche region,

which depends on the current intensity through the junction and is affected by statistical fluctuations,

goes temporarily to zero. This is the condition that permits to extinguish the discharge, so Pq(t ) is

the probability to quench the avalanche at the time t. PQ can be estimated as the mean duration

∆t = t1 − t0 of the switch "on" state [52], which for a current lower than 20µA is on average under the

ns [45]. This value sets a minimum for PQ, since for higher current amplitudes it grows significantly,
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increasing also in terms of fluctuations. As mentioned before, the passive quenching element RQ

described above can be replaced by an active circuit to provide a higher degree of freedom on the

recharge time after a Geiger discharge.

The circuital model described so far represents a single SPAD, without considering the surround-

ing SiPM structure and the effects of the front-end electronics, but most importantly it does not con-

sider the influence of the other cells. In general for a SiPM with Ntot cells there can be Nf firing SPADs

at the same time and Ntot −Nf sensors at rest, the latter acting as passive elements. A more reliable

representation must also take into account the parasitic capacitance Cg due to the metal grid con-

necting all the cathodes, which spans over all the SiPM surface and affects the pixel terminals. A more

realistic SPAD circuit is reported in figure 3.7 a), while figure 3.7 b) shows the SiPM circuital scheme

with additional passive components like the grid capacitance mentioned before, the parasitic resis-

tance of the SiPM bonding (and trace) Rpar and its inductance Lpar.

Figure 3.7: a) modified from [45], equivalent electrical circuit of a SPAD as in figure 3.6 but with the

introduction of a parasitic capacitance across the terminals. b) modified from [43], equivalent elec-

trical circuit of a SiPM with Ntot micro-cells, with a portion Nf of firing pixels.

For a more detailed model, the Cg value could include a further fringe capacitance due to the

geometry of the cathode bonding pad structure over the detector surface [45]. The fringe capacitance

is a passive element of each pixel in the SiPM, and its value is independent on the pixel state (firing or

at rest), so the parallel SPAD fringe capacitances can be incorporated in Cg (C ′
g = NtotCg).

The values of some of the parameters involved in the SiPM equivalent circuit can be estimated by

studying the frequency domain of its output [53], using for the SiPM model the following impedance:

|Z (ω)| = | jωLpar +Rpar + ( jωCg +NtotYSPAD)|
YSPAD = ( 1

jωCd
+ 1

RQ
−1+ jωCQ

)−1

where YSPAD is the admittance of the single cell or pixel, in this equation all the pixels are considered

at rest. The number of firing cells Nf impacts not only the amplitude of the SiPM output (being Nf

times the amplitude of a single SPAD), but also its shape, since the changes in Nf in the equivalent

circuit result in different load and current partitioning. As mentioned before, the Cd value depends

on the depletion region depth and so, among other parameters, on the VOV value.

The complex transmittance Y (ω) = 1
Z (ω)

can be written, neglecting some parasitic effects (Lpar,

Rpar and Rd), as
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Y (ω) =GSiPM(ω)+ jωCSiPM(ω) = [(
RQ

Ntot
∥

1

jωNtotCQ
+

1

jωNtotCd
)∥

1

jωCg
]−1

where the parallel vertical lines denote the parallel connection of the two equivalent components.

By inverting this equation we can obtain the Cd and Cg values from the SiPM parallel conductance

GSiPM(ω) and capacitance CSiPM(ω), respectively.

Cd =

√︄

1+ω2(Cd +CQ)RQ
2

ω2NtotRQ
GSiPM(ω)

Cg =CSiPM(ω)−NtotCd +
ω2Cd

2RQ
2Ntot(Cd +CQ)

1+ω2RQ
2(Cd +CQ)2

The quenching resistor value RQ can be obtained from the IV curve in forward region as will be men-

tioned in the next subsection, while GSiPM(ω) and CSiPM(ω) can be estimated acquiring the spectrum

of the SiPM signal or directly measured with specific instruments like a precision LCR meter [43].

Even if the single Cd and Cg values are the unknown parameters, their sum can be estimated by mea-

suring the gain of the detector (Cq+Cd) = VOV

G·e . The standard procedures adopted to measure the gain

of the SiPM detectors, and also to measure the other parameters introduced so far, will be discussed

in section 3.3.

The presented calculations, combined with measurements, permit to estimate almost all the pa-

rameters involved in the SiPM equivalent electrical model, the only exception is Rd, which is con-

sidered as a parasitic parameter since it is smaller by orders of magnitude with respect to RQ. The

value of Rd can be measured from the rise time of the SPAD signal, although is requires advanced

instrumentation with high bandwidth and very low parasitic inductance to be measured. A standard

approximation of Rd ∼ 1kΩ can be assumed without introducing significant errors on the simulation

results [54].

3.1.2 SiPM output signal

As mentioned in the previous subsection and visible in figure 3.6 b), the SiPM output signal can be

divided in three distinct temporal ranges: the rising region in the rising part of the [t0 − t1] range, the

quenching region on the falling part of the [t0−t1] range and lastly the recharging region from t1 to t2.

Is worth noticing that the avalanche discharge and its quenching process both start at the same time

t0, as the switch is closed, and both persist until the switch is re-opened (t1) [45]. The nomenclature

of the regions stems from the fact that the exponential rise is dominant in the rising region, while the

exponential drop due to the quenching effect is dominant in the quenching region.

This subsection describes the estimation of the SiPM output signal parameters such as the peak

current and the time constants involved in the different regions, deriving these quantities from the

properties of the SiPM representative circuit discussed in the previous subsection.

The small-signal equivalent of the circuit in figure 3.7 b) is reported in figure 3.8 a). Here Vbias is

grounded and the voltage supply inside the SPAD is set to VOV instead of VBD, since it is the difference

of the two voltage drops across two sources with opposite polarization. This approximation is true as

long as the switch is closed, and a different circuital model will be used for the time constants involved

in the recharge region. The parasitic effects of Lpar and Rpar are neglected, the output signal IEXT is

the current flowing through the load resistor RL and all the parasitic capacitances are grouped in Ceq.



48 SiPM properties and applications

Figure 3.8: Modified from [45]. a) Small-signal equivalent circuit used for the estimation of the τrise

and τfall time constants, b-c) plot of the output current amplitude as a function of time from the

simulated circuit represented in a), varying the number of firing pixels Nf with fixed total number of

cells Ntot = N = 1000 (b) and for a single firing pixel varying the number of total cells in the SiPM

Ntot = N (c). The time scale is set with the zero corresponding to the avalanche start t0.

Ceq = (Ntot −Nf)
CdCQ

Cd +CQ

The Rd and RQ of the passive pixels are not considered since they do not contribute to the total ca-

pacitance of the circuit Ceq, and in general their contribution to the overall impedance is negligible

assuming that if RL is much lower than RQ/(Ntot −Nf), which is a fair approximation since RL is usu-

ally 50Ω. The signals associated to the described equivalent circuit are reported in figure 3.8 b) and

c). The values of the parameters used for this simulation are reported in table 3.1.

parameter value

RQ 300kΩ

Rd 300Ω

RL 50Ω

Cd 200fF

CQ 20fF

Cm 5fF

Table 3.1: Typical values of the parameters involved in the equivalent circuital model of a standard

SiPM. The functional dependencies reported in figures 3.8 b), 3.8 c) and 3.9 were produced using

these parameters in the simulations.

We can define the exponential rise time constant τrise and exponential drop time constant τfall for

the signal in the rising and quenching ranges respectively. These time constants are roughly indepen-

dent on the number of firing cells, as visible in figure 3.8 b), but for a single firing SPAD they are both

strongly influenced by Ntot, as reported in figure 3.8 c).

From this model is possible to evaluate τrise and τfall by further assuming that RQ ≫ NfRL, RQ ≫
Rd and Ntot ≫ Nf and neglecting the contribution of C ′

g [45]. To a first-order approximation, the

resulting time constants are:



3.1.2 SiPM output signal 49

τr i se ≈
NtotRdRLCdCQ

Rd(Cd +CQ)+NtotRL(Cd∥CQ)

τfall ≈ Rd(Cd +CQ)+NtotRL(Cd∥CQ)

For a large number of total cells Ntot, the rising time constant reduces to τrise ∼ Rd(Cd +Cq), which is

the factor mentioned in the previous section.

The peak current amplitude Imax can be calculated by further assuming that τrise ≪ τfall:

Imax ≈
NfVOVCQ

Rd(Cd +CQ)+NtotRL(Cd∥CQ)

Besides the expected linear dependence on Nf, the peak amplitude decreases with the total number

of pixels Ntot and the influence of the front-end electronics (RL) becomes larger as Ntot increases.

From the derived formulas for τrise, τfall and Imax it is clear that the contribution of the passive

cells is the same of a low-pass filter, because by increasing Ntot the peak amplitude is reduced and the

time constants are dilated. These effects are also visible in figure 3.8 c), where the area underlying the

current signal remains the same for different Ntot values due to the charge conservation principle.

The third and last phase of the SiPM output signal starts as the switch is opened (t1) and continues

until the diode voltage recovers to the initial bias [45]. This region is distinguished by two distinct time

constants, that can be estimated with a simplified circuit similar to the one in figure 3.8 a). In the new

equivalent circuit the VOV branch is absent since now the switch is open, and the capacitances firstly

act as voltage sources. Adopting a similar the approach used for τrise and τfall on this circuit, one can

estimate two time constants τrech,1 and τrech,2 which govern the signal drop during the recharge time.

τrech,1 ≈
NtotRQRLCdCQ

Rd(Cd +CQ)+NtotRL(Cd∥CQ)

τrech,2 ≈ RQ(Cd +CQ)+NtotRL(Cd∥CQ)

where the dominant term is RQ(Cd +Cq), for standard RQ values. An example of complete output

signal considering all the ranges mentioned above is reported in figure 3.9, where the parameters

used for the simulations are the ones listed in table 3.1, with VOV = 2V and ITH = 100µA.

Figure 3.9: Modified from [45]. Left: simulated response of the SiPM for Nf = 1,2,3 firing pixels and

with Ntot = 1000 in extended range, the four time constants τrise, τfall, τrech,1 and τrech,2 are marked

in the plot and its zoom in the [t0, t1] range. Right: simulated response of the SiPM for a single firing

pixel and with increasing Ntot values in extended range.
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The time constant τrech,2 is one of the most significant parameters for modeling the SiPM re-

sponse since, being clearly dominant with respect to all the other time constants described so far, it

defines the recovery time of the SPADs. As a rule of thumb, we can consider that any other photon

arriving prior to ∼ 5τrech,2 from the first detected one has a lower avalanche triggering probability in

the same SPAD.

3.2 SiPM Properties and applications

This section covers the most important parameters involved in the SiPM characterization and

their relation with the SiPM structural parameters, together with their dependence on the applied

overvoltage VOV =Vbias−VBD. The subsection 3.2.6 describes the general history of the SiPM technol-

ogy and the subsection 3.2.7 covers its range of applications, which increased with time along with

and the fabrication techniques.

3.2.1 Breakdown Voltage

As mentioned above, the breakdown voltage is the bias at which the multiplication factor M di-

verges, this means that a Geiger discharge is triggered only if enough secondary carriers are generated

by impact ionization per unit distance, more precisely when the so-called ionization integral is equal

to 1:

∫︁W
0 αn ·e

∫︁x
0 (αp−αn)d x ′

d x = 1

where αn and αp are the impact ionization rates per unit distance of the electrons and holes respec-

tively and W is the width of the depletion region.

Different models has been developed to solve the ionization integral equation [55], showing in

general an exponential dependence of the ionization coefficients on the SPAD internal electric field,

and finding that:

• The collision probability raises with W , since there is more space in the depletion region, and

this effect reduces the critical electric field for the breakdown condition and ultimately the

breakdown voltage VBD.

• The VBD value is the integral of the internal electric field over the whole depletion region width,

so wider depletion regions lead to higher VBD values.

• The net effect of the previous points is that VBD increases with W .

These models simplify the depletion region geometry to one dimension and do not take into account,

among other factors, the W dependence on Vbias, but the resulting conclusions reported in the list

are confirmed by more recent simulations done with Technology Computer-Aided Design (TCAD)

[56]. These new simulations employ sophisticated models representing more realistic structures, and

inspect all the possible trajectories of the free charge carriers during the Geiger discharge.

The difference of the VBD values from SPAD to SPAD inside the SiPM also increases with W , this

means that the exact value of VBD is more reproducible using cells with thinner depletion regions. The
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low-W condition can be easily met in blue/UV SiPM technologies, but for the red/IR technologies the

VBD uniformity could be an issue in some applications.

The importance of the VBD uniformity stems from the fact that many parameters, for example the

gain, are strongly influenced by VOV, which in turns depends only on VBD since Vbias is equal for all

the parallel pixels. In the following description we will distinguish the cases in where the overvoltage

VOV is constant, which means that the bias voltage is always VOV Volts above VBD, from the cases there

Vbias is constant, which means that the actual overvoltage may change due to the VBD variations. The

former is an ideal situation since it is not possible to control the bias of a single SPAD inside the SiPM,

while the latter is a more realistic one.

As mentioned before, the recent models used for the VBD estimation take into account the 3D

shape and geometry of the depletion region, or at least its 2D lateral section (i.e. the view in figure

3.4). The one-dimensional models can be considered as approximations of the general case which

is valid at the centre of the p-n junction, but do not take into account the so-called edge effects. At

the edges of the p-n junction the multiplication factor is higher due to the higher electric field, so

the Geiger discharge has more probability to occur. Due to the non uniformity of the electric field

within the depletion region, the breakdown level is different for different carrier paths, and M is in

general higher for paths that pass through the edges, so the center of the SPAD area is in general less

responsive than the perimeter [43]. For this reason the p-n junction is surrounded by a guard-ring or

virtual guard-ring to avoid the edge effects, as reported in figure 3.10 a) and b), respectively. These

Figure 3.10: From [43], 2D lateral profile of the electric field inside the SPAD from a TCAD simulation

for a) a p-well guard ring exploited on a p-on-n structure and b) a p-enrichment guard ring on a n-

on-p structure. The common purpose of the two solutions is to reduce the edge effects, at expenses

of the SPAD active area.

solutions reduce significantly the edge effects but also reducing the pixel active area, which is the

portion of the SPAD surface sensible to incident photons.
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3.2.2 Gain

As mentioned before, the gain can be defined as VOV(Cd +Cq)/e and it is typically of the order of

105 − 107, so generally the single photon signal is well above the electronic noise level for standard

front-end electronics. The gain dependence on VOV is in general not linear, because the depletion

layer thickness W increases with Vbias, leading to a reduction in the SPAD capacitance Cd. A more

general definition is QTOT/(Nfe) since in a SiPM there can be more than one firing cell at the same

time, and in this case the total charge is the sum of the single charges of each SPAD.

Is worth specifying that even if the multiplication factor M of the Geiger discharge diverges, the

gain does not diverge since the quenching process stops the Geiger discharge prior to a finite time, if

no quenching is applied the gain diverges, since the avalanche is self-sustained and the cell is never

recharging. In fact, by lowering the RQ value in standard conditions the single SPAD recharge time

increases.

At the single pixel level, by increasing the dimension (or pitch) of the cell the gain value of the

SiPM increases accordingly, but in general the charge amplitude QTOT of the output signal has a com-

plex dependence on the SPAD internal structure. The QTOT value can change for different events in

the same cell, because it depends on the multiplication factor M of the avalanche process, which vari-

ations are related to the position of the primary e-h pair generation inside the pixel. For this reason

the width of the gain distribution of the single SPAD events, which differs from the QTOT distribution

only by a constant factor e, will depend on the cell internal structure.

Considering the whole SiPM there can be additional variations of QTOT, this time between signals

of different pixels, due to the VBD spread among the SPAD population. This also affects the width of

the gain distribution because the Vbias value is equal for all the cells in the matrix, while the single cell

bias VOV is different from pixel to pixel due to the changes in the VBD value.

3.2.3 Photon Detection Efficiency

Another important parameter to mention is the Photon Detection Efficiency (PDE) which quanti-

fies the ability of the SiPM to detect incident photons, more precisely it is defined as the ratio of the

number of detected photons Ndetected to the number of photons impinging on the total exposed area

of the sensor Nphotons.

PDE =
Ndetected

Nphotons

The number of detected photons Ndetected represents the number of photons which are absorbed in-

side the SPAD creating a primary e-h pair, which successfully triggers an avalanche inside the sensor.

The general formula used to estimate the PDE of a SiPM contains both the overvoltage value VOV

and the wavelength λ of the incident photons [44]:

PDE(VOV,λ) =QE(λ) ·Pt(VOV,λ) ·F F (VOV,λ)

where Pt is the already mentioned triggering probability, which depends on the internal electric field

of the SPAD, so it ultimately depends on VOV. Pt is also a function of λ since different wavelengths

have different penetrations in the sensor, this dependence comes from the Pt (x) relation with the
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depletion region depth at which the primary charge carriers are generated x(λ). As mentioned before

the Pt (λ) dependence, more precisely its electronic component Pt,e(λ), is the reason why the p-on-

n(n-on-p) structure has a higher PDE in the blue/UV(red/IR) spectral region.

The Fill-Factor F F , also called geometric factor, is defined as the ratio of the (total) active area

of the SPAD matrix to the total area of the SiPM surface. The F F value is always < 1 since the active

area is the total SiPM area minus the the metal grid (and cathode pads) area, this active area is fur-

thermore reduced due to the inactive portion around the depletion region of each cell, which stems

from additive structures such as the guard rings or optical trenches. The former was mentioned be-

fore and serves to achieve a higher electric field uniformity at the p-n junction, while the latter are

used to isolate the single cells and will be described more in details in subsection 3.2.5. The F F fac-

tor also depends on the overvoltage because the response of the SPAD, as a function of the position

inside the depletion region, depends on the VOV value. The spatial SPAD response also depends on

λ, since different penetrations correspond in general to different transversal active areas. In some

modern SiPM technologies the metal grid area is reduced using a transparent metal film as quench-

ing resistor (MFQR) [44], but considering a similar fabrication procedure the metal grid influence is

in general constant for the different SiPM models. For this reason a higher cell pitch will increase the

fill-factor, for example for a 50x50µm2 SPAD total area the fill factor can reach 80% while for cell sizes

of 10x10µm2 it is around 30%.

The QE factor is the quantum efficiency, which quantifies the probability for an incident photon

to enter the detector and reach the active region of the SPAD before being absorbed. Since these

active regions are different for electrons and holes, the QE factor can be divided in two separated

contributions: QEe and QEh. A more general distinction involves QEtop and QEbottom, which are re-

ferred to the active regions above and below the p-n junction, using the following arguments. Since

we are distinguishing the electron and the hole contributions separately, we split the triggering prob-

ability contributions in Pt,e and Pt,h, and also the total PDE can be divided in the same manner. In

the following equations the Pt,e and Pt,h factors will be replaced by Pt, top and Pt,bottom considering

the upper and lower part of the depletion region with respect to the p-n junction. This generalization

can be done because the electrons have more probability to trigger an avalanche in the p regions,

while Pt,h is higher in the n regions. This is done to have a general formula which represents both the

n-on-p structure, where Pt, top ∼ Pt,h and Pt,bottom ∼ Pt,e, and the p-on-n structure, where Pt, top ∼ Pt,e

and Pt,bottom ∼ Pt,h.

PDE = TARC ·F F ·e−
xi

l (λ) (QEtopPt, top +QEbottomPt,bottom)

QEtop = 1−e−
xd

l (λ)

QEbottom = 1−QEtop

TARC(λ) = 1−RARC(λ) is the transmission coefficient of the anti-reflective coating (ARC) layer, F F is

the aforementioned fill-factor.

Starting from the top of the sensor, right below the ARC layer, there is a region of thickness xi where

the carriers generally recombine before reaching the depletion region, then another region xd where

the generated charge carriers are able to trigger an avalanche. The factor e−xi/l (λ), common to both
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holes and electrons, is the probability for the photon to be transmitted through the topmost xi region

below the ARC layer, and QEtop represents the probability of being absorbed in the successive xd

region. The p-n junction is situated at xi+xd from the ARC layer, and the width of the depletion region

under the junction is generally larger than the maximum penetration of light for visible wavelengths,

for this reason QEbottom can be written as 1−QEtop.

Today, the main vendors such as Hamamatsu Photonics (HPK), Fondazione Bruno Kessler (FBK)

Ketek and SensL (now part of ON-semiconductors) can produce SiPMs with PDE values up to 60%

[43], as summarized in figure 3.11.

Figure 3.11: From [43], state-of-the-art PDE values as functions of VOV measured for p-on-n SiPMs of

different vendors with λ= 410nm.

3.2.4 Linearity and dynamic range

As mentioned before, the output signal of the SiPM is the sum of the signals from all the Nf fir-

ing cells, and sometimes the SiPM signals is represented in photo-electron (p.e.) units. Using the p.e.

units means representing the signal with the associated Nf value, since the gain is almost the same for

all cells apart from the previously mentioned fluctuations around the average value. At first approxi-

mation, the signal amplitude is proportional to Nphotons since the average Nf value is PDE ·Nphotons,

but the linearity holds only as long as Nphotons is small compared to the total number of cells Ntot,

because each cell becomes inactive after detecting a photon. A more realistic equation to represent

the number of firing cells, based on statistical processes under uniform illumination, is [57]:

Nf = Ntot[1−exp(−NphotonPDE

Ntot
)]

At this point all the parameters involved in most important the state-of-the-art SiPM models are

all covered, except for the Single Photon Time Resolution deriving from the time-domain analysis of

the SiPM signal, which is out of the scope of this thesis. The remaining factor to discuss is the noise

associated to the SiPM, which will be described in subsection 3.2.5.
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3.2.5 Primary and correlated Noise

The noise related to the SPAD matrix within the SiPM is related to the events which are not (di-

rectly) triggered by the absorption of an incident photon, these events can be grouped in Primary

noise and Correlated noise. The former represents the avalanches triggered by the primary charge

carriers which are created by either tunnel effect or thermal generation, and can be quantified by the

so-called Dark Count Rate (DCR). The DCR is a rate of events in general expressed in Hz, but it is

common to consider its value per unit area, expressed in mHz/mm2.

In the correlated noise group there are all the events generated as a consequence of a previous

one, regardless on the mechanism that triggered the first avalanche discharge (incident photon, pri-

mary noise or even another correlated noise event). For this reason this noise type is quantified as the

probability for a primary event to trigger a correlated noise event, and is often expressed as a percent-

age. The correlated noise can be related to either a single SPAD being triggered two consecutive times,

or two SPADs firing by mutual influence, in the first case the secondary events are called afterpulses

(AP) while in the second case we speak about crosstalk (CT) events.

The SiPM output signals related to DCR, CT and AP events are represented in figure 3.12, and will

be described in the next subsections.

Figure 3.12: From [43] examples of SiPM output signals for DCR, AP and CT/DeCT events.

Primary noise: dark count rate

In contrast with the correlated noise events, the collection and trigger of primary dark counts

are independent from each other [42]. The number of dark counts occurring within a time interval

∆t is follows a Poisson distribution with an average λ∆t , where λ is the DCR value. The probability

density function f (t ) for two consecutive dark events separated a time delay t follows an exponential

distribution with parameter λ:

f (t ) =λe−λt

The thermal generation of primary charge carriers in depleted silicon, mediated by the states within

the bandgap (impurities and crystal defects), can be studied with the Shockley-Read-Hall (SHR) model

resulting in the following generation rate:
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GSRH =
ni

τg

τg =
2

Ntσvth
cosh(

EF−Et

kT
)

where ni is the intrinsic carrier concentration in silicon and τg is the so-called generation lifetime,

which is the reciprocal of the generation rate of e-h pairs in the depleted silicon, and EF is the Fermi

level of the bulk material. The trap energy level Et and concentration Nt depend on the doping profile

and lattice structure of the sensor, while the capture cross section σ and the thermal velocity Vth de-

pend on the carrier type but are assumed equal for holes and electrons. This mechanism for primary

charge carrier generation is depicted in figure 3.13 a).

Figure 3.13: From [57], a) thermal generation of primary free carriers assisted by a mid-gap level,

also called trap or generation rate (GR) center. b) direct tunneling (top) and field-assisted generation

(bottom) of primary free carriers. VB and CB denote the valence and conduction bands, respectively.

The primary charge carriers can be generated also by tunnel effect inside the silicon, as visible in

the sketch of figure 3.13 b), and in general the associated generation rate increases with the internal

electric field intensity. This can be either direct inter-band tunnel effect or field-enhanced SRH (FH-

SRH) generation, in which the charge carriers can be trapped or released by tunnel effect in addition

to the thermal effects [58]. The SRH statistics can be modified introducing the Γ factor, which takes

into account the generation rate dependence on the electric field due to the tunnel effect:

GFH−SRH =
(1+Γ)ni

τg

Both direct tunneling (DT) and FE-SRH are present in the high-field region, but the thermal gen-

eration of charge carriers is the dominant generation process at room temperature. The drift region is

characterized by standard SRH generation, while in the un-depleted regions the major DCR contribu-

tion is the diffusion of minority carriers toward the high-field region [42]. The different mechanisms

for the primary e-h pair generation described so far are reported in figure 3.14, where the SPAD lateral

section is divided in different regions depending on the dominant source of DCR events.

The electric field intensity is crucial for the activation of certain generation centers because in

standard SRH conditions the VOV dependence of the DCR value is given only by the triggering proba-

bility Pt of charge carriers, which saturates as Pt approaches the unity, while in the FE-SRH regime the
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Figure 3.14: From [42], sketch of the doping profile for a n-on-p SPAD and relative plot of the elec-

tric field, the different regions of the sensor are marked with the dominant mechanisms for primary

charge carrier generation.

generation rate also increases with VOV. For these reasons the DCR value grows with the overvoltage

even beyond the Pt saturation.

A secondary effect on the DCR dependence on VOV is the depletion region width W , which in-

creases with the overvoltage including more generation centers.

Correlated noise: Afterpulse

The numerous charge carriers generated in the avalanche region during a Geiger discharge have a

non-zero probability of being captured by trapping centers and eventually being re-emitted triggering

a secondary discharge in the same SPAD, as represented in figure 3.15 a), with typical time delays in

the order of the µs. This phenomenon is called afterpulsing (briefly AP), and the related probability

Figure 3.15: From [42] (a) and (b), two examples of afterpulsing: a standard AP (a) event and an OAP

(B) event. The vertical lines represents the single avalanches.

for a single SPAD is

PAP,SPAD(trelease) ∼G ·Ptrap,SPAD ·Pt(VOV)
e−t/τ

τ

where Ptrap,SPAD represents the probability that a charge carriers in the avalanche is captured, it is re-

lated to the position of the trap in the high-field region, the gain value represents the average number

of carriers involved in a single avalanche. τ is similar to the generation lifetime mentioned above since

it is the average trap lifetime in the high-electric field region, it depends on the trap energy level and
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other factors such as the electric field intensity and the temperature. Pt(VOV) is the triggering proba-

bility discussed above, this time concerning trapped carriers released after a time trelease, which drops

significantly outside the high-field region [42]. After a first avalanche the junction is discharged and

cannot trigger AP events until its bias is increased above VBD during the SPAD recharge, so PAP,SPAD is

equal to 0 in the range prior the time trelease ≤ t1 (with t1 defined in figure 3.6) and the equation holds

only if trelease > t1. If the trapped carrier is emitted while the SPAD is recharging (t1 < trelease < t2), the

probability of triggering after-pulses starts from a maximum value and decrease exponentially with

a time constant τ. In general SPAD structures the trapping centers can have different energy levels,

thus PAP,SPAD(trelease) could follow a multi-exponential law with different τ values.

The afterpulsing can be also induced by photons, in this case it is called optically-induced after-

pulsing or simply optical afterpulsing (OAP). As will be discussed in the following subsection (3.2.5),

the Geiger discharge can actually generate photons in the avalanche region which travel through

the sensor structure and can be re-absorbed in the substrate generating additional e-h pairs. These

charge carriers can escape the un-depleted by diffusion and reach the active region, triggering a sec-

ondary avalanche in the same SPAD as in figure 3.15 b). For OAP the τ value is the carrier lifetime in

the un-depleted region, so it can be reduced using a substrate with lower minority carrier lifetime.

Another way to reduce OAP is the introduction of a buried junction below the active region to block

the diffusion of photo-generated carriers towards the p-n junction.

For what concerns the output signal, the AP events have in general a smaller amplitude w.r.t. the

DCR events since the SPAD is not completely recharged when the second avalanche is triggered, this

is visible both in figure 3.12 and is also highlighted by the size of the vertical lines representing the

Geiger discharges in figure 3.15.

Correlated noise: Cross-talk

During the avalanche discharge, the highly accelerated carriers inside the high-field region collide

with atoms, dissipating energy by generating either lattice vibrations (phonons) or emitting optical

photons, and the generated photons can reach the neighboring SPADs directly or through internal

reflections on the SiPM structure. The generated photons are almost isotropic, and when they reach

the depletion region of neighboring cells they can trigger secondary avalanches, as visible in figure

3.16 a).

Figure 3.16: From [42], representative sketches of a prompt CT event (a), a delayed CT event (b) and

an external (direct) CT event (c), respectively.
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This phenomenon is called prompt (or direct) crosstalk (prompt CT), and the name stems from

the fact that the time distance between primary and secondary avalanche is of the order of tens or at

most hundreds of ps. This short time delay corresponds to a pile-up effect (for standard front-end

input bandwidths), resulting in a single output signal with double amplitude.

The prompt CT is so fast because is related to the speed of light in Silicon and the distances are

of the order of tens of µm. The CT events could also be induced by absorption of the photon in the

substrate and subsequent diffusion of the generated charge carriers, in this case it is called delayed

CT (DeCT). This mechanism is depicted in figure 3.16 b), it is similar to the OAP but involves two

neighboring cells. Being related to the diffusion time constant on the substrate, the DeCT events

have time delays similar to the OAP events, but in general different amplitudes since the avalanche

comes from a fully charged SPAD, as visible in figure 3.12.

It is worth mentioning that the CT can be also external, in the sense that the photon is reflected

outside the SPAD matrix by the SiPM window, used to protect the SiPM surface from mechanical

and environmental stresses and generally made of epoxy resin or glass. These events can be either

prompt, as depicted in figure 3.16 c), or delayed.

The CT dependence on the gain is almost linear, like for the AP case, because the more e-h pairs

are produced per each avalanche, the more photons will be generated. The CT value also depends on

the photon emission spectrum, which is difficult to measure because of the low CT-light intensity and

due to its absorption inside the SiPM [42]. The mechanism of photon emission during the avalanche

is also difficult to determine, and it is probable that it is the sum of different effects:

• direct/indirect inter-band transitions, corresponding e-h recombination

• direct/indirect intra-band transitions (hot-intraband luminescence) such as bremsstrahlung or

light/heavy hole band transitions

A simple way to reduce the prompt CT probability is to decrease the thickness of the active region in

order to reduce the height-width ratio and, consequently, the solid angle involved in CT events. An-

other widely adopted solution is the introduction of optical trenches between the cells, which are sim-

ilar to the previously described guard rings but are made of light-absorbing (or either light-reflecting)

materials. The delayed crosstalk, on the other hand, can be minimized by reducing the thickness of

the un-depleted region, by extending the aforementioned trenches to the substrate depth [42], or in

general with the same solutions used to decrease the OAP probability.

3.2.6 Development of the SiPM technology

The commercialization of the first photomultiplier tube (PMT) model in 1936, roughly 20 years

after the development of the first photoelectric tube by Elster and Geiter, paved the way for single-

photon detection by introducing an internal cascade of dynodes for secondary emission to achieve

photo-electric signal amplification. A valid competitor for the vacuum technology in single-photon

detection applications was lacking for roughly 60 years later [57]. During the following years the PMT

technology was upgraded and has ramified in different designs, for example the multi-anode PMT
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(MaPMT) with pixelated active area or the Microchannel-Plate detector, but the main backgrounds

has almost remained the same:

• they need a high voltage to be activated (order of kV)

• they are very sensitive to external magnetic fields

• their price (per piece) is high due to the complicated mechanical structure inside the vacuum

container

For the last item of the list it should be noticed that they can be cheaper with respect to SiPMs in

low granularity applications since in general the PMT covers a larger area, resulting in a lower price

per mm2. On the other hand, the SiPMs can also be modified to increase their entrance window at

expenses of granularity and efficiency, using simple mirrors or either more complex light traps like

the X-ARAPUCA technology.

The PIN photodiodes were used as an alternative to PMTs for some high-energy physics appli-

cations, more precisely for the light detection in calorimeters where strong magnetic fields are em-

ployed (CLEO, L3, BELLE, BABAR, GLAST), but these solid-state detectors lack of internal multipli-

cation (Gai n = 1). The single-photon detection in semiconductor based sensors started with the

development of APDs, which are PIN diodes with internal gain as mentioned in the previous section,

but also in this case the minimum detectable light is in general tens of photons instead of one.

After the pioneering work of McIntyre (RCA company) [59] and Haitz (Shockley research labora-

tory) [60] in the early 60’ the Geiger-mode APDs became a fertile technology for both experimental

and theoretical research. In the 70’ the first models describing the G-APD behavior were developed

and verified experimentally with test structures [61]. The APDs that reached the single-photon level

operated in Geiger mode with a VOV bias of several Volts and were not much efficient, but later im-

provements lead to the development of the first SPAD.

As mentioned when describing the SiPM working principle, a single SPAD has a dual state which

can be either "on" or "off" depending if there is impinging light or not, so its output signal is not

proportional to the number of incident photons. The next step was reducing the SPADs size and im-

plement them in a matrix structure to extend the dynamic range of the sensor, giving birth to the first

SiPM. This process was favoured by new semiconductor fabrication and doping techniques devel-

oped to refine the production of CMOS logic structures.

One of the first examples of SPAD array is the 6x14 matrix developed by Radiation Monitor Devices

(RMD) in the 90’ for DIRC applications (Detection of Internally Reflected Cherenkov light), where each

unit has an area of 150x150mm2 [62]. In 1987 Stapelbroek et al. developed the so-called Solid State

Photo-Multiplier (SSPM) [63]: an Ar-doped APD with very high donor concentration and wide PDE

spectral range [0.4 − 28]µm, this detector that was later modified to restrict the PDE range in the

visible region, changing its name to Visible Light Photon Counter (VLPC). These sensors operated at

temperatures of few Kelvins, due to the small band gap which brings high thermal noise.

At the beginning of the 90’ the Metal-Resistor-Semiconductor (MRS) APD was invented [57]: a

very thin metal layer (∼ 10µm) upon a layer of SiC (or SixOx) which acts as quenching resistor (RQ =
[30−80] MΩ). The next step was subdivide the MRS structure into many cells and connect them all
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in parallel via an individual limiting resistor, leading to the first SiPM structure, officially patented by

V. Golovin [39] and Z. Sadygov [40].

Nowadays the photomultiplier tube technologies remain currently the best choice for some ap-

plications, but the solid-state technologies are replacing the PMTs also in those fields where it is not

strictly necessary, as will be discussed in the next subsection (3.2.7). The reason is the fact that the

commercially available SiPMs outperformed the PMTs in terms of intrinsic timing performances and

overall PDE around 2010, and their are still upgrading now.

3.2.7 Applications of SiPMs

With respect to other photo-detectors, SiPMs are characterised by high sensitivity and dynamic

range, as described above, good compactness and mechanical robustness, relatively low operating

voltage and magnetic field immunity. In addition to that, the reduced cost and size of SiPMs allow to

fill large surfaces with high granularity of channels, and they are fast enough to obtain a very precise

arrival time for the detected photons. These properties permit the SiPM technology applications to

span in a very wide range of fields, from particle physics and astronomy to industrial and medical

sectors, and the different requirements of each field pushed the SiPM improvements toward various

directions, from timing performances to noise level [44].

Typical low photon count applications of SiPMs are the light detection and ranging (LIDAR) tech-

nologies for the industrial field (automotive and life science) [64], or time correlated single photon

counting and fluorescent light detection for other fields such as physics, biology and medicine [65].

The SiPM applications can be found also in recent fields such as quantum optics [66] and quantum

information [67], or in general in High Energy Physics (HEP) for scintillation light (PANDA TOF and

LHCb SciFi tracker) and/or Cherenkov light detection (RICH and DIRC detectors for particle physics,

FACT and CTA in astroparticle physics). Due to their high granularity and their insensitivity to mag-

netic fields, SiPMs are preferred to PMTs in applications such as nuclear medical imaging, gamma

ray spectroscopy and time-tagging of high energetic particles [44]. SiPMs also found massive appli-

cations in the medical field in time of flight positron emission tomography (TOF-PET), due to their

high PDE and good timing performances [68], and also in other alternative PET designs such as the

Axial PET (AXPET) or combined with magnetic resonance devices (SPECT/MR, PET/MR). Is worth

mentioning that the CALICE Analog Hadron Calorimeter (AHCAL) used a large matrix of SiPM units

for the photon detection system, and the SiPM technology was already applied in neutrino oscillation

studies in the T2K experiment (around 60k SiPMs in ND280 and INGRID) [69].

Some effects of the many SiPM applications on their fabrication designs are reported in the fol-

lowing list [44]:

• some new applications such as the dark matter or double beta decay research pushed the de-

velopments of the PDE towards the vacuum ultraviolet (VUV) and deep ultraviolet (UV);

• the LIDAR technologies, in contrast with the previous point, drag the PDE upgrades towards the

NIR spectrum, with particular interest in the automotive sector R&D due to their applications

in autonomous driving technologies;
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• new challenges in TOF-PET, high energy physics (HEP), time resolved x-ray detection and spec-

troscopy push developments of the SiPM single photon time resolution (SPTRs) towards the ps

domain.

3.3 SiPM characterization

This section covers the standard procedures involved in the SiPM characterization, which are

used to measure the main parameters described in the previous sections. Many of these parame-

ters are measurable in different ways, some more complex than others, for example the quenching

resistance RQ can be extrapolated either from the IV characteristic curve of the sensor or from the

shape of its output signal. Some practical examples of these measurements will be given in section

4.2.

Other parameters such as PDE, SPTR, excess charge and excess noise factor will not be discussed,

since they are outside the scopes of this thesis3, so as for the average capacitance Cd and resistance Rd

values of the SPADs in the SiPM. The PDE values of tested sensors where furnished by the vendors and

measured by other groups within the DUNE PDS Consortium (see chapter 4), the SPTR value is not a

critic parameter for the DUNE application of SiPMs, the excess noise factor generally quantifies the

amplitude dispersion of the single p.e. signal due to cumulative effect of gain spread and correlated

noise

3.3.1 Quenching resistance

In the DC regime, the SiPM behaves as a standard avalanche diode, since it is essentially a matrix

of parallel and highly depleted p-n junctions, but the underlying physics is different. From the IV

characteristic curve in the forward region it is possible to estimate the RQ value by interpolating the

linear part of the curve as visible in figure 4.6 (left), because the internal resistance of the SPADs

in forward polarization is negligible w.r.t. RQ. It should be noticed that the inverse of the IV curve

slope is the parallel resistance of all the SPAD, so it must be divided by Ntot to get the RQ value of the

single cell4. Another way to extrapolate the RQ value is by fitting the exponential decay(s) of the IEXT

signal, retrieving the correlated time constants. This method is more complex since it relies on the

temporal analysis of the output signal and on the knowledge of other SiPM parameters, in order to

invert the equations defining the recharging time constants τrech,1,τrech,2 defined in subsection 3.1.2.

The method selected by the DUNE PDS Consortium to estimate the RQ value of the tested SiPMs relies

on the IV curve characterization, since it is less complex in terms of both experimental procedure and

data analysis, it does not imply the knowledge of other parameters and it is easier to automatize5.

3The PDE values of tested sensors where furnished by the vendors and measured by other groups within the Consor-

tium (see chapter 4), the SPTR value is not a critic parameter for the DUNE application of SiPMs and the excess noise factor

generally quantifies the amplitude dispersion of the single p.e. signal due to cumulative effect of gain spread and correlated

noise, which are both measured separately.
4in figure 4.6 the RQ values are referred to all the SiPM, so they are equal to NtotRQ
5This last feature refers to the experimental setup described chapter 5, this setup was developed to perform automatic

SiPM characterizations for a large number of sensors.



3.3.2 Breakdown voltage 63

3.3.2 Breakdown voltage

There are different techniques that can be used to measure the breakdown voltage VBD of a SiPM,

for example it can be extrapolated from the gain measurement, as reported in the following. For low

VOV values, the gain value increases linearly with the overvoltage VOV, as visible in figure 3.17 6), and

its value is zero below VBD. With a linear interpolation of the G(Vbias) function, the VBD value can be

Figure 3.17: 1)-5): from [70], 5 different methods to extrapolate the VBD value from the l n(I )−V plot,

the red lines marks the fit/tangent functions. 6): from [71], gain dependence on the bias voltage (for

a different device w.r.t. the other cases), the red line show the linear fit from which VBD is calculated.

The vertical blue dotted lines represent the resulting VBD value

found as the zero-crossing voltage G(VBD) = 0.

Another way to measure the VBD value relies on the IV curve characterization in reverse polariza-

tion, where I is given by the effective DC current of the SiPM output pulses. In contrast with a stan-

dard avalanche diode, the SiPM illumination is another parameter to take care of during the reverse

IV curve measurement, because for low photon rates the reverse DC current is due only to the dark

counts and the avalanche current could may be too small compared to the readout noise level, while

an intense illumination could damage the device at high overvoltages. As visible in figure 4.6 (right),

the logarithm of the current ln(I ) presents a sharp rise in correspondence of the breakdown voltage

and the VBD value can be defined in different ways starting from the ln(I )−V curve, as depicted in

figure 3.17 1)-5) and reported in the following list [70]:

1. the tangent method: intersection point between the linear fit on the signal baseline and the

tangent on the rising part of the plot;

2. the relative derivative method: position of the maximum of the derivative function
d(ln(I ))

dV
=

I−1 d I
dV

;

3. the inverse relative derivative method: taking the inverse of the derivative [ d(ln(I ))
dV

]−1 and find-

ing the intersection of the tangent to the linear raise with the x-axis;
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4. the second derivative method: position of the maximum of
d 2

dV 2
(ln(I ));

5. the parabolic fitting method: intersection point between the linear fit on the signal baseline

and the parabolic fit of the raising part.

The DC measurement approach is in general less complex than the indirect estimation from the gain

measurement, but the reverse IV curve requires typically a source and measurement unit (SMU) with

high dynamic range to detect the current variations from the leakage to the breakdown levels.

The procedure used by the DUNE PDS Consortium to measure the VBD value of the tested SiPMs

relies on IV curve characterization. As for the case of RQ estimation, this procedure was chosen for

its reduced complexity and ease of implementation in an automatized setup. Time management of

the single measurements was also a key factor for the choice of this method. The Gain vs Vbias in-

terpolation is in general more precise than DC measurements since the results are not influenced

by variations in the SiPM illumination [72], but it relies on AC measurements of single events. The

method chosen for the definition of VBD is the relative derivative method, because it involves search-

ing a maximum instead of performing fits and finding intersections. The second derivative method

also relies on the search of a maximum, but the related function features a lower SNR with respect to

the relative derivative6.

3.3.3 Gain

The gain measurement is based on the acquisition of the single SiPM events, so it is different from

the parameters discussed until now, that are measurable by means of DC current measurements. A

typical front-end electronics scheme comprehends a stabilized voltage supply to bias the SiPM and

a standard oscilloscope to acquire the single events. The sample is typically illuminated by a faint

pulsed light source and the signal acquisition triggered by the rising edge of the light pulse amplitude.

The precise timing of each signal is not important, because the analysis is done on the amplitude dis-

tribution of the current peaks, more precisely on their charge Qtot distribution. As mentioned before,

the resulting distribution is featured (in standard conditions) by distinct peaks which are referred to

N = 1,2,3... p.e. amplitudes, and the gain value can be calculated for each peak as
QN

N ·e
, where QN

is the amplitude of the N − th peak and e is the electron charge. Furthermore, an estimation of the

signal-to-noise ration (SNR) can be done by measuring the single p.e. amplitude and dividing this

value by the FWHM of the peaks.

3.3.4 Primary and correlated noise

The front-end electronics used for both the noise characterization of SiPMs is generally similar

to the experimental setup used for the gain measurements, without the faint light pulses generator

and with low input impedance to reduce the filtering effect of the grid capacitance and of parasitic

components. The SiPM must be in complete darkness, to prevent signals related to incident photons,

and this time particular attention must be taken to the time resolution of the readout system, specially

6Because the derivative operation in general increases the distortions of a signal.
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if the aim is a precise estimation of AP and DeCT probabilities. For the gain measurements the signal

is a superposition of many SPADs firing at once and its amplitude does not usually need amplification,

while the SiPM noise measurement requires all 1p. e. events to be measured in a defined time window,

so the SiPM signal is typically magnified by a trans-impedance amplifier, sometimes followed also by

a second amplification stage.

As mentioned before, both the primary and correlated noise can be extrapolated by studying the

amplitude versus the inter-time distribution of the SiPM events, where the inter-time is the time delay

from the previous event. The definition of the different clusters is related to constraints on both the x

and y axis of this plot, as visible in figure 3.18. The Primary DCR events have 1 p.e amplitude and time

Figure 3.18: From [43], example of amplitude (in p.e.) vs. inter-time distribution of the SiPM events.

The single clusters of DeCT, AP, Primary (DCR) and Prompt CT events are marked by dotted lines

(green for primary noise and red for correlated noise).

delays of the order of the ns (at room temperature), and the AP events are sometimes difficult to dis-

entangle from this cluster since they have similar inter-time values, but in general the AP amplitude

is below the 1p. e level and it decreases with the inter-time value. The prompt CT events are the ones

with amplitude is above 1 p.e, and the number of p.e. defines the number of cells involved in the CT

effect, while the DeCT events are in general faster than APs and with amplitudes of ∼ 1p. e.

As will be described in the next subsection (3.3.5), the DCR value drops significantly at cryogenic

temperatures, so in this case the primary/correlated noise distinction is easier due to their different

inter-time signatures.

3.3.5 SiPM characterization at cryogenic temperature

As mentioned before, the the DUNE-FD will work at liquid Argon temperature (∼ 87K), so the

functional characterization of its photon detection system must be done at cryogenic temperatures.

As will be mentioned in chapter 3 the SiPM models chosen for DUNE and ProtoDUNE are charac-

terized at liquid nitrogen (LN2) temperature (∼ 77K), in order to reproduce as far as possible the FD

working conditions while containing the overall price. The ProtoDUNE-HD tests on the other hand,

that employ a small-scale twin of the DUNE-FD1 TPC, are performed with liquid Argon.
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As will be described in this subsection, some SiPM parameters show a more pronounced T de-

pendence than others, but in general the behaviour of the sensor is strongly influenced by its tem-

perature. The breakdown voltage generally decreases with the temperature, since the mean free path

of charge carriers increases at low T, requiring a lower electric field to start an avalanche, and the

temperature dependence of VBD increases with the depletion region thickness W . The breakdown

voltage is the integral of electric field over the SPAD structure, but avalanche effect is related only to

the charge carriers in the depletion region, so a wider W would increment the VBD variations with

temperature.

For what concerns the dark noise, the three main DCR contributions derive from diffusion, gen-

eration of charge carriers (SRH, FE-SRH) and direct tunneling (DT) effect, as mentioned in the sub-

section 3.3.4. The general dependence of the related generation rates can be written as [42]

G(T ) ∼ e

Ea

kT

with Ea being the activation energy of the generation process, which is equal to the silicon bandgap

Eg (= 1.21eV) for diffusion processes, for pure SRH processes Ea,SRH ∼ Eg

2
and generally Ea,FE−SRH <

Ea,SRH. The diffusion process has typically the higher temperature dependence, SRH processes show

in general less pronounced variations with T, while the DT carrier generation remains almost con-

stant7, as depicted in figure 3.19. The net result is that the DCR generally halves every times the

Figure 3.19: a) From [43], temperature dependence of the different DCR contributions. b) from [73],

DCR as a function of temperature for the NUV-HD (SF) and NUV-HD-LF (LF) technologies from FBK

at two values of VOV.

temperature is diminished by 10 degrees.

The AP events are generally more frequent at lower temperatures, probably because a higher

amount of charge carriers is released after the "dead time" of the pixel, described in the subsection

3.2.5, due to the longer average lifetime τ of the trapping centers [73]. The gain of the SiPM increases

by lowering the temperature due to the shift on VBD, but if the Vbias value is adjusted to maintain the

same overvoltage the gain shows negligible changes. Other parameters show a similar behaviour, for

example the SPTR, PDE and CT probability are almost insensitive to temperature variations as long

as VOV is constant. The quenching resistor on the other hand can display different low-T behaviours

7the variations in the DT generation rate are an indirect effect of the Eg(T ) dependence
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depending on the material of which it is made, in general the RQ value of poly-silicon resistors is more

influenced by the temperature with respect to metal ones.

3.3.6 SiPMs in ProtoDUNE and DUNE

The DUNE PDS and SiPMs high-level requirements are reported in the following list:

• the PDE of SiPMs in the WLS bar emission spectrum should be at least as good as commercial

devices (example for Hamamatsu S13360 > 35% at 430nm)

• the SiPM dimensions should be compatible with the geometry of the X-ARAPUCA design de-

scribed in chapter 2

• the signal amplitude (and associated uncertainty) from a single channel with an active SiPM

area equivalent to a single SC (i.e. 48 SiPMs of the baseline model) should allow for adequate

PDE in low-energy neutrino interactions

• the performance of SiPM and associated front-end electronics should allow to reach the 1µs

time resolution requirement mentioned in chapter 1

• the dark count rate (DCR) of the SiPM at the given threshold should not dominate that from

radiological decays in LAr

• the SiPMs should be reliable to remain within specifications after > 10 years of operation in a

LAr environment

• the sensors must be able to withstand multiple room-to-LAr temperature cycles without com-

promising their electrical or mechanical characteristics.

As mentioned above, the SiPM inside the X-Arapuca modules are operated in ganging mode. More

precisely, the signals from 48 SiPMs are summed and amplified in the SC in low temperature condi-

tions. For this reason, another important parameter is the breakdown voltage uniformity: the VBD

values within the same SC module cannot spread over a certain threshold, because the SiPMs should

all operate at the same over-voltage.

The DUNE collaboration designed a Consortium of research groups from different countries to

select the best choice among the available the SiPM models to be mounted in the DUNE-FD1 and

ProtoDUNE2-HD photon detection systems (PDS) and engage a massive SiPM characterization for

the samples of the selected model(s) [37]. The DUNE specifications for the LArTPC photosensors are

reported in the following list:

In 2018-2019 the Single Phase Photon Detection System (SP-PDS) Consortium selected two SiPM

technologies from two vendors respectively, Hamamatsu Photonics K.K. (HPK) and Fondazione Bruno

Kessler (FBK), in order to start the pre-production phase of the 288000 sensors for the first DUNE

module. The initial guesses for SiPM technologies where chosen for their low DCR and correlated



68 SiPM properties and applications

parameter range

Breakdown voltage (VBD) < 50V (not critical)

Dark count rate (DCR) < 200mHz/mm2

Cross talk (CT) probability < 35%

After pulse (AP) probability < 5%

Raise time (traise) < 100ns

Recovery time (trecharge) <µs

Gain (G) > 2 ·106

VBD spread (supercell) < 0.1V

Photon detection efficiency (PDE) > 35% (at 430nm)

VBD spread < 200mV per PDS module (240 SiPMs)

Maximum VBD spread < 2V for the entire PDS (global spread)

Table 3.2: List of upper and lower thresholds dictated by the DUNE specifications for SiPM operation

ar 77K (and a 0.5p. e. trigger). Another general specification is that the sample must withstand at

least 20 thermal cycles between room temperature and liquid nitrogen temperature without signifi-

cant changes in the SiPM performances. The VBD spread value refers to the spread of the breakdown

voltage values for the SiPMs inside the same super-cell.

noise, together with high gain and reliability for low temperature operation and their main specifica-

tions are reported in the following list:

• The Hole Wire Bond (HWB) technology from HPK, implemented in the S13360 chip with Silicon

resin package (series S13360-PE). This technology permits to raise the fill-factor because the

cathode is connected by a hole in the middle of the sensor, reducing the dead space due to the

connector area. HWB technology is also characterized by low cost and good performances at

cryogenic temperature, while the 13360 series features low Cd and low correlated noise. After

a series of thermo-mechanical tests, the vendor opted for a 150µm silicon resin window for a

higher mechanical robustness.

• The NUV-HD-SF technology from FBK, implemented in SMD epoxy resin package with lateral

bond connections. The acronyms in the model name stand for near-ultraviolet, high density

and standard-field, respectively [47]. These SiPM are tuned for near UV photons and they fea-

ture a high density of micro-cells. The last acronym is used to distinguish this model from the

low-field (LF) model, which relies on a weaker internal electric field w.r.t. standard models. The

microcells are separated by deep trenches, filled with silicon dioxide, to provide electrical iso-

lation. A variation of this technology can features the so-called triple-trenches (TT), which are

a trench structures with a triple-layer stack SiO2/Poly−Si/SiO2 [73].

Both the models are fabricated with a n-on-p structure, to maximize PDE in the UV region (around

430nm), and in surface mount type packaging (called Surface Mount Technology or SMT) with a

6x6mm surface. As will be described in the following chapters, the Consortium also defined a general

procedure to test the reliability of these sensors in operating at cryogenic temperatures for long time.

The initial guess technologies were employed by the vendors to create a first batch of sensors for

the pre-production phase, more precisely 2 models for FBK and 4 models for HPK, divided in 6 groups

of 25 sensors for each SiPM model. This pre-production phase served to fully characterize each SiPM
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model and was followed (in 2020) by a series of ganging mode tests on 6-unit arrays (measuring the

output of 250 sensors at board level). These procedures permitted to down-select one model per

vendor according to the combination of measured parameters and performance in active ganging

mode [37].

After the down-selection procedure, a sample of one SiPM per vendor was randomly selected for

tests of long-term stability at cryogenic temperature. These measurements will be discussed briefly

since they were not performed by the Ferrara group of the Consortium8. The SiPMs operated at LN2

temperature for 2 months without interruptions, with a continuous monitoring of the DCR value. The

test was performed in a dark room with the SiPMs wrapped in Teflon tape, black insulating tape and

finally aluminum foil for electromagnetic shielding. The DCR value (after burst removal) was found

to be stable during all the time window, varying within a 3.15 mHz/mm2 range from the initial DCR

value.

This initial phase was followed by the production of 6000 SiPMs of the selected models (3000 per

vendor), then the test campaign proceeded with the development of a custom apparatus (CACTUS)

to characterize all the 6000 sensors of the production phase for ProtoDUNE2-HD, and the same ap-

paratus is currently operating for the characterization of the DUNE-FD1 SiPMs (288000).

8The Milano Bicocca group performed these tests.





Chapter 4

Characterization of single SiPM sensors

This chapter covers the first part of the DUNE pre-production phase, where the Consortium per-

formed a full characterization on the 6 splits of sensors produced by the two vendors, precisely four

splits from Hamamatsu photonics K.K. (HPK) and two from Fondazione Bruno Kessler (FBK). Each

split contains 25 sensors of the same model, the specification of each model are reported in table 4.1,

where the last column reports the actual number of samples received by the Ferrara group.

vendor model window pitch Ncells Ferrara

HPK 6050HS-LRQ silicon resin 50µm 14331 2

HPK 6075HS-LRQ silicon resin 75µm 6364 7

HPK 6050HS-HRQ silicon resin 50µm 14331 0

HPK 6075HS-HRQ silicon resin 75µm 6364 0

FBK Standard epoxy resin 30µm 37300 6

FBK Triple Trench epoxy resin 50µm 11188 6

Table 4.1: Characteristics of the 6 different SiPM models belonging to the 6 splits received by the

Consortium. The number of samples received for each model at the Ferrara site are reported in the

last column. The rows with the models tested by the Ferrara group are highlighted in bold.

This chapter will describe the characterizations performed by the Ferrara group of the Consortium,

which received a total of 21 SiPMs from different splits. The procedure concerns the IV curve mea-

surement, the dark noise characterization and the photo-electron response tests and it is described

in detail in section 4.2, while the results will be discussed in section 4.3. The purpose of these tests

was the validation of the information of the vendors for the specifications at room temperature, the

estimation of the main parameters describing the SiPM performances at LN2 temperature and the

evaluation of the best working conditions for the selected sensors. The parameters measured with

this characterization are also important to set the boundaries for the ProtoDUNE and DUNE FD1

simulations.

During the dark noise characterization at liquid nitrogen (LN2) temperature the team encoun-

tered an unexpected behaviour of the sensors, which consist in fast series of correlated events hap-

pening in absolute darkness [74]. The team called this phenomena bursts of events and started a

campaign of tests to study this behaviour, in parallel with the other measurements. A detailed de-

71



72 Characterization of single SiPM sensors

scription of the bursts phenomenon is reported in section 4.4, together with the discussion of the

performed tests.

4.1 Experimental apparatus

The sketches of the two different setups used for the IV curve measurement and for the dark noise

characterization are reported in figures 4.1 a) and 4.1 b) respectively, and two pictures of the appara-

tus are visible in figures 4.2 and 4.3.

Figure 4.1: From [74], a) shows a Sketch of the set-up used for IV-curve measurements, while b) shows

a sketch of the set-up used for dark count rate measurements.

The SiPM is hosted in a metallic box, which is placed inside a 20dm3 large-aperture dewar filled

with LN2 as visible in figure 4.2. The box contains also a Pt100 temperature sensors close to the sensor

and also the amplification stage for the dark noise characterization setup.

The dewar is enclosed in a custom dark box made of a metallic support with a cover of polyurethane-

coated black fabric to shield the SiPMs from external light. The cover is adjusted to get the best work-

ing conditions during the IV curve measurements, while for the dark noise characterization the light

shielding is enhanced with two additional black fabric layers around the dewar.

The IV curve measurement is performed by a source meter unit (Keithley Sourcemeter 2450),

which is connected to the SiPM through triaxial cables to reduce the electronic noise. The source

meter unit (SMU) provides the stabilized bias for the SiPM and measures the output current, then it

automatically repeats this process for each point of the IV curve.

The dark noise characterization requires a more complex apparatus, as it employs the SMU to

bias the SiPM with a stabilized voltage and an oscilloscope (Tektronix MSO 6 series - C014318) to

acquire the signals. The SiPM anode is connected to a custom cryogenic AC charge amplifier, which

was designed by the INFN Bologna group. The amplifier has a (nominal) Bandwidth of 300MHz and

a (measured) Gain of (19±2)mV/fC and is coupled to the oscilloscope with a 50Ω input load. One
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Figure 4.2: Picture of the dark box with the dewar and the metallic box. On the bottom-right part

there is a picture of the box with a SiPM mounted on it. The box has a removable cover and contains

some holes to enhance the leakage of liquid nitrogen inside.

of the transistors in the amplifier has been replaced after developing some failures due to fast cool

downs, resulting in a different Gain value ((15±2)mV/fC).

Figure 4.3: Picture of the experimental setup used for all the measurements described above. The

two stabilized DC power supplies (Keysight E3648A dual power supply on the left and TTI EX354T DC

power supply on the right) are used to bias the cold amplifier and the LED controller respectively.

The p. e. response measurement is performed similarly to the dark noise characterization, but
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employing a faint LED light to populate high amplitude events.

4.2 Characterization procedure

The parameters involved in the characterization of SiPMs ProtoDUNE and DUNE application

were discussed in section 3.3.6, while this section covers the procedures adopted by the Ferrara team

to measure these parameters. These procedures where designed following the general requirements

discussed within the Consortium [75], in compliance with the characteristics of the available instru-

mentation at each laboratory. The following list reports for each parameter discussed in the section

3.3.6, the experimental procedures followed by the group for the relative measurements.

• IV curve at room temperature.

The first test is the measurement of the IV characteristic curve at room temperature, this is

performed to validate the information provided by the vendors. The source meter is configured

to perform automatically a voltage ramp to scan the bias voltage of the SiPMs in a user defined

range, which is divided in N steps, and it measures the relative SiPM output DC current for each

step. The first measurements were used to calibrate the parameters involved in the IV curve

characterization, such as the range of the measurement, the full-scale range of the instrument,

the number of acquisition to average for the single step measurement and the number of steps

N. The bias voltage range for the forward polarization was initially set to [0,4]V but then was

reduced to [0,2]V to avoid high current amplitudes that could damage the sensors. The range

in reverse polarization is [VBD − 2V,VBD + 2V] and differs for each model, it is approximately

estimated with a fast scan around the expected value before the actual measurement. Once the

acquisition is finished, the voltage and current data points are stored in a csv file by the source

meter and then analyzed offline with a custom algorithm to estimate the RQ and VBD values.

A detailed description of the offline data analysis is reported in the subsection 4.3.1. These

measurements are performed, as far as possible, in controlled light conditions: the SiPM is

hosted in a closed metallic box which is covered by a polyurethane-coated black fabric and the

cover is adjusted to reach the desired illumination conditions. Each measurement is repeated

five times with the same sensor to get a more precise estimation of the parameters by averaging

the five results.

• IV curve at liquid nitrogen (LN2) temperature.

The following test is the measurement of the IV characteristic curve at LN2 temperature, this is

performed to extrapolate the quenching resistance RQ and the breakdown voltage VBD with the

same analysis performed in the room temperature case. The immersion procedure is crucial

because excessive thermal gradients could damage the sensors, which are not required to with-

stand fast thermal stresses for the ProtoDUNE and DUNE applications. A sensors undergoing

a fast cooling could develop some failures and eventually change its characteristic parameters,

misleading to the wrong conclusion that the SiPM is out of thermal specifications, for this rea-

son the cool down procedure goes as follows. The immersion in LN2 is performed manually
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and it is divided in three step: a first thermalization with the LN2 gas phase for around 5 min-

utes, a slow immersion in the liquid phase for around 10 minutes and a final thermalization

with the liquid phase for another 30 minutes. The IV curve measurements start after the sensor

has a reached a stable temperature, with variations under the 0.1K level. The first measure-

ments were used to calibrate the parameters involved in the IV curve characterization, which

differ from the room temperature ones. This measurement is also performed in controlled light

conditions, similarly to the room temperature case, adjusting the lid of the dewar which hosts

the sensor to reach the desired illumination conditions. The data is saved and analyzed as de-

scribed in the previous item of this list, and the detailed description of the analysis is reported

in the subsection 4.3.1. Similarly to the room temperature case, each measurement is repeated

five times with the same sensor, to get a more precise estimation of the parameters by averaging

the five results.

• Primary Dark Count Rate (DCR) and correlated noise.

After the IV curve characterization at LN2 temperature the lid of the dewar is fully closed and

the dewar covered with two polyurethane-coated black fabric shelters to enhance as possible

the light shielding, then the DCR measurement take place. For the DCR measurement the SiPM

is biased at Vbias = VBD +VOV and the output signal of the AC amplifier is read by the oscil-

loscope, which acquires and stores all the events above the 0.5p. e. amplitude threshold. The

trigger level corresponding to 0.5p. e. amplitude on the negative slope of the signal was mea-

sured during the calibration of the setup and takes a different value for each of the four SiPM

models. The oscilloscope acquisition is set to the fast frame mode, which consists of saving

the recorded waveforms at each trigger and store them in a temporary buffer. Once the se-

lected number of waveforms (or ( frames)) Nframes is reached, the data is transferred from the

buffer to the hard disk. This technique enables relatively long data acquisitions with dead times

below the 1µs scale, which is a negligible since the expected DCR is around 1Hz. The instru-

ment permits only certain combinations of the number of frames Nframes, the resolution of the

instrument, the sampling frequency fs and the time duration of a single frame tframe, due to

the limited space of the temporary buffer. All these parameters must be maximized: a long

tframe permits to enclose the main DCR event and possible after pulses in the same waveform,

reducing the possibility to miss after pulse events due to the acquisition dead time, the final

event population is Nframes so this quantity must be maximized to reach enough statistics for

the analysis and lastly, the amplitude and temporal resolutions must be maximized to get a

better reconstruction of the single waveform. A typical set of parameters is reported in table

4.2, these were chosen to maximize the performances in compliance with the limitations of the

instrument as explained in the previous paragraph, and correspond to about one hour of data

acquisition. The analog input bandwidth was selected following a different trade-off since it

must cut the noise without introducing appreciable distortions on the SiPM signal, it has been

estimated during the calibration measurements similarly to the trigger level at 0.5p. e.. The ac-

quired data is stored in the internal hard disk in two comma-separated values (csv) files, one

containing the single frames and the other containing for each frame the relative time of the
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Nframes fs tframe resolution input bandwidth

[2000−5000] [1.25−6.25]Gs/s [1−10]µs 12bit 20MHz

Table 4.2: Parameters used for the oscilloscope acquisition in the DCR measurements. In some case

there is a range instead of a single parameter indicating that more than one value was used for the

measurements. Not all combinations are possible, for example setting Nframes = 5000, tframe = 5µs or

Nframes = 2500, tframe = 10µs the only allowed sampling frequency is 1.25Gs/s. With these parameters

a single measurement can take up to one hour.

trigger with respect to the previous one, these files are then analysed offline by custom python

scripts. A detailed description of the offline analysis is reported in the subsection 4.3.2. The

DCR measurement is performed three times at three different values of over-voltage VOV, the

three values where chosen because they correspond to 40%, 45% and 50% PDE, as stated by the

vendors and are reported in table 4.3 for each SiPM model.

vendor model VOV @ 40% PDE VOV @ 45% PDE VOV @ 50% PDE

HPK 6050HS-LRQ 3V 4V 5V

HPK 6075HS-LRQ 2V 3V 4V

FBK Standard 4V 5V 6V

FBK Triple Trench 2.5V 3V 4V

Table 4.3: values of the over-voltages relative to 40%, 45% and 50% PDE percentages for the tested

SiPM models. These are the values used for both the DCR and the Photo-electron response measure-

ments.

The tests are repeated at different PDE percentages in order to find the best working conditions

for ProtoDUNE and DUNE in terms of SiPM bias voltage, since both the Gain and the DCR

should increase with the VOV value. A higher Gain (and PDE) leads to a higher efficiency and

to higher amplitude output signals, which are easier to detect, but the raise in the DCR value

enhances also the background noise.

• Photo-electron (p. e.) response.

The photo-electron response measurement is similar to the DCR measurement, but in this case

the sensor is illuminated by a LED source. The LED is coupled with the detector through optical

fibers and emits light pulses at 1kHz repetition rate, with λ∼ 450nm and 10ns pulse duration.

The acquisition of the oscilloscope is set with the same parameters of the DCR measurement,

apart from the trigger which is set to the rising edge of the LED pulse and the tframe which is al-

ways 1µs since the after pulse probability is not calculated. The LED illumination is calibrated

to acquire signals with amplitudes up to 8p. e. with enough statistics. This measurement per-

mits to calculate the Gain and the signal-to-noise ratio (SNR) of the SiPM, but also to test the

linearity of its response. A detailed description of the analysis is reported in the subsection

4.3.3. The tests are repeated at the VOV values reported in table 4.3.

• Thermal cycles.
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Each SiPM undergoes a total of 20 thermal cycles, where a thermal cycle is defined by the im-

mersion of the sample in LN2 and the following extraction. The immersion time is the one

discussed in the second item of this list, without the 10 minutes thermalization in the liquid

phase and with an extraction time of about 5 minutes. An example of 8 consecutive thermal

cycles is reported in figure 4.4. All the measurements (except for the ones at room temperature)
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Figure 4.4: Example of the temperature versus time plot for 8 consecutive thermal cycles. Both the

immersion and the extraction of the samples are performed manually, so the time duration of each

cycle is not exactly 20 minutes.

are performed at the first immersion and then repeated after the 20th immersion to check the

resilience of the sensors to long cryogenic operations. The IV curve in reverse polarization and

the amplitude of the single p. e. signal at fixed over-voltage must remain unaltered to consider

the test passed. The team also tried to perform cycles with faster immersions of around 150s

for a subset of samples, in order to raise the thermal stress level. An example of three fast cycles

is reported in figure 4.5.

As will be discussed in the conclusions in section 4.5, no appreciable differences were found in

the parameters after the 20 thermal cycles, for both the fast-cycled and the slow-cycled SiPMs.

4.3 Data analysis and Results

This section contains a detailed review of the data analysis carried out for each measurement,

discussing the results and their implications. The subsection 4.3.1 describes the IV curve analysis,

the subsection 4.3.2 concerns the dark noise characterization and the subsection 4.3.3 refers to the

p. e. response tests.
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Figure 4.5: Example of the temperature versus time plot for the fast thermal cycles. In this case the

time duration of single cycles is less than 3 minutes, instead of 20 minutes for the standard thermal

cycles.

4.3.1 IV curve analysis

As mentioned in the section 4.2 the IV curve data is analyzed offline with a Python script. Two

examples of the plots generated by the algorithm are shown in figures 4.6 and 4.7.

Figure 4.6: Example of IV curve plot produced by the Python script in forward and reverse polariza-

tion for the room temperature measurements. The data refers to one of the SiPMs from HPK (model

6075HS-LRQ). The red line represent the polynomial fit of degree 1 in the forward case and degree 4

in reverse case, while the breakdown voltage is highlighted by a vertical yellow line.

The IV curve analysis for the forward region is a linear fit which starts at 1.5V and ends at the end
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Figure 4.7: Example of IV curve plot produced by the Python script, regarding a SiPM of the 6075HS-

LRQ model from HPK (the same as in figure 4.6). This plot reports the IV curve in forward and reverse

polarization for the LN2 temperature measurements. The red line represent the polynomial fit of

degree 1 in the forward case and degree 3 in reverse case, while the breakdown voltage is highlighted

by a vertical yellow line.

of the curve, this range is equal for all the SiPM models. In the reverse region case, the algorithm

numerically calculates the function I−1(d I /dV ), which has a maximum at the breakdown voltage.

The function is interpolated with a polynomial fit of degree 3 to 5 around the maximum

The measurements at LN2 temperature are subject to higher relative fluctuations, and the nu-

merical derivative calculation enhances these fluctuations, so the data is often filtered with a moving

average before the calculation. The initial number of points in the IV curve at LN2 temperature is

higher than the room temperature case, in this way the averages can be performed without apprecia-

ble distortions on the curve shape.

The results of the analysis for the five measurements of each forward(reverse) IV curve are aver-

aged to get the final estimation of RQ(VBD), which are reported in table 4.4.

The relative errors of the values shown in the table are 6% for the RQ values and 0.25% for the VBD

values, the former derives from the tests done in the calibration phase while the second is a conserva-

tive estimation, as explained in the following. The calibration phase involved also the measurement

of the resistance of the electrical path from the SMU to the SiPM Rpath. This measurement was per-

formed several times (more than 20) unplugging and re-plugging the connectors between each test,

finding a spread of few Ω among due to the different electrical interface created each time the con-

nectors are plugged. The standard deviation calculated for the Rpath distribution is equal, apart from

differences up to 0.2Ω, to the standard deviation of RQ, this implies that the error on repeated mea-

surements of RQ is dominated by the variations in Rpath among independent measurements. This

contribution is cancelled if the measurements are repeated without unplugging the connectors. For

the VBD case, the conservative value of 0.25% is chosen since it is above the standard deviation of re-

peated measurements for all the SiPM models, given that the light conditions for the measurements
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model name
room Temperature first LN2 immersion 20th LN2 immersion

RQ (Ω) VBD (V ) RQ (Ω) VBD (V ) RQ (Ω) VBD (V )

6050HS-LRQ R00020 24.8 52.72 48.0 42.30 48.7 42.43

6050HS-LRQ R00021 24.6 52.87 47.7 42.40 48.5 42.67

6075HS-LRQ R00024 36.7 52.05 69.8 41.68 70.4 41.68

6075HS-LRQ R00029 39.8 52.06 74.9 41.95 other lab

6075HS-LRQ R00030 40.1 52.04 76.8 41.98 76.8 41.90

6075HS-LRQ R00031 36.9 52.05 75.4 41.69 70.9 41.58

6075HS-LRQ R00032 40.6 51.78 78.9 41.28 85.0 41.67

6075HS-LRQ R00033 37.8 51.73 68.6 41.64 69.2 41.68

6075HS-LRQ R00034 39.9 52.28 76.0 41.85 77.0 41.91

Standard FBK11 36.9 33.12 other lab 90.8 27.11

Standard FBK13 26.4 33.20 other lab 83.6 27.09

Standard FBK16 35.3 33.12 97.4 27.11 108 27.11

Standard FBK17 33.5 33.11 93.0 27.12 97.2 27.14

Standard FBK18 32.3 33.21 89.2 27.16 95.7 27.16

Triple Trench FBKTT15 90.3 33.01 313 27.08 314 27.07

Triple Trench FBKTT16 89.5 33.27 293 27.10 295 27.10

Triple Trench FBKTT17 82.6 33.12 294 27.11 301 27.09

Triple Trench FBKTT18 87.1 33.04 352 27.09 321 27.11

Triple Trench FBKTT19 88.4 33.25 293 27.08 299 27.09

Triple Trench FBKTT20 78.2 33.07 327 27.09 322 27.08

Table 4.4: Results of the IV curve characterizations at room temperature and at LN2 temperature

for all the received SiPMs. The results at LN2 temperature are reported for both the first and the

20th immersion, showing no appreciable differences in the parameters after the thermal cycles. The

relative errors are 6% for the RQ values and 0.25% for the VBD values, the former derives from the tests

done in the calibration phase while the second is a conservative estimation. The results marked as

other lab are missing since were performed by other groups of the Consortium.

are similar1, while the error associated to the fit procedure and the uncertainty related to the step

division of the IV curve are negligible compared to this value.

The FBK12 SiPM is not present because the noise level for this sensor was too high to conduct

a proper analysis, this could derive from the various failures in the resin surface of the SiPM, which

were found after a detailed inspection with an optic microscope. Two of the results for the FBK batch,

marked as other lab in the table, are missing since the two samples were firstly measured by the

Bologna group of the consortium and then sent to the Ferrara team after the third thermal cycle. The

sensor R00029 has also missing results for the last thermal cycle, because it was sent to the Bologna

group after the third cycle in exchange of the FBK sensors to cross-check the results from the two

laboratories, which finally result in agreement with each other.

4.3.2 Dark noise analysis

The analysis of the dark noise characterization is performed offline with two Python scripts called

waveform_analyzer and peak_analyzer, which are related to the search of dark count events and to

1For each measurement the black covers are removed and then placed again. This is done manually, so it introduces a

human error on reproducing the same light conditions.
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Figure 4.8: From [74], two examples of waveforms recorded by the oscilloscope and analyzed by the

algorithm. The data refers to one of the SiPMs from HPK (model 6075HS-LRQ). The plot on the left

(a) shows a single dark count signal, while on the right (b) two events are clearly visible. The first is a

cross talk between two different SPADs, visible as a peak with double amplitude, while the second is

an after pulse event happening during the recharging of one cell, resulting in a smaller delayed peak.

the analysis of the peak distribution, respectively.

As mentioned in section 4.2, the oscilloscope stores two csv files in the internal memory: one with

the single waveforms, or frames, and the other with the relative times of the trigger for each waveform

with respect to the previous one. The waveform_analyzer script analyze the two files to retrieve the

single events, rejecting the events related to false triggers. The script evaluates the amplitude and

the time relative to the beginning of the measurement for each event, and stores these values in a

csv file, which is then used by the other algorithm to evaluate the dark count rate, the cross talk (CT)

probability and the after pulse (AP) probability.

For each event, the algorithm produces an amplitude vs time plot and stores it in a folder which

is selected by the user, an example of these plots is shown in figure 4.8. The false triggers could be

generated by electronic noise in the power line, switching noise or either mechanical vibration of the

apparatus. The discrimination of the dark noise events from the others is performed by the user by

inspecting all the event plots generated by the algorithm and removing the false trigger events from

the list. This procedure was adopted for the first measurement while the script was developing, but

was soon dropped to reduce the long time duration of the analysis and to avoid the human errors.

The last version of the algorithm extrapolates the baseline amplitude by averaging the last 300

points of the pre-trigger region, these are the last points before the peak since the trigger is set to

falling edge. In order to be categorized as a valid dark count and be stored in the final csv file, a single

event must satisfy several conditions. The amplitude of the peak with respect to the baseline must

be higher than a threshold (defined by the user) which depends on the SiPM model. Furthermore,

this amplitude threshold must be followed by a fast fall in the signal, in a range below the 30 points

(the range is almost the same for all the tested SiPMs). The final csv file contains the amplitudes and

times of the peaks recognized as dark events, in particular these are the coordinates of the minima of

the peak signals in the amplitude vs time plots generated by the script, which are marked with green

points in figure 4.8.
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Figure 4.9: Example of an amplitude vs time-delay plot (above) and an event distribution (below) for

one of the tested SiPMs. This data set was filtered to remove the burst events, as will be described in

the subsection 4.4.

The second script is used to analyze this file and study the amplitude and time distributions of the

events to estimate the DCR of the sample, together with the AP and CT probabilities. The algorithm

performs a Gaussian fit on the first peak of the amplitude distribution of events to get the amplitude

of the single photo-electron peak. The algorithm then generates a plot with the distribution of the

event amplitude with respect to the time delay ∆t relative to the previous event, as shown in figure

4.9.

All the events contribute to the total DCR of the sample, which is calculated as the total number of

counts divided by the total duration of the measurement. The CT events are recognized as the peaks

with amplitude above the 1.5p. e. threshold, while the AP events as the peaks with ∆t values below

the 5µs threshold. The results of the DCR, AP percentage and CT percentage measurements for all

the tested SiPM model are visible in figures 4.10, 4.11 and 4.12 respectively.

All the SiPMs resulted to be within the DUNE specifications, showing DCR values2 below the

100mHz/mm2, and AP(CT) probabilities below the 5%(15%) threshold. The exceptions are some CT

values of the (standard) FBK models and some AP/CT values for the 6075HS-LRQ models from HPK.

During these measurements, the sensors revealed an unexpected behaviour involving fast series

of correlated events with amplitude of 1p. e., called bursts of events. The team engaged a series of

tests aimed to study this phenomenon, as discussed in the section 4.4.

4.3.3 Photo-electron response analysis

The measurement procedure for the p. e. response analysis is similar to the one for the dark noise

characterization, but it requires also a pulsed LED source at 1kH z. In these measurements, the os-

2after burst removal, as will be explained in section 4.4
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Figure 4.10: Measured DCR values for all the SiPMs tested by the Ferrara DUNE group, the last plot

represents the DCR values for the HPK samples without the burst contribution, as will be explained

in section 4.4. Here the single SiPMs are identified by their name, the corresponding model can be

found in table 4.4.

Figure 4.11: Measured CT values for all the SiPMs tested by the Ferrara DUNE group. As will be ex-

plained in section 4.4, the CT value drops with the DCR after the burst removal operation. Here the

single SiPMs are identified by their name, the corresponding model can be found in table 4.4.
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Figure 4.12: Measured AP values for all the SiPMs tested by the Ferrara DUNE group. Here the single

SiPMs are identified by their name, the corresponding model can be found in table 4.4.

cilloscope trigger is set to the rising edge of the pulse as described in section 4.2. An example of the

oscilloscope signals for a p. e. response measurement is visible in figure 4.13, in this case there is a

larger population of events with amplitude higher than 1p. e. with respect to the dark noise charac-

terization case.

Figure 4.13: Screenshot of the oscilloscope view in infinite permanence mode.

The analysis of the p. e. response is performed by the same algorithm of the dark noise character-

ization (waveform_analyzer) for what concerns the extrapolation of the waveforms.

All the event amplitudes and times are stored in a csv data file like for the dark noise character-

ization case, but the second algorithm is a different version of the peak_analyzer, since it does not

calculate the DCR nor the CT/AP probabilities. This second script analyzes the amplitude distribu-

tion of the events, using the procedure discussed in the subsection 4.3.2 to retrieve the single p. e.
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peak amplitude and extending it to the higher amplitude peaks, as shown in figure 4.14.

Figure 4.14: Example of an amplitude distribution plot produced by the peak_analyzer script for one

of the tested SiPMs (HPK 13360-6050LRQ). The yellow lines represents the Gaussian fits on the peaks

and the green crosses mark the maxima found with the fit procedure.

The algorithm uses a recursive function to recognize the peaks in the amplitude distribution, then

performs a Gaussian fit in a small range around each peak. The script then selects the best peaks ac-

cording to the combination of peak population and sum of squared residuals of the fit. To ensure the

validity of this procedure, the resulting fit parameters are cross-checked by the user after inspecting

the amplitude distributions. The Gaussian fit is performed also for the baseline peak, referred to as

the 0p. e. peak, which is the distribution of the baseline amplitudes. This peak is centered in the

origin because the trans-impedance amplifier produces an AC output signal.

The Gain is estimated by averaging the amplitudes VN of the first N peaks, excluding the baseline

peak. VN is the output voltage of the trans-impedance amplifier, this quantity is divided by N to get the

amplitude relative to a single avalanche Vavalanche. To get the adimensional Gain of the SiPM GSiPM,

which is the average number of carriers generated in a single avalanche, this value must be divided

by the amplifier Gain Gamplifier and by the charge of a single electron e ≈ 1.602 ·10−19 C.

GSiPM =
Qtot

e
=

Vavalanche

Gamplifier ·e

The amplification stage Gain was measured during the calibration of the system using a reference

capacitance and a calibrated source of electrical square pulses, giving the result of Gamplifier = (0.019±
0.002)mV/fC.

The figure 4.15 shows an example of Gain estimation for a single SiPM, the results are reported as

function of the over-voltage since the measurements are repeated at different VOV values.

The overall results of the Gain estimation are reported in figure 4.16.
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Figure 4.15: Example of Gain versus over-voltage dependence of the first five peaks for one of the

tested SiPMs (HPK, model 6075HS-LRQ). This plot shows the linear relation between the adimen-

sional Gain and the over-voltage.

Figure 4.16: Measured Gain values for all the SiPMs tested by the Ferrara DUNE group. Here the single

SiPMs are identified by their name, the corresponding model can be found in table 4.4.

As visible in these plots, the measured Gain value increases linearly with the over-voltage for all

the tested SiPMs.

The Gain results revealed to be all within the DUNE and ProtoDUNE specifications, for all the

over-voltages and all the tested SiPMs.

The SNR value is estimated involving the distance-to-width ratio of the amplitude distribution

peaks, as reported in the following equation:
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SN R =
Vavalanche

√︂

σ0p.e.
2 +σ2

1p.e.

where Vavalanche is the distance between the 1p. e. peak and the baseline peak, this corresponds to the

amplitude of the 1p. e. peak since the 0p. e peak is centered in zero. σ0p.e. and σ1p.e. are the standard

deviations of the 0p. e. peak and of the 1p. e. peak, respectively.

The figure 4.17 shows the results of the SNR estimation at different over-voltages.

Figure 4.17: Measured SNR values for all the SiPMs tested by the Ferrara DUNE group. Here the single

SiPMs are identified by their name, the corresponding model can be found in table 4.4.

4.4 Burst phenomenon

Even in all the SiPMs characterized with the procedure described in previous sections are within

the DUNE and ProtoDUNE specifications, an unexpected behaviour was found in all the sensors dur-

ing the dark noise characterization: the samples show quick trains of correlated events, the origin of

which is yet to be understood. This phenomenon was not reported in literature at the time, so the

Ferrara team published an article about it [74], choosing the name bursts for these set of correlated

events.

Tests and studies of the burst phenomenon went on involving also the participation of other

groups of the PDS Consortium and of the two vendors, but neither the cause nor the underlying

physical mechanism are known so far. This section covers the burst phenomenon, describing the

tests carried out by the Ferrara team to study this behaviour.

4.4.1 Burst definition

The figure 4.9 shown in the previous section to explain the data analysis is not a real example of

the Amplitude vs time delay distribution found during the dark noise characterization. More pre-

cisely, it is the distribution of a filtered data set, in which the burst events are removed with a custom

algorithm, as will be explained in subsection 4.4.2. The standard dark noise characterization foreseen
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by the test protocol was outlined expecting distributions like the one in figure 4.9, with a DCR peak in

the range [1−10]Hz. A real example of Amplitude vs time delay distribution is visible in figure 4.18,

here the whole set of events is used without any filter. The sensors present additional events outside

Figure 4.18: From [74], example of an amplitude vs time-delay plot (above) and an event distribution

(below) for one of the tested SiPMs, these are produced using all the (unfiltered) data.

the [1−10]Hz range of frequencies which are too fast for being primary dark counts and too slow to

be after pulses. Another distribution is visible in addition to the CT, AP and primary (or standard)

DCR events: a set of correlated events with 1p. e. amplitude and time delays in the [0.1−1]ms range

is distinguishable from the other clusters. The 2p. e. amplitudes are also populated in this range be-

cause the CT probability is the same as for the DCR events, so as the AP probability, as merges by the

event by event analysis carried out by the team.

The presence of such bursts is visible also from figure 4.19, which shows the time delay ∆t rela-

tion with the event ID Nev, where ∆t is the time elapsed from the last event. The ∆t value drops in

correspondence of one burst occurring, growing back to the expected time scale as the burst ends.

The following subsection describes the analysis carried out by the Ferrara team to isolate and

study the burst events.

4.4.2 Burst analysis

The team developed a custom algorithm, starting from the peak_analyzer script, to distinguish

chains of events with short ∆t from the primary dark count events, separating the burst cluster from

the primary DCR one. The conditions to meet for burst recognition are highlighted in the sketch in
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Figure 4.19: From [74], plot of the time delay ∆t between events versus the event number Nev, for the

same sensor used as example in figure 4.18. The bursts are visible as valleys where the time delays ∆t

drop below the 0.1s threshold for many consecutive events.

figure 4.20. The set of events must have a time delay below a certain threshold ∆tmax = 0.1 s to avoid

Figure 4.20: Sketch representing a single burst, the ∆t value is the time delay between consecutive

events while the Nev value is the number of events in the burst.

the inclusion of primary DCR events, and a number of elements Nev above Nmin = 5 to avoid DCR + AP

events. This allows to remove offline the burst cluster from the distribution of the events, as visible in

figure 4.9.

The algorithm was also used to find some common features by studying the isolated burst distri-

bution:

• the first event of the burst tend to have an amplitude above 4p. e., as visible in the distribution

reported in figure ;

• the time delay between consecutive events in a burst lies in the [0.1−10]ms range, and it returns

to the ∼ 1s level with an approximately exponential growth as the burst ends;

• the average number of events within a burst is ∼ 100, as visible in figure 4.21;

• a single burst of events lasts generally few tenths of a second.

• all the peaks in the train of events are distributed around the 1p. e. level, except for the starting

event as discussed in the first point of this list. The exception stands also for the CT and AP

events, which are still present.
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Figure 4.21: From [74], histogram of the number of bursts (top) and distribution of the number of

event in the bursts (bottom), versus the amplitude of the first event in the burst.

• none of these parameters show evidences of being correlated to the IV characteristic parame-

ters (RQ and VBD).

4.4.3 Additional tests

One of the first tests performed to study the burst phenomenon (and not included in the start-

ing DUNE characterization protocol) was a coincidence test, and it was induced by the suspect that

the bursts may have a cosmic rays genesis. The experimental setup is similar to the one for the dark

noise characterization but the metallic box hosts two SiPM, facing each other as visible in figure 4.22,

and the trigger of the oscilloscope is set on the falling edge of one of the two sensors. Initially the

Figure 4.22: Setup for the measurement of the coincidence events. The two SiPMs are at a distance of

∼ 0.5cm facing each other, each one is covered with six layers of Teflon tape and one layer of Kapton

tape.
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team tried a measurement without shielding the two SiPMs, with the result of a 5% to 8% of optical

CT probability between the two samples. Then each sensor was optically shielded with six layers of

Teflon tape and one layer of Kapton tape, reducing the aforementioned reciprocal CT to a negligible

percentage. The tests were performed for two SiPM models, one per each vendor, in two configu-

rations: with the faces of the sensors parallel to the ground (horizontal arrangement) and with the

faces perpendicular to the ground (vertical arrangement). The results are an average frequency of

coincidences of fhorizontal ∼ 3.3mHz for the horizontal arrangement and fvertical ∼
fhorizontal

4
for the

arrangement arrangement for both the SiPM models. Although these measurements could give some

hints of cosmic ray influence on the SiPM dark counts it does not prove them as the cause of the burst

phenomenon, more tests are needed before drawing conclusions.

The team expanded the pool of tested SiPM models to check if also these additional samples show

the burst phenomenon. The additional SiPMs belong to five commercial HPK models, and one FBK

model of the same type used for the DarkSide experiment. The measurements where the standard

DCR measurements (with and without the offline burst removal) used for the standard DUNE split

and the results are reported in the table 4.5, together with the main characteristics of each of the

tested SiPM model.

model pitch Ncells Package units bursts

HPK 13360-6050LRQ* 50µm 14331 surface mount type 14 yes

HPK 13360-6075LRQ* 75µm 6364 surface mount type 20 yes

HPK 13360-6025CS 25µm 57600 ceramic 2 no

HPK 13360-6055CS 50µm 14331 ceramic 3 no

HPK 13360-6075CS 75µm 6400 ceramic 2 no

HPK 13360-6050VE 75µm 14331 surface mount type 2 yes

HPK 14160-6050HS 50µm 14331 surface mount type 2 yes

FBK NUV-HD-STD* 30µm 37300 chip on board 11 yes

FBK NUV-HD-TT* 50µm 11188 chip on board 12 yes

FBK NUV-HD-DS** 30µm 106000 chip on board 2 no

Table 4.5: Characteristics of the different SiPM models have been tested by the Ferrara team. * =

DUNE split, ** = DarkSide split. The 5th column reports the number of tested sensors, while the last

column reports if the SiPM generates bursts of events. All sensors have the same area of 36mm2

except for the FBK NUV-HD-DS whose area is 96mm2. The NUV-HD-DS sensors were tested at VOV =
5V, the HPK 13360-6075CS and FBK NUV-HD-STD at VOV = 4V and the others at VOV = 3V.

The pitch of the single SPADs do not influence the presence of bursts for the tested SiPMs, which is

absent in the sensors with ceramic package.

The last test to mention are the underground measurements, which involved a subgroup of two

researchers, one from the Ferrara team and one from the Bologna team. To study more in detail the

possible cosmic nature of the burst phenomenon, the two researchers was sent to perform a 2-days

test campaign at the Laboratori Nazionali del Gran Sasso (LNGS) underground research facility. Due

to their particular location under the Gran Sasso mountain, the LNGS laboratories dispose of a natural

cosmic ray shield made of almost homogeneous rock (height of the shield: 1.4km, H2O equivalent:
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3.8km). The two experimental setups used for these measurements are the ones used for the previous

dark noise characterizations, respectively in the Ferrara and Bologna laboratories, so they share the

same general setup configurations but make use of different components.

Each researcher brought one HPK and one FBK sensor from the DUNE split, for a total of four

sensors, and performed acquisitions also with a radioactive Thorium source 232Th. During the test

campaign, each SiPM was measured many times at different VOV values and with various acquisition

time windows, from around 10 minutes to 2 hours (chosen by adjusting the number of frames in the

oscilloscope). For the tests with radioactive source, the SiPMs were placed at ∼ 10cm from the 232Th

sample, the acquisition time windows are all equal to 20 minutes and the VOV value is always the same.

This choice stems from the time restrictions, which limited the total number of tests, and the general

guideline was to maximize the population on few type of measurements instead of performing many

tests with low statistics.

The data taken during the tests at the LNGS laboratories was later analyzed offline, giving the

following results:

• the burst contribution is present also underground;

• the rate of the bursts, that is the inverse of the average time between the starting events of

two consecutive bursts, is reduced roughly by a factor 4, similar to the difference between the

number of coincidences in the horizontal and vertical arrangement tests described before;

• the DCR value (either with or without the burst contribution) is reduced approximately by a

factor 3.5, as visible in the amplitude versus time delay distribution reported in figure 4.23;

• the percentage of events which fall within a burst is almost the same as at the surface, so as the

average frequency ([0.1−10]kHz) and number of events inside the single bursts (∼ 100);

• the DCR value (either with or without the burst contribution) grows by a factor ∼ 3.5 when the

sample is close to a radioactive source, while the rate of the bursts raises by a factor ∼ 4 and a

single burst contains 100 to 1000 events.

These are preliminary results and have not enough statistical significance to claim reliable inter-

pretations, but they point to the possibility for burst to be a product of natural radioactivity. Further

investigations on the burst phenomenon are currently going on, while these preliminary results were

presented in various scientific conferences with specific talks and posters (in addition to the afore-

mentioned article [74]).

4.5 Conclusions

The characterizations performed in the pre-production phase revealed that all the tested SiPMs

are within the DUNE and ProtoDUNE specifications, in terms of breakdown voltage, Gain, DCR, AP

and CT percentages.

The unexpected burst phenomenon, encountered during the dark noise characterizations at LN2

temperature, was studied by means of ad hoc analyses and tests, engaging also the collaboration of



4.5 Conclusions 93

0.0000

0.0025

0.0050

0.0075

0.0100

0.0125

0.0150

0.0175

0.0200

Am
pl

itu
de

 (m
V)

Nentries = 890

HPK34  -  OV = 3V

10 8 10 6 10 4 10 2 100 102

t (s)

100

101

co
un

ts

Figure 4.23: Example of an amplitude vs time-delay plot (above) and an event distribution (below)

for one of the dark noise characterization measurements at the LNGS laboratories. The red lines

divide the DCR, cross-talk and after pulse regions. As visible by the proportions of the peaks in the

event distribution, the burst cluster is more populated with respect to the measurements taken at the

university laboratories.

other members of the Consortium and of the two vendors. Neither the cause nor the mechanism

of this behaviour are currently understood, but the SiPMs are within the DCR specifications even

with the presence of these fast trains of events, further investigations are currently going on to better

understand this phenomenon.

Most of the measured parameters are similar for the two FBK models, as reported in section 4.3.

The triple trench technology features a lower CT probability and a higher SNR value with respect to

the standard FBK SiPMs, but the second value depends on the noise conditions of the single mea-

surements3. For the HPK case, the results reported in section 4.3 show that the high pitch model

(6075HS-LRQ) features a higher Gain with respect to the low pitch model (6050HS-LRQ), as well as

a higher signal-to-noise ratio. The high pitch model presents also a higher AP probability, but this

parameter is of secondary importance with respect to the Gain.

As described in chapter 2 and 3, this initial phase of characterization of single SiPM was followed

by a set of tests performed in active ganging mode on 8 strips of 6 sensors each. In these tests the

signals from the 48 SiPMs were all collected by a cold amplifier into a single channel. The results of

these measurements left two SiPM models (one per vendor), which shown best performance in active

ganging mode, as final choice for the DUNE-FD1 and ProtoDUNE-SP2 photon detection systems. For

3The FBKTT SiPMs were tested with the same experimental apparatus w.r.t. the standard FBK case, but with different

environmental noise conditions
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the HPK vendor, the chosen SiPM model is the one with 75µm pitch and high RQ value (6075HS-

HRQ), while for the FBK vendor, the chosen model is the triple trench (FBKTT) [37]. The Consortium

down-selected also the working point of each SiPM model in terms of VOV (= 4V for the FBK model,

= 3V for HPK).



Chapter 5

Massive SiPM characterization

As mentioned in chapter 3, after the single unit characterization phase (and ganging mode tests),

the SP-PDS consortium has selected the best choice for the ProtoDUNE and DUNE SiPM models in

terms of dark (and correlated) noise, SNR, Gain and PDE at LN2 temperature. The down-selection

ended leaving one model for each vendor, then the pre-production phase continued for both the

vendors involving only these models1. The selected SiPM models are reported in table 5.1.

vendor model VOV

Hamamatsu photonics K.K. 6075HS-HRQ 3V

Fondazione Bruno Kessler Triple Trench 4V

Table 5.1: The two SiPM models selected by the DUNE PDS Consortium, we refer to table 4.1 for a

detailed description of each model. The last columns reports the selected operating over voltage VOV

for each model, which corresponds to a PDE of 50%.

This phase involved the production of the remaining part of the 8000 SiPMs (4000 per vendor), that

must be mounted in 30 X-ARAPUCA modules in ProtoDUNE-SP Run II. This phase ended in Septem-

ber 2022 and was followed by the mass test campaign phase, which concerns the SiPMs for the first

DUNE-FD module (abbreviation FD1-HD) and counts a total of 288000 sensors.

The consortium engaged a massive SiPM test campaign to validate the expected behavior of all the

detectors for both the ProtoDUNE and the DUNE productions, the ProtoDUNE SiPM characterization

campaign ended in September 2022 while the DUNEFD1-HD SiPM characterization campaign is still

ongoing. The procedure involves a quicker characterization w.r.t. the single unit tests mentioned in

chapter 3, still covering the most important parameters for LArTPC applications (i.e. DCR and VBD).

The DCR is important to check that the background signals during normal operation are within the

expected range, while the VBD sets the working point of the sensor. It is important to know the exact

VBD value of each SiPMs since they will be placed in arrays of 6 units inside X-ARAPUCA modules,

and all the sensors inside a single module are ganged together at the same voltage bias. Selecting the

single arrays according to their VBD values permits to reduce the spread inside a single module and

provide almost the same VOV to all the SiPMs.

1The 6075HS-HRQ was not present in the SiPM split tested in Ferrara.

95
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The choice of the aforementioned characterization procedure stems from a time optimization,

since the validation has to be performed on a high number of samples. The GAIN and SNR measure-

ments are not performed and the whole tests are not repeated at different overvoltages. The dark

noise measurement is not based on a single event analysis and it is not possible to distinguish after

pulse or cross talk contributions. On the other hand, a complex experimental setup was developed to

automatize this procedure, making possible to test up to 120 SiPMs in parallel in one measurement

session. This apparatus was developed by the the Ferrara members of the consortium in collabora-

tion with the Bologna ones. After the ProtoDUNE production validation with the Ferrara and Bologna

setups, also the Milano Bicocca, Granada and Prague Universities joined the mass-test group, build-

ing their own replicas of the apparatus. In this way, a total of five mass-test setups will be involved in

the validation of the DUNE production.

This chapter contains a detailed description of each component of the aforementioned experi-

mental apparatus developed for massive SiPM characterization, i.e. the CACTUS (Cryogenic Appara-

tus for Control Tests Upon SiPMs) apparatus.

5.1 The CACTUS apparatus

CACTUS is a complex apparatus for automatic SiPM characterization at both room temperature

and liquid nitrogen temperature. The main components, as visible in figure 5.1, are reported in the

following list:

• a dewar filled with liquid nitrogen and a mechanical stage for controlled immersions

• two custom electronic chains for low-noise measurements of IV and DCR respectively

• PC station to control the tests and visualize the results

• dark box for DCR measurement and LED controlled illumination system for IV, which sur-

rounds all the electronics.

The SiPMs are arranged in PCBs containing six units, in a common cathode configuration as vis-

ible in figure 5.2. These PCBs are 12× 0.8cm2 boards in which the sensors are mounted at 1.4cm

distance from each other. Each PCB hosts the SiPMs on the front and a QR code or data matrix that

encodes an ID on the back, together with 8 pins: one for the common cathode, one for the common

ground and another six for the anodes. These PCBs are mounted in groups of five units in the cold

boards, which are custom ASICs designed to work at LN2 temperature. Each cold board contains a

connection with a stabilized DC power supply to bias the SiPMs and a Pt100 temperature sensor, as

visible in figure 5.3.

These boards are bound to the lid of the dewar and to the warm boards, the whole structure is

anchored to the mechanical stage and slides with it during immersions and thermal cycles. The sta-

bilized DC power supply mentioned above is a source meter (Keysight B2962A 6.5 Digit Low Noise

Power Source) and it will be referred to as the SMU (Source Meter Unit).

The warm boards are placed above the lid and they work at room temperature. Each warm board

is connected to a cold board by a set of micro-coaxial cables and it hosts the amplification stages, an
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Figure 5.1: Two pictures of the dark box of the CACTUS apparatus, on the left the slider of the me-

chanical stage is at its highest position, while on the right the slider is at the lowest position. At the

lowest slider position, all the SiPMs are immersed in LN2 and the dewar is closed. The single compo-

nents are labelled in the left picture. The PC station, the power supplies and the controllers of both

the DCR system and the mechanical stage are not visible in this picture, since they are placed outside

the dark box.

Figure 5.2: Picture of the front of one PCB used in the CACTUS apparatus. The G1 pin is the common

ground, the K pin is the common anode and the pins A1-A6 are the six anodes of the sensors. The

labels S1-S6 mark the six sensors in ascending order.

offset compensation section and an ADC. Inside the warm board, the signal from each SiPM passes

through a trans-impedance amplification stage and then it is split in two channels. One of the two

channels is connected directly to the DCR system, while the other is amplified and digitized before

being redirected to a Raspberry board for the IV curve measurement.

The Raspberry communicates via TCP protocol through LAN connection with the SMU, to set the

voltage for each point of the IV curve. It also retrieves and process the data from the warm boards

in order to generate the IV plot and calculate the results for each measurement on each SiPM. The
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Figure 5.3: Pictures of a warm board (left), a single daughter board (top) and a cold board (bottom).

The warm board is divided in a mother board and 15 daughter boards and is controlled by an Arduino

controller, while the cold board hosts the SiPMs, arranged in 5 PCBs of 6 units each.

Raspberry also communicates via UDP protocol to the PC station, in order to receive instructions

before starting the IV measurement and send back the results once the analysis is done.

For the DCR measurement the electronic chain is less complex, since the analog signals are simply

sent to the DCR sub-systems through flat cables. The DCR sub-systems is a FPGA-based counter with

charge discriminator which is used to count the events of each SiPM in a fixed time window. This

system is connected to the PC via LAN connection and they communicates via TCP/IP protocol. The

communication, the retrieval of the results and the data storage are all handled by a python script

running in the PC.

The PC station runs a LabVIEW VI (Virtual Instrument), which controls the mechanical stage,

the Raspberry operation, the DCR system and the interactions with the user. The user can have full

control on the tests in manual mode or either very shallow interactions with the interface in automatic

mode. The LabVIEW VI also handles all the side tasks like temperature monitoring, parameter setting,

data parsing and storage, result visualization, control of led luminosity and so on.

5.1.1 Cold boards

The cold boards represent the cold stage part of the CACTUS electronics. Each of these four

boards can host up to five PCBs, for a total of 30 SiPMs, and connects them to the warm electron-

ics (i.e. the warm boards), as visible in figure 5.1.
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The connection is based of micro-coaxial cables (Samtec FCF8-30-01-L-30.00-S), the choice of

these cables stems from the fact that they have a high density and they are suited for both low-noise

and cryogenic applications.

The cold boards are connected in a daisy chain configuration to the SiPM bias line, so there is

a small voltage drop between two consecutive boards. These drops are taken into account with a

correction factor introduced in the Python script running in the Raspberry, which handles the mea-

surement and analysis of the IV curve. This correction factor will be discussed more in detail in the

sub-section 5.2.1.

The bias line within each board is connected in a daisy chain configuration to the five PCBs in

common cathode configuration, so the voltage drops by small amounts by passing from the first to

the last PCB. These drops turned out to be negligible for the RQ and VBD estimations and do not

introduce any correction factor in the script.

Lastly, each cold board contains a Pt100 sensor to monitor its temperature.

5.1.2 Warm boards

Each of the four warm boards of the CACTUS system is a PCB controlled by a micro-controller

(ARDUINO MKR Zero) and it hosts the warm amplification stage together with a zero-calibration sec-

tion. The choice of the ARDUINO MKR Zero stems from its low cost compared to the performances:

the 48MHz clock speed processor of the micro-controller (SAMD21 Cortex®-M0+ 32bit low power

ARM MCU) permits to perform multiplexed tasks introducing a negligible delay for the time scale of

the single IV point measurements.

A single warm board is composed of 15 removable Daughter boards connected to a Mother board,

as visible in figure 5.3, and each daughter board contains the amplification stages for two SiPMs. This

modular structure permits to replace the least amount of hardware if a single channel develops some

failures in the amplification stage, or to use custom daughter boards to get different Gain values.

The working principle of a warm board is quite simple and is reported in the following. The cur-

rent signal coming from each micro-coaxial cable is amplified and converted to a voltage signal by a

trans-impedance amplifier (feedback resistor Rf = 50Ω) and then it is split in two lines: one for the

IV characterization and the other for the DCR measurement. Here we will focus on the IV line, since

the DCR analog signal is simply redirected as output through flat cables and sent directly to the DCR

subsystem, which is described in details in the sub-section 5.1.4. The current signal of each SiPM is

firstly amplified by a factor G1 and then split in two channels, one of which passing through another

amplification stage of Gain G2. These are the so-called high Gain channel and the low Gain channel,

the names stem from the different Gains (G1 for the low Gain channel and G1 ·G2 for the high Gain

channel) of the operational amplifiers. This choice was made to enhance the dynamic range of the

apparatus, because the signal in the low current region of the reverse IV curve is usually 2 to 3 orders

of magnitude smaller than the signal in the avalanche region. The high Gain channel gives a better

measurement in the low current region, but it saturates quickly at high currents, while the low Gain

channel is less precise in the low current region but it can measure higher currents. The current mea-

surement of every point of the IV curve is obtained combining these two signals where is possible,
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and using the low Gain signal only when the other is saturated. In forward polarization the difference

between high and low signal magnitudes is more prominent, but the usage of both channel serves

only for a better curve plot reconstruction, as the region of interest (the linear part of the IV curve)

can be measured with the low Gain channel with no lack of accuracy.

Another important feature to mention is the possibility to switch from forward to reverse mea-

surement: this operation do not only enables signal inversion, but also changes in the amplification

stages. Since the IV curve in reverse region has a different current scale w.r.t. the forward region (or-

der of m A in the linear part of the forward region, order of µA in the reverse region), the system is

designed to switch to higher Gains when set in reverse mode. The amplified signals are returned from

the daughter boards to the mother board and digitized by four ADC modules and the Arduino sends

these signals to a Raspberry SBC via serial communication.

Each Arduino controls its own warm board following the instruction received by the Raspberry

in the form of string commands. The four Arduino boards all run the same firmware coded in C

language, that is designed to perform different tasks depending on the received string:

• assign an ID to the hosting Arduino

• initialization of the Arduino

• enable or disable the zero calibration mode

• switch between forward and reverse mode

• acquire 100 measurement for each channel at 1kHz sampling frequency, then it performs the

average and the rms of the acquired data

• send the average and rms of each channel to the Raspberry

• send the Arduino ID to the Raspberry

• reset to default setup

5.1.3 Raspberry

The Raspberry unit is a Raspberry Pi 4 (model B, 2018) that runs a Python script which handles

the measurement of each IV curve, as it controls the Arduino boards in coordination with the SMU. It

is connected to an ASIC board together with the four reading circuits of the Pt100 sensors, as visible

in figure 5.4.

The ASIC board simply connects all the devices to an AC/DC converter, which is plugged on the

general power line of the lab, and connects each Pt100 reader to the Raspberry via serial communica-

tion.

As mentioned in the previous subsection, the script controls the four Arduino units by sending

command strings and it receives the digitized data of all the channels after each acquisition (i.e. each

point on the IV curve). The raw data is stored and processed in order to generate the IV plots before

sending the results of the IV curve analysis to the main PC station. The Raspberry is connected with
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Figure 5.4: Picture of the ASIC hosting the Raspberry unit and the four Pt100 reading circuits. The

ASIC board provides the bias power for all the devices and connects the four readers to the Raspberry.

the SMU and the PC station in a LAN network, and all communicates through string-based messages.

All the commands are custom strings, except for the SMU commands which follow the SCPI standard.

Besides the IV curve daemon script, which will be described more in details in the following, the

Raspberry also handles the Pt100 temperature measurements, by running a second Python daemon

that reports the temperatures of all the cold-boards to the main PC station every 5 seconds.

The IV curve script is structured in parallel threads, in order to remain in standby waiting for

commands from the PC station, execute the requested command when received and then return in a

standby state again, the threads are:

• IV control, which is the main thread

• sender UDP, which handles the outgoing UDP messages

• listen UDP, which handles the incoming UDP messages



102 Massive SiPM characterization

• SMU controller, which controls the source meter unit

• check serial ports, which constantly checks the Arduino boards serial connections

• Arduino controller (x4), which controls a single Arduino

• storage controller (x4), which stores the data acquired by a single Arduino

Values and parameters are passed among threads through custom data queues. With this modular

structure it is possible to pilot a single device, like one of the Arduino boards or the SMU, directly

from the PC station, using specific keywords before the command string. This feature can be used for

single-point measurements and it was important in the debug phase of this project.

The threads designed for the communications are sender UDP, listen UDP and check serial ports.

As suggested by their names, sender UDP and listen UDP are related to the UDP communication with

the main PC station. The first constantly checks all string output data queues from the (verbose) ac-

tive threads and send the strings to the PC. listen UDP is similar to sender UDP but it works in the op-

posite way, it reads the string command coming from the PC and redirect it to the main thread queue.

In standard automatic operation, all messages coming from the PC are sent to the main thread, but

there are some keywords that the user can put before the string command in order to communicate

with a single device only. These can be "ARDU N " with N being an integer in the [1− 4] range, to

control the N-th Arduino board, or "SMU " to pilot the SMU. When the string contains one of these

two keywords, the listen UDP thread redirects the command to the Arduino queue or the SMU queue

respectively. The last communication thread is the check serial ports, that monitor the four USB ports

of the Raspberry to check is a new Arduino is connected or if a previously connected Arduino is cur-

rently disconnected.

The SMU controller thread is the one responsible of controlling the SMU resource. The construc-

tor creates and initializes a sourcemeter object, among the other internal thread parameters. The

sourcemeter object represents the SMU resource and receives simple string-based commands:

• on to turn on the device

• off to turn off the device

• cfg to configure the measurement, the involved parameters are Vmax, Imax, tdelay,∆V and must

follow the "cfg" command all separated by a space character. Vmax and Imax are the full-scale

voltage and current values, tdelay is the time delay between setting a bias voltage and perform-

ing the readback measurement and ∆V is the threshold difference between the set and the

readback voltage values to consider the measurement valid (if |Vset −Vmeasured| >∆V the codes

returns an error).

• set to set a voltage bias Vset and measure the readback voltage and current. The Vset value (in

Volts) must follow the "set " command.

The Arduino controller thread handles a single Arduino resource and the data queue shared with

the related storage control thread. There are an Arduino controller active thread and a storage con-
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troller active thread for each of the four warm board during normal operation of the apparatus. This

thread receives string commands from the IV control thread, the commands can be:

• CFG, in this case the thread will automatically send a set of messages to the Arduino resource via

serial communication. These configuration messages are "reset" to reset the device to default

parameters, "zcaloff" to turn off the zero-calibration mode, "fwd" or "rev" to set the board in

forward or reverse configuration respectively and then "initmeas" to initialize the measurement

session.

• any other string message, in this case the string will be redirected to the Arduino device. The

thread then automatically reads the response and stores it into the storage controller queue

if it is a data string. The particular string "ARDUINO ID N OK" is the correct response after

and ID check from the N-th Arduino device, so in this case the thread refreshes its Arduino ID

parameter with the N value. If it is any other verbose string the thread redirects it to the PC,

then if a error or an unexpected message occurred, the thread sets an alarm flag.

The storage controller thread is related to the Arduino controller thread as mentioned in the pre-

vious paragraph. The storage queue, which is constantly checked by the thread, can contain verbose

strings or data strings. The main thread (the IV control thread) only sends verbose strings, which can

be "NEW ARDU ID" to refresh the ID of the associated Arduino device, or "IV FINISHED" to retrieve

the stored data and reinitialize the internal parameters. If the string is a data string, the thread recog-

nizes it comes from the Arduino controller thread. The data string contains one measurement for all

the channels of the associated warm board, for a total of 30 values (each with associated error). As the

storage controller receives a single data point measurements, it parses the channels and stores the

values in a data frame, according to some conditions. For each channel, the values are stored only if

more than 2/3 of the 100 acquisitions are successful and if the measured signal is in the (0,2300)mV

range. A zero is considered in saturation because is the expected behaviour of the ADC, while the

2300mV value stems from the saturation level of the trans-impedance amplifier which is 2.3V, the

saturation level of the ADC modules is designed to be the same of the amplifier but the tolerances of

these values sometimes gives as a result measured values slightly above 2300mV. At the end of the IV

measurement, the thread returns a pandas data frame to the IV control thread via data queue. The

data frame contains, for each point of the IV curve and for all the 30 SiPMs of the associated cold

board:

• the voltage and current values measured by the SMU

• the low Gain value with associated error (if not discarded)

• the high Gain value with associated error (if not discarded)

• the SiPM number

• the ARDUINO ID

• the step number within the IV curve
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IV control is the main thread of the program, as it handles the entire IV acquisition by coordinat-

ing the other threads and communicating with them through queues. This thread recognizes only

two messages from the PC: "SET IV" e "RUN IV". The first one is used to set the IV parameters such

as the connected Arduino devices, the path where to save the test data and results, the tdelay and ∆V

parameters discussed above in the SMU controller paragraph. These parameters must be included in

the command string after "SET IV " all separated by space characters. The "RUN IV" command de-

fines the start of the IV curve, it also need some parameters to be included in the string and separated

by space characters. These parameters are the temperature at which the measurement is done and

the polarization of the IV curve (to change the normalization Gain values accordingly), the Vmax and

Imax parameters discussed above, the IV curve voltage start Vstart and end Vstop, the number of steps

to perform Nstep and the voltage starting point of the fit Vstartfit. When the IV measurement begins,

the IV control thread configures the SMU and all the Arduino resources, with the parameters received

from the main PC station and then checks the Arduino IDs. The bias voltage is firstly set to 0V and

a data point is acquired, this will be used as an offset compensation in the analysis, then the SMU

voltage is set at the IV curve starting point. If the curve is in reverse polarization the SMU voltage

is increased gradually in ten steps from 0 V to the starting point. For each point of the IV curve, the

thread sets the SMU voltage and store the current and voltage read-back in the storage queue, then

it coordinates the acquisition of all the arduino devices and lastly it checks the measured point by

comparing the read-back and the set values of the SMU.

After the IV curve measurement the thread turns off the SMU, checks if the Arduino IDs are

changed, and saves the raw data returned by the storage controller threads, merged in a single data

frame. The general data frame is then passed to a custom function to be analyzed, together with

the parameters useful for the analysis. The structure of this function is described in the run-time data

analysis sub-section. The analyze function returns the results for each SiPM and stores the all IV curve

plots in a pdf file. The numerical results are sent to the LabVIEW VI of the PC station and printed on

the Raspberry shell. After the analysis is finished, the thread re-initializes the internal parameters and

returns in standby status, ready for the next IV curve.

5.1.4 FPGA-based counter

The FPGA-based counter, controlled by the main PC station with a custom Python script, is the

component related to the DCR measurement. We will also refer to it as the DCR system. The out-

put signal from each SiPM passes through a current integrator and a charge threshold stage, and the

charge threshold can be set as hard coded parameter. If the amplitude of an event is above the charge

threshold, the FPGA automatically increases a counter associated to the SiPM that generated that

event. The python script firstly configures the counters according to the selected threshold, then it

initializes the counters to 0 and waits for the specified time window before retrieving the results of

the counting measurements. The results are then stored and printed in the shell. This script can run

alone or automatically launched by the LabVIEW VI, and the results are converted in frequency val-

ues: the count for each channel is divided by the time window and by the active area of the SiPM, to

get the resulting DCR in mHz/mm2.
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A second version of the script was developed in order to calibrate the device, this script is similar

to the previous one but it handle only one SiPM and it repeats the measurement several times, scan-

ning the charge threshold over a user defined range. With this device is possible to measure the DCR

in an automatic way, but since we are not analyzing the single events, it is not possible to determine

the AP and the CT probabilities.

5.1.5 Mechanical stage

The lid of the dewar is attached to the slider of a mechanical stage, this allows to perform the ther-

mal cycles on the whole system of 120 sensors. The mechanical stage is divided in two components,

the electric actuator driven by a step DC motor and the step motor controller (SMC JXC91/Controller),

which is connected to the PC station through serial communication. The serial protocol is used only

for debugging or to work with the mechanical stage without using the LabVIEW main interface. The

controller is also connected to the LAN network, communicating with the PC station using Ether-

Net/IP protocol during normal operation of the apparatus.

Some specs of the mechanical stage are reported in the following table:

parameter range error

communication speed [10,100]1,Mbps -

slider positioning precision [0,600]mm 0.01mm

slider speed precision [8,30]mm/s 0.01mm/s

acceleration precision [8,30]mm/s2 1mm/s2

The controller can be controlled by the PC station via USB connection with the ACT controller

software, which is furnished by the vendor. This software permits to store a maximum number of

60 steps in the controller memory, each step being a complete set of parameters involved in a single

movement. Some important parameters are the target position, the maximum speed and accelera-

tion, the maximum pushing force and the positioning tolerance. The software permits also to select

a single point operation or perform loops with any number of points.

The LabVIEW VI communicates with the controller using 288 channels, divided in sets of 18

words, each with a length of 16 bit. The VI handles only 8 bit words, so the words are split or joined

when needed in order to communicate in compliance with the standards. The first of the 18 words

permits to select a step and define the state of the device. With this word is possible to turn ON or OFF

the servomotor, switch to a standby state, reset the alarms or make the slider return to the origin for

a re-calibration. The second word is used to enable or disable the data reading of each of the step pa-

rameters, this can be used to make the device insensitive to variation in certain channels. The third

word sets the operation mode switching between two cases, the recorded step mode and the define

step mode. In recorded step mode the controller performs the step selected in the first word, if it is

stored in memory otherwise it sets up an alarm. In define step mode the controller performs the step

defined by the following words, which together encode the full set of parameters described above in

the previous paragraph. In the first case these words are ignored, since the parameters are stored in

the controller memory.
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The interaction between the controller and the LabVIEW VI in the CACTUS apparatus is based

on the define step mode. This choice stems from the usage of the memory of the PC instead of the

controller, which makes possible to store far more than 60 steps. The step storage structure can also

be more complex, as it will be described in the subsection 5.1.7.

5.1.6 Other components

The other components of the CACTUS apparatus are listed in the following:

• The dark box containing the dewar, the electric actuator with warm boards, cold boards and

DCR system, the Raspberry board, a 100 L LN2 stock for refilling and the board for the Pt100

measurements. The controller of the actuator is placed outside the dark box since its switching

noise would compromise the DCR measurements.

• the four Pt100 sensors attached to the cold boards are connected to a temperature reading mod-

ule, which is connected to the Raspberry. A Python daemon script parses the data received from

the module and sends the resulting temperatures to the LabVIEW VI once every 5 seconds.

• The dewar (ARPEGE 55 liquid) has a capacity of 55L and is equipped with a LN2 level controller,

which deploys a sonar sensor to regulate the LN2 refilling system, maintaining the selected LN2

level with 0.5cm (nominal) precision. Some specs of the dewar are: 378mm internal diameter,

675 internal height with up to 425cm of liquid phase

• Few centimeters above the dewar aperture there is a LED illumination system, which is used to

control illumination inside the dark box during the IV curves. The system is placed close to the

aperture in order to get the desired illumination also in LN2, by leaving a small gap above the

dewar after immersion. Two strips of LED are placed at the opposite sides of the dewar and are

controlled by an Arduino MKR zero, which runs a custom C firmware and is connected to the PC

station. The illumination is automatically controlled by the LabVIEW VI during measurements,

by launching a simple Python script that interact with the Arduino via serial communication.

• As mentioned in the general description of the CACTUS apparatus, the SiPM PCB IDs are en-

coded in QR-codes (sometimes data matrices) that are printed on the back of the PCB. These

codes can be read by an infrared laser scanner connected to the PC station. The scanner is

connected to the PC as a USB device and acts as an external keyboard.

• The power supplies all share the same ground together with the SMU, except for the LED sys-

tem which has its own electric chain because its connections are distant from the boards and do

not influence the measurements. The warm boards need a both positive and negative Voltage

supplies, respectively V+ = 7 V, V− =−5.5 V. In the CACTUS apparatus, there are two DC power

supplies (IPS3303S and RS-D3305P) and each one is connected to two warm boards in parallel.

The DCR system controller is simply plugged to the power line of the laboratory like the Rasp-

berry or the PC, while the FPGA-based counter is connected to a DC power supply (EX354D, set

at VbiasFPGA = 7.6V )
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5.1.7 PC station and LabVIEW interface

The PC station is the central component of the apparatus, as it controls all the other components.

In a similar way, the LabVIEW VI running on the PC station is the master process w.r.t. all the chain

of slave processes in the other devices. All the other codes are either sub-codes that are launched

by the interface in autonomous way or daemons interacting with the interface. The former are the

Python scripts used for DCR measurement and LED control. The latter are the two Python scripts

in the Raspberry board: one to manage the IV curve measurements and the other used to monitor

the temperatures of the cold boards. The final validation of results is performed by the LabVIEW

algorithm, but all the data analysis is done by the Raspberry daemon, and the DCR results are directly

returned by the related Python script.

The main interface is a finite-state machine that perform some automatic tasks as it starts run-

ning, before entering in the main exec test state that actually performs the measurements. The single

tasks or measurements are labelled as tests and each test has its own graphical interface in a sub-

panel, these tests are also structured in a finite-state machine that is nested inside the exec test state.

The finite-state machine fashion is not only coherent with the general structure of the interface, it

also has a correlation with the actual measurements, as visible in figure 5.5.

Figure 5.5: Screenshot of the upper part of the main LabVIEW interface. The MAIN CONTROL sec-

tion permits to choose the test to perform, the FWD/REV SELECTION cluster permits to select the

polarization of the IV curves. The CBs temperatures cluster shows the temperatures of the four cold

boards, the LED resource section controls the LED luminosity while the Mechanical Stage (MS) cluster

is related to the mechanical stage. The interface also shows the test sequence chosen by the user (or

the default one if none are chosen) and the log of the previous tests. On the bottom of the screenshot

is visible the upper part of a tab control, and the pages are related to the single test types.

As the algorithm starts running, it checks the connections with the peripheral devices and con-

figures the parameters using JSON files to load the last configuration used, if there was any saved,

otherwise it skips to the next part with default parameters. The interface is structured in order to save

the current state of the machine every time a test is finished, saving the list of performed tests with re-

lated results (where it makes sense) and re-starting from the first unfinished one. The multiple JSON

files generated for this purpose are divided in groups and saved in related folders, the TEST LOG in

the front panel is also saved and loaded in the same manner.

After the initial automatic configuration there is a second configuration phase in which the user

can chose the tests that wants to perform, the parameters involved in each test and set parameters

to identify the measured SiPMs. The latter include the load number, which refers to the group of 120
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SiPMs tested in a single measurement session, and the SiPM type. A CHECK SETUP AND CONFIRM

page is opened by the interface automatically, showing the parameters used the last time the interface

was launched (if there are any, otherwise it will show default parameters) as in figure5.6.

Figure 5.6: Screenshot of the CHECK SETUP AND CONFIRM page, which is automatically opened by

the LabVIEW VI after the first automatic setup configuration. Here the parameters involved in the

measurements can be manually set or load from a text file before being submitted. After the setup

submission, these parameters are automatically stored in a JSON file in order to fill the page in the

next run.

The list of selected tests is used only in AUTO mode, as it sets which tests to automatically per-

form and in which order, while for the MANUAL mode each test is selected at run time before it is

performed. For the IV curve parameters, it is possible to create a custom number of IV curves, defin-

ing for each of them the name and the parameters involved in the measurement. These parameters

are Vmax, Imax, Vstart, Vstop, Nstep and Vstartfit and were discussed before in the IV control paragraph of

sub-section 5.1.3, they must be defined for forward and reverse polarization, both at room tempera-

ture and LN2, for a total of four sets of parameters for each IV curve. The thermal cycles follow the

same principle: the user can define any number of thermal cycles by specifying a name, a movement

speed value, a 2D array with target position Y and time delay t for each displacement and a number

of cycles Ncycles. For each point in the array, the slider will go to position Y (mm from the bottom)

and then wait t seconds, and after finishing the steps the apparatus will repeat the sequence of dis-

placements Ncycles times. All the mentioned parameters can also be uploaded from a txt file. It is also

possible to select the number of enabled boards, in order to perform measurements with less than

120 SiPMs. In the setup interface is possible to select only one thermal cycle and one IV curve, since

it is designed to perform one test per each test type in manual mode, while for the auto mode there is

a numeric value for each test which define the type of IV curve for the IV curve (ROOM) and IV curve
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(LN2) tests and the type of thermal cycle for the Thermal cycles test.

The complete set of test is listed in the following, ordered as in a typical measurement session

(except for repetition of measurements).

• Check setup test is another check on the connections with the Raspberry and with the controller

of the mechanical stage. This task is already performed automatically by the algorithm as it

starts running but (that is why it is grayed out in figure 5.5, to highlight the fact that at the

beginning of the measurement session this test was already performed once), but it is possible

to perform it again both in MANUAL mode and AUTO mode.

• Scan SiPMs is the test related to the reading and storage of the SiPM IDs. As mentioned in the

beginning of this section, the SiPMs are arranged in arrays of 6 units on custom PCBs, each

PCB is marked with a QR code or a data matrix (sometimes both) that identifies its ID. This

test has a visual representation which resembles a cold board (in order to be more intuitive

for the user) as shown in figure 5.7. As the test starts the PC cursor is automatically pointed

to the first array of the first (enabled) cold board, indexed in the top left of the figure. From

here, the user can start scanning the PCBs as it mounts them in the cold boards (in ascending

order), the algorithm automatically fills the array ID indicator and passes to the next one in

ascending order. The interface is filled dynamically as the user scans the PCBs, it is possible to

navigate manually among arrays and cold boards by selecting them with the cursor, and when

the scanning process is done the user is asked to check the resulting IDs.

Figure 5.7: Screenshot of the Scan SiPMs panel related to the homonym test. Each strip reports its

ID on the top and contains the results of the measurements for the SiPMs mounted on it. The single

SiPM boxes turns red if the results are out of specs and light blue if the results are in specs, here the

boxes are filled with dummy values to show both the possible outcomes, but the tested SiPMs which

are out of threshold were less than 0.1%.

Below the boxes with the array IDs there are 6 white boxes in the green arrays that correspond
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to physical SiPMs in the PCB, these boxes will be filled with the results of the measurements as

soon as they are available to the interface (i.e. after the first IV curve or DCR measurement).

Furthermore, the black corners of each box will turn blue if all the result are in specs, red if any

result (RQ, VBD or DCR) is out of specs.

• The Go to position test permits to perform single displacement of the slider. This test is related

to the Mechanical Stage page in the sub-panel of the interface, which is reported in figure 5.8.

Figure 5.8: Screenshot of the Mechanical Stage panel related to the Go to position and Thermal cycles

test. This panel contains a plot which shows the position of the slider and the temperatures of the

four Pt100 sensors versus the elapsed time in seconds (w.r.t. the beginning of the first measurement).

The plot is updated run time during the tests and can be reset or saved in any moment. The panel

contains also a cluster of controls and indicators to drive and monitor the slider.

The sub-panel contains a plot which shows the position of the slider and the temperatures of

the SiPMs for each cold board as functions of the time elapsed from the beginning of the test.

The plot has a single y axis scale that is intended in mm for the slider and in °C for the temper-

ature, a multi-scale plot would solve the issue but it would also make the zooming procedures

less intuitive. Near the Plot there is a cluster of controls and indicators which are used to pilot

the mechanical stage in MANUAL mode and monitor its state during displacements. It is possi-

ble to set some predefined positions or to go to the desired position expressed in mm, a virtual

slider on the right will show the current position and the speed is set to 8mm/s which is the

minimum specified by the vendor.

• The Thermal cycles test is used to perform controlled immersions in LN2, each followed by ex-

traction and heating phase. The whole process is called thermal cycle and it is used to validate

the resilience of the sensors under thermal stresses, normally performing multiple thermal cy-

cles to the same sample. As discussed before, the user can define any number of thermal cycles,

each one with a finite number of displacement at constant speed ( 8mm/s) separated by some

time delays. The test starts, the apparatus performs the cycle previously selected in the setup

page and then repeats it for Ncycles times. This test is related to the same panel of Go to position
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test, as reported in figure 5.8.

The monitor cluster is the one described in the previous point. (figure 5.8), but this time the

thermal cycles sub-cluster is enabled and the go to position sub-cluster is disabled. In the ther-

mal cycles sub-cluster there is the target position, the time delay to wait before performing the

displacement, the step number and the cycle number.

• IV curve (ROOM) and IV curve (LN2) are the test related to the IV curve measurements and are

associated with the same page in the sub-panel, like in the case of the mechanical stage. A

single IV curve in the setup contains parameters for both the IV curve at room temperature and

the IV curve at liquid nitrogen temperature. These parameters are not divided in two separated

curve setups because in a typical measurement session they are both present, separated by the

immersion, so the interface is designed to reduce the chances of launching an IV curve with the

wrong temperature setup.

The IV curves is divided in two test logs, one related to the IV curve measurement that the

apparatus is currently performing and the other for the previous IV curve, as visible in figure

5.9. These logs show in both cases the messages from the Raspberry script and are used to

check if any error is occurred in the IV measurement.

Figure 5.9: Screenshot of the IV CURVE page related to the IV curve (ROOM) and IV curve (LN2) test.

This panel contains the two logs of the current and the previous IV curve, these logs are the output of

the Raspberry script which performs the measurement and returns the results.

After the IV curve is finished, the results are sent to the main interface by the Raspberry and they

appear in the text log. The LabVIEW algorithm extract these results and compare the values

with a threshold (that can be set in the setup phase) in order to validate them, before storing

these values in a text file. The results then appear in the white boxes of the Scan SiPM page

divided per position, array and cold board as mentioned above in the discussion of the Scan

SiPMs test.

• The DCR measurement test is the one related to FPGA-based counter system. The LabVIEW

algorithm initially sets off the servo motor of the mechanical stage to eliminate the related
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switching noise, and then sets the SMU voltage bias Vsmu =<VBD >+VOV where <VBD > is the

average breakdown voltage measured in the IV curve at LN2 temperature and VOV is the over-

voltage selected by the user. The LabVIEW VI launches automatically the DCR script passing

as arguments the ID of the SiPM arrays, ordered from left to right inside the single cold boards

and from the cold board 1 to the cold board 4. The script returns the DCR values for each SiPM

of each array to the main interface and also stores these results in a txt file. The log of the DCR

measurements is visible in the related page on the main interface panel, as visible in figure 5.10.

Figure 5.10: Screenshot of the DCR measurement page related to the homonym test. This panel con-

tains the log of the DCR measurement performed by the related Python script, which is automatically

launched by the LabVIEW VI.

• other tests are standby and TEST FINISHED. The former is the standby state of the interface,

which can be used to let the interface wait for a user input while in AUTO mode (in MANUAL

mode the interface goes to standby automatically after any test). The latter is used to save the

test results and the state of the machine before closing the interface, it is only used to repeat the

saving procedure to ensure that the algorithm has stored the data.

5.2 Run-time data analysis

This section covers the analysis of the data measured by the CACTUS apparatus. The analysis is

performed at run time for both the IV curve and the DCR measurement, by the Python scripts running

on the Raspberry and the PC, respectively.

5.2.1 IV curve

The IV curve analysis is encapsulated in a class method used by the Raspberry Python script. The

function takes as arguments the four data frames related to the four cold boards as discussed in the

previous section. One data frame contains the voltage Vsmu and the current Ismu measured by the

SMU, the voltage measured by the ADC channel of the warm board VADC and its error ∆VADC for all
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the SiPMs in the related cold board, and for all the points of the IV curve. Starting from the raw data,

the function is able to extrapolate the RQ and VBD values by fitting the plots and returns the results to

the main thread.

The first operation is to subtract a correction factor to all the Vsmu, this factor stems from the

voltage drop ∆Vbias across the electric path from the SMU to the first warm board, which has as a

resistance Rbias.

Vsmucorrected =Vsmu −∆Vbias =Vsmu −RbiasIsmu

The bias line has a different effect depending on how many boards are connected, and the value of

Rbias is changed to take account of this effect. The values of Rbias measured during the calibration of

the apparatus in the cases of 1, 2 ,3 and 4 Boards connected are respectively 0.359Ω, 0.553Ω, 0.573Ω

and 0.503Ω. After this correction, the first point of each IV curve is used as an offset compensation for

the others: before starting the measurement, the Raspberry daemon sets the SMU voltage source to

0V and launches a measurement of the Arduino boards to be stored as first IV curve point, so the first

point represents the measurement without bias. For each SiPM, the voltage measured by the ADC

channel in the first point VADCoffset is subtracted to the values VADC measured in all the other points,

then the first point is removed from the array of values. These voltages are then converted to current

values IiPM by dividing for the channel Gains2.

ISiPMlow =
VADC −VADCoffset

Glow
, ISiPMhigh =

VADC −VADCoffset

Ghigh

The Gain values are reported in the table 5.2.

polarization low Gain value high Gain value

forward (50Ω) ·10 ·1.2 = 600Ω Glow ·6 = 3600Ω

reverse (50Ω) ·10 ·101 = 50500Ω Glow ·11 = 555500Ω

Table 5.2: Gain values for the high and low Gain channels in forward and reverse polarization. In

these Gains also the feedback resistor of the trans-impedance amplifier is included, for this reason

they are expressed in ohms instead of being adimensional. The Arduino board returns the measured

signals in mV , so this conversion gives the related currents in mA

The algorithm discards the invalid measurements, and takes the average between the high Gain and

low Gain values if they are both available. The IV point would not have been existed in memory if

both the measurements were invalid, since the storage control thread stores only IV points with at

least one valid measurement, so this case is not foreseen by the algorithm.

ISiPM =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

ISiPMlow, if ISiPMhigh = 0

ISiPMhigh, if ISiPMlow = 0

ISiPMlow+ISiPMhigh

2
, otherwise

If the valid measurement is the low Gain value, its simply means that the high Gain value is saturated

2as mentioned in the previous section, each SiPM has a high Gain and a low Gain channel associated to it
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as expected at some point of the IV curve, but if the only valid measurement is the high Gain value

then the the algorithm sends an alarm to the main interface. This because the signal of the high

Gain channel is the same of the low Gain channel for the same SiPM, it only passes through another

amplification stage, so if the low Gain measurement is invalid (while the high Gain channel works

properly) there must have been a problem with the acquisition of the signal.

Finally, a third correction is applied to all the SMU voltage values Vsmucorrected in order to take

into account the voltage drops between consecutive cold boards ∆Vcold and the voltage drop in the

connection between the SiPM anode and the related ADC channel of the warm board ∆Vchannel. The

∆Vcold voltage value depends on which couple is considered, since the cold boards are connected in

a daisy chain configuration to the SMU, as depicted in the circuital scheme of figure 5.11.

Figure 5.11: Circuital scheme of the electrical connections of the cold boards. The source meter fur-

nishes a bias Vsmu and measures the current Ismu, which passes through the resistor Rbias. The yellow

boxes are the four cold boards connected in a daisy chain configuration, the intrinsic resistance of

the inner connections are labelled as Rbypass and the boards are biased at the voltages V1, V2, V3 and

V4 respectively. Inside e a single board, the SiPM slots are depicted as blue boxes and are connected

in a daisy chain configuration to the power line in arrays of 6 units. The bypass resistors between

the SiPM arrays and between the SiPMs in a single array are unknown, so they are not named in the

scheme. The voltage drop on the output line from the SiPM to the warm board ADC channel ∆Vchannel

is evaluated starting from the current ISiPM that enters the trans-impedance amplifier. These currents

passes through the coupling resistor Rcoupling and through the micro-coaxial cables that connects the

cold boards to the warm boards, which have a measured resistance Rcable.

Since also the SiPMs inside the cold board are connected in a daisy chain to the bias line, we can

define a parameter ∆VSiPM, similar to ∆Vcold, that represents the voltage drop between consecutive

SiPMs inside the single cold board. The ∆VSiPM values are lower than the precision of the instrument

used in the calibration phase, so they introduce a negligible error on the final results and will not be

taken into account in the following calculations.

The three bypass cables shown in figure 5.11 have approximately all the same resistance Rbypass =
0.095Ω, that was measured during the calibration phase of the apparatus. A precise evaluation ∆Vcold

is not possible, since the calculations would include the resistance of the SiPMs which is the quantity
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to measure, but ∆Vcold can be estimated with negligible error after making an approximation. The

current Ismu is considered to be divided in equal currents
Ismu

4
across the four cold boards branches,

this approximation is valid since Rbypass is negligible with respect to the resistances of the cold boards.

Under this approximation, the current passing through the first bypass cable is 3
4

Ismu, while 1
2

Ismu

passes through the second cable and 1
4

Ismu through the third cable. As shown in figure 5.7, the i -th

cold board is biased at the voltage

Vi =Vsmucorrected −
IsmuRbypass

4

∑︁i−2
j=0 (3− j )

Vi =Vsmu − IsmuRbias −
IsmuRbypass

4
[
∑︁i−2

j=0 (3− j )].

where i ∈ [1,4] and the sum is considered equal to zero if i = 1.

The analysis function uses a more general expression for Vi that takes into account also the actual

number of connected cold boards NB which can be less than 4:

VNB,i =Vsmu − IsmuRbias − IsmuRbypass{[
∑︁i−1

j=0 (1− j
NB

)]}

where i ∈ [1, NB]. The boards must be always connected starting from the first free slot and following

in ascending order, otherwise the correction factor would be underestimated.

The voltage drop ∆Vchannel between the SiPM anode and the related ADC channel of the warm

board can take a different value for each sample and it can be estimated from the current that enters

the trans-impedance amplifier, which corresponds to the ISiPM value mentioned above. These elec-

trical connections can be schematized with a coupling impedance Rcoupling = 50Ω (nominal) in series

with the resistance Rcable = 2.05Ω (measured) of the micro-coaxial cable that connects the cold board

channel to the warm board channel. The resulting voltage drop is

∆Vchannel = ISiPM(Rcoupling +Rcable)

From now on we will refer to the current passing through the n-th SiPM of the i -th cold board as

Ii,n. Putting all the corrections together we can estimate the bias voltage for the n-th SiPM of the i -th

cold board in a system of NB total cold boards as

VNB,i,n =Vsmu − IsmuRbias − IsmuRbypass[
∑︁i−1

j=0 (1− j
NB

)]− Ii,n(Rcoupling +Rcable)

where i ∈ [1, NB] and n ∈ [1,30]. Using the definitions of voltage drops made above in this sub-section,

the equation can be written as

VNB,i,n =Vsmu −∆Vbias −∆VcoldNB,i
−∆VchannelNB,i,n

The factors subtracted to Vsmu are the same used above, but now the dependence on the board num-

ber i , the SiPM number n and the total number of boards NB is explicit. The first term ∆Vbias is a

general term which is the same for all the SiPMs, the second term ∆VcoldNB,i
is the same for all the

SiPMs inside the same cold board as it not depends on n, while the third ∆VchannelNB,i,n
term can take

a different value for each SiPM. These corrections are set to zero at LN2 temperature because the re-

sistance of the cables and interfaces drop significantly at cryogenic temperatures and the corrections
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become irrelevant. The NB, i and n indexes will be dropped from now on, since the analysis is per-

formed on the same way on the corrected parameters of each SiPM of each cold board and the total

number of cold boards does not influence the analysis.

For each SiPM, the resulting parameters of the IV curve are the voltage, current and the error on

the current, for each valid point. The single steps of the forward IV curve analysis are listed in the

following, in order of execution:

• the function firstly draws an error bar plot of the IV curve, an example is visible in figure 5.12(a),(c).

Figure 5.12: Example of four plots produced by the CACTUS apparatus after the IV curve analysis. The

plots show the I(V) function in forward polarization and reverse polarization, both at room temper-

ature (a, b) and at LN2 temperature (c, d). The red line in the forward polarization plots defines the

linear fit. In the reverse polarization plots, the blue line is the I(V) function, the green dots represents

the f (V ) = I−1 d I
dV

function, while the green line is the 5th degree polynomial fit and the red line is the

final 2nd degree polynomial fit around the initial VBD guess. The vertical yellow line marks the final

VBD estimation.

• the IV points outside the fit range selected by the user are removed from the arrays containing

the voltage and the current values

• the function performs a linear fit on the data using a first degree polynomial function of the

numpy library
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• finally, the function takes the reciprocal of the fit slope to get the RQ value of the SiPM.

The related error associated to the final result is 6%, this value stems from tests performed in the

calibration phase which showed that by disconnecting and reconnecting the bias line cables, the re-

sistance of the resulting electrical interface on the connectors can differ from the previous one by

few Ohms. The uncertainty associated to the error propagation on the fit procedure is negligible with

respect to these differences, for this reason error is set to 6% as an empirical value to avoid underes-

timations.

As for the forward case, the following list describes in detail the single steps of the reverse IV curve

analysis, following the execution order.

• The function draws an error bar plot of the IV curve as in the forward case, this time in logarith-

mic scale. This plot is helpful for the user to check the stored IV curves a posteriori but it has no

influence on the ongoing analysis.

• The function then numerically calculates the normalized derivative f (V ) = I−1d I /dV , which

has a maximum in the break-down point VBD.

• The derivative function shows some spikes in the points where the initial function I (V ) presents

discontinuities, this can be an issue for the search of the maximum because some spikes could

exceed the amplitude of the signal at VBD. The discontinuities in the starting IV curve could be

invalid points or in general generated by a high noise level with respect to the standard condi-

tions. The noise could be reduced by a smoothing function, but the position of the maximum

would then be subjected to an approximation error, so the algorithm simply removes from the

derivative data array the points with amplitude higher than a (user defined) threshold. The am-

plitude of the derivative function at VBD is unknown so the measurement were performed with

a conservative threshold (200V−1 which is the double of the highest value ever measured in the

calibration phase).

• The algorithm performs a polynomial fit pf(V ) of the function f (V ) on a fit range [Vstart_fit,Vstop],

then searches the maximum on this curve to get a first estimation of the breakdown voltage

max(pf) = pf(VBD).

• The first estimation of VBD could be subjected to errors due to the noise in the initial IV curve,

which could generate artifacts in the polynomial fit. Furthermore, VBD is related to the quan-

tization error of the x axis that is a discrete array of voltage values with Nstep points which is

a (user defined) parameter, this can be raised to achieve more precision but it also decreases

the speed of the measurements. For these reasons, the analysis function isolates a range of

Nrange = 24 points around the first estimation of VBD and performs a second degree polynomial

fit on f (V ). The final estimation of VBD is the maximum of this second fit function. Since the

error propagation gives an underestimation of the actual uncertainty on VBD, the function takes

the empirical related error of 0.25%.

• The previous two points are performed again with different ranges if the resulting VBD value

falls at one of the fit extrema or in the low current region. If a valid VBD value is not reached
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after 10 iterations, then the function prints a warning and keeps the VBD value from the last

iteration.

An example of the IV curve plots in forward and reverse polarization is visible in figure 5.12.

The results of VBD(RQ) of the reverse(forward) IV curve for each SiPM are returned from the anal-

ysis function to the main thread of the Raspberry board, which sends them to the PC interface to be

displayed and stored as mentioned in the previous section.

5.2.2 DCR measurement

The DCR measurement, as already described in the previous section, is performed by a FPGA-

based counter, which is controlled by a Python script. The script can either be launched alone or by

the VI, in the second case the interface will automatically retrieve the DCR results from the prompt

after the measurement is done. The FPGA counters are constantly counting the signals above a cer-

tain charge threshold Qth as long as the bias is on, restarting from zero when the number of events

Nev reaches its upper bound, which is the maximum 32 bit unsigned integer. The script firstly assign

to Qth the value defined by the user, which is hard coded in the script, and then resets Nev to 0. After

a time window tacquisition (which is defined by the user) the script retrieves Nev for each channel and

calculates the DCR value for each SiPM

DC R =
1000×Nev

tacquisition ASiPM

where ASiPM is the active area of the SiPM in mm2, tacquisition is expressed in s and the DCR in mHz/mm2.

The script takes as arguments the ID codes of the SiPM arrays and returns the DCR results speci-

fying the SiPM number for each array ID. The SiPM index goes from 1 to 6 and represents the location

of the SiPM inside the array, from top to bottom.

5.3 Test procedure

This section contains a detailed description of the procedure adopted to perform the tests. The

first subsection is related to the calibration phase that was performed before starting the first mea-

surement, this procedure is meant to be repeated only if the apparatus is modified. The second sub-

section describes a standard measurement procedure, discussing the single tests in the order in which

are performed.

The apparatus was used to characterize (mainly) two types of SiPMs, i.e. the FBK and HPK models

selected after the first single-unit characterization phase, and some tests involve a different set of

parameters depending on the measured model. In the aforementioned cases there will be a separated

description for each model.

5.3.1 Calibration

The following list contains a detailed description of each step performed in the calibration proce-

dure.
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• The first calibration on the CACTUS apparatus was performed along with the implementation

of the electronics. The first tests was performed with a single warm-cold board system, for a

total of 30 SiPMs. The amplification stages were calibrated for each channel of the warm board

before mounting it in the apparatus, this procedure was performed separately for each of the

15 amplification cards discussed in the first section of this chapter. After mounting the first

warm board and checking the correct operation of each channel, the procedure involved the

Arduino board calibration, in order to set the working parameters for single point measure-

ments. The optimal parameters found in terms of precision and speed are N = 100 acquisitions

with the sampling frequency fs = 400Hz. With these parameters, the Arduino board is capable

to perform a multiplexed acquisition of the four ADC modules in a time tacquisition = 1s. The

time tacquisition is the duration of a single current acquisition in the IV curve measurements also

in the four warm board case, since in the CACTUS apparatus the Arduino boards work all in

parallel.

• Once the single point acquisition was calibrated, the second step was the calibration of the

whole IV curve measurement both at room temperature and at LN2 temperature. To complete

the calibration of the single IV point, the first step was setting the parameters related to the

SMU. Before beginning the first IV curve tests, a set of preliminary values for the tdelay and ∆V

parameters was tried, and these parameters were then adjusted as the test were going, resulting

in the final values tdelay = 1s and ∆V = 0.1V. With these parameters we get a total duration for

the single IV curve point measurement of tmeasure = tdelay + tacquisition = 2s.

The same approach was used for the IV curve measurement parameters Vmax, Imax, Vstart, Vstop,

Nstep for both the SiPM models in forward and reverse polarization, obtaining the final values

listed in the tables 5.3.

parameter
HPK model FBK model

forward reverse forward reverse

Vmax 5V 60V 5V 50V

Imax 700mA 50mA 500mA 50mA

Vstart 0.4V 50.4V 0.4V 32.0V

Vstop 1.2V 51V 1.2V 32.6V

Nstep 40 60 40 60

Vstartfit 0.7V 50.5V 0.7V 32.05V

Table 5.3: values of the parameters for the IV curve measurement at room temperature for the HPK

and the FBK models. These are indicative values as some of them were slightly changed during the

characterization campaign, due to unexpected fluctuations of the VBD values for SiPMs of the same

model.

The table 5.4 is similar to the previous one but it contains the parameters used at LN2 temper-

ature.

Most of the parameters are different for the HPK and FBK models, and some loads of the same
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parameter
HPK model FBK model

forward reverse forward reverse

Vmax 5V 50V 5V 30V

Imax 500mA 30mA 500mA 30mA

Vstart 0.6V 40.8V 0.6V 26.4V

Vstop 2V 51.6V 2V 27.2V

Nstep 40 80 40 80

Vstartfit 0.6V 40.9V 1.4V 26.5V

Table 5.4: values of the parameters for the IV curve measurement at liquid nitrogen temperature for

the HPK and the FBK models. These are indicative values as some of them were slightly changed

during the characterization campaign, due to unexpected fluctuations of the VBD values for SiPMs of

the same model.

model showed a small deviation on the VBD value, which means that they must be character-

ized using a different set of parameters, at least in reverse polarization. For these reasons the

LabVIEW VI was designed to store a custom number of IV curve setups, even if almost all the

tested SiPMs were in specs and the changes in the parameters were smaller than 2%.

The IV curve tests were performed for the same SiPMs with both the CACTUS apparatus and an

external source meter, which was used as a reference device to validate the results. These tests

initially showed some discrepancies in the results for the two devices, so a series of additional

measurements was carried on to refine the calibration parameters mentioned in the previous

section. The resulting values of these calibration parameters are listed in the table 5.5.

parameter value

Rbypass 0.095Ω

Rcable 2.05Ω

Rbias [0.359,0.553,0.573,0.503]Ω

Table 5.5: values of the correction parameters found during the calibration of the apparatus and men-

tioned in the description of the IV curve analysis of the previous section. The Rbias parameter depends

on the number of connected cold boards, so it is represented as an array of four values related respec-

tively to 1, 2, 3 and 4 connected boards.

The last calibration to mention for the IV curve measurements is related to the illumination

of the samples. The SiPM current signal in reverse polarization is strongly dependent on the

illumination of the samples. In low illumination conditions the amplitude of the SiPM current

becomes too small to estimate the VBD value. If, on the other hand, the illumination is too high

the channel saturates before reaching the breakdown region and the results are compromised.

Furthermore, the measurement could fail if the VBD value of the related sensor is close to the

extrema of the fit range, because the fit has not enough points around the maximum to retrieve

a valid result.

The LED system described in the previous section allows to get a fine control on the illumina-
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tion on the samples. The dark box is kept always closed when performing the measurements,

and the LED luminosity is controlled by an Arduino board which is controlled from the PC sta-

tion by the LabVIEW VI. The lid of the dewar is left at 5 cm from the dewar aperture during

LN2 IV curve measurement, in order to illuminate the SiPMs with the external LED strips while

maintaining them in the LN2 bath. The illumination conditions used at room temperature are

different from the ones at LN2 temperature since a smaller portion of the cold boards is exposed

to the LED light when the system is in LN2.

• For what concerns the LN2 immersions and the thermal cycles, the first calibration involved the

speed of each displacement, which was set to 8mm/s which is the minimum value furnished

by the vendor. This speed is still too high to avoid thermal shocks of the samples in a single

displacement, so the immersion is divided in different displacement, divided by custom time

delays. Different speed profiles (i.e. 2D arrays of positions and time delays) were tried before

selecting the one which minimize the immersion time without causing abrupt changes in the

temperature. The speed profile used for the actual SiPM characterizations is designed to per-

form the whole immersion in 20 minutes, as shown in figure 5.13.

Figure 5.13: Example of a single LN2 immersion speed profile, in which are visible the positions of

the mechanical slider (green) and the temperature of one of the cold boards (blue) versus the elapsed

time.

The last calibration involved the heating process on the thermal cycles. During the thermal

cycles, the samples are usually left at room temperature for around 10 minutes to raise the

temperature at least above 0 °C before the next immersion, but at the end of the last immer-

sion the samples must reach the actual room temperature and be dried properly, and this ther-

malization would take around 2 hours in standard temperature and humidity conditions. The

CACTUS apparatus contains a heating system of resistors placed above the cold boards to ac-

celerate the thermalization process, in this way it is possible to pass from LN2 temperature to

room temperature in less than 10 minutes (without thermal shocks).
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• For the DCR measurement the calibration involved searching of the 0.5p. e. charge threshold

for the analyzed SiPM models and reducing as much as possible the noise. The threshold of

the charge discriminator Qth can be set in the Python script related to the DCR measurement

ranging from 30ke up to 20Me. The Qth value corresponding to 0.5p. e. was found for each

SiPM model using a Python script similar to the one used for standard DCR measurement. This

script performs a series of DCR measurements with a single channel, scanning the Qth value in

a range defined by the user, and producing the related DCR vs Qth plot. In this plot the DCR

value drops significantly at integer p.e. values, so the charge amplitude was set as half of the

1p. e. value, which corresponds to the first DCR drop.

For what concerns the noise reduction, the strategy was to keep all the switching noise sources

outside the dark box. The controller of the mechanical stage is also placed outside the dark box

and the servo motor is turned off before any DCR measurement. The shielding in the electrical

connection between the Mother boards and the DCR sub-system is achieved with twisted pair

flat cables, using a ground line and a signal line for each of the twisted pairs.

5.3.2 Measurements

The following list contains a detailed description of each step performed in a standard measure-

ment procedure.

• Setup and measurement configuration

Turn on the apparatus and select the parameters involved in the measurements depending on

the SiPM model, activate the automatic LN2 refill (which is off during the measurements to

reduce the switching noise) and clean the SiPMs.

• ID Scan

the first test performed with the LabVIEW VI is the ID scanner. The user scans the QR code and

the data matrix (if both present) of each PCB before mounting it in the cold board, starting from

the first PCB of the warm board 1 and proceeding in ascending order for the others.

• IV curve at room temperature

The first measurement is the IV curve at room temperature, using the parameters selected in

the setup phase. If some of the measurements fail, this test is repeated until all the SiPMs are

correctly characterized. In some cases the SiPMs belonging to the same load show a spread on

the VBD values up to 1V, in these cases the range can be extended but there is a trade-off to

make. The range of the curve cannot be extended a priori, because the precision of the results

would suffer if the number of points remains the same, while the time involved in the measure-

ment would increase if the number of points increases. The limited precision of the SMU also

places some restrictions, imposing a threshold Nmax on the number of IV curve points at a fixed

range: if two consecutive points are too close in terms of bias voltage, the SMU is not able to

distinguish them and the resulting IV curve plot will show discontinuities that can compromise

the fit. In most of the cases the measurements where performed using an extended range with
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more points to preserve the precision, or repeated for two different parameter sets to achieve

at least one valid measurement per SiPM. In some rare cases this trade-off has no solution, be-

cause the spread in the VBD value is too high and the drain current of the amplification stages

reach the limit of the DC power bias of the warm boards, introducing distortions in the signals,

in these cases the PCBs with atypical VBD values are marked and replaced with new ones, then

the test is repeated. The SiPMs of the marked PCBs are measured a posteriori either with a cus-

tom set of IV curve parameters, when the number of atypical SiPM arrays is at least 3, or with

an external source meter (Keithley Sourcemeter 2450).

• IV curve at LN2 temperature (first)

After the IV curve measurements at room temperature, the cold boards are immersed in LN2

following the selected speed profile. After the immersion, the user checks the temperature of

each board and launches the IV curve if all the boards are around 77K (with 1K tolerance).

The parameters for the IV curve at LN2 temperature are different from the ones of room tem-

perature, as explained in the subsection 5.1.7. Like for the room temperature case, this test

is repeated until all the SiPMs are correctly characterized. In the rare cases in which the VBD

spread (between neighbouring channels) is too high, the test is marked as failed, because it is

not possible to repeat the test with an external device without extracting the SiPMs form the

LN2 bath. If the SiPMs are extracted, connected to an external device and then immersed again

in LN2, the measurement would not be at the first thermal cycle anymore.

• Thermal cycles

The schedule designed by the Consortium foresees three thermal cycles after the first IV curve

measurement at liquid nitrogen temperature. The cold boards are extracted from the LN2 bath

in a 10 minutes rise to the highest position, then they are left at room temperature for 5 minutes

to allow thermalization and finally immersed again in LN2 following the speed profile described

in the subsection 5.3.1, which has a time duration of 20 minutes. The whole thermal cycle

described before has a total time duration of 35 minutes. Then the boards are extracted again

with the same procedure and left at room temperature for 10 to 15 minutes. Meanwhile, the

heating system is manually turned on when the slider reaches the highest position, the dewar

is closed by a polystyrene lid and the operator dries the cold boards (with particular attention

to the connectors). This last procedure is important because the next immersion is followed by

the IV curve measurement and the electrical connections could develop undesired resistances

if not dried properly.

• IV curve at LN2 temperature (second)

The second IV curve measurement is equal to the first one, with the exception that these mea-

surements can be performed with an external device if needed. In these cases the resulting IV

curves are marked to indicate that they are acquired after the fourth LN2 immersion, and not

after the third as the other measurements.

• DCR measurement
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The last test is the DCR measurement, which is performed by the DCR system. The slider of

the mechanical stage is lowered to the minimum position, closing the lid of the dewar, then the

servomotor of the mechanical stage and the LED illumination are turned off. The operator in-

troduces additional light shields over the dewar (two polyurethane-coated black fabric covers),

this procedure is important because the dark box does not completely shield the external lights.

The user launches the DCR Python script through the LabVIEW interface and checks the results

after the measurements are finished.

In some cases, at the beginning of the measurement campaign when the apparatus was still

under development, the noise level was too high to correctly measure the DCR with the FPGA-

based counter, so the tests where repeated with an external device (Tektronix MSO oscilloscope

6 series).

These tests were performed on a total of 8000 SiPMs among HPK and FBK types, and the results will be

discussed in section 5.4. The measurement campaign started with the apparatus still under develop-

ment, so the procedure was adapted as the measurement went on, repeating some characterizations

with external devices when needed as described in the previous list. All the tests were performed in

manual mode in order to check the results after each measurement and also because some tasks (like

heating and drying the cold boards) were still performed by the user.

5.4 Results

This section will cover the results of the analysis for the samples characterized by the Ferrara

group of the SP-PDS consortium in the period from March 2022 to September 2022 of the mass-test

phase, which involved more than 6800 characterizations.

The results will be discussed separately for each SiPM model and measurement type.

5.4.1 FBK model

The FBK SiPMs where characterized using the parameters and procedures described in the previ-

ous sections, and the overall results are reported in figures 5.14 and 5.15.

Both the VBD and RQ distributions at room temperature show an additional peaks, as visible in

figure 5.14. These could be related to subsets of samples that present different specs with respect

to the rest of the population or either due to artifacts in the histogram related to the experimental

uncertainties.

The distributions of the results for the IV curve characterization at LN2 temperature are reported

in figure 5.15 and both show almost the same secondary peaks, approximately with the same related

heights as in the room temperature case.

The distribution of the VBD values is reported in figure 5.16, the plot also displays the VBD spread

within the single SiPM arrays. The VBD distribution was studied only for the LN2 case, since it sim-

ulates the DUNE and ProtoDUNE working environment. The variations on the RQ value have less

impact because the quenching resistor influences the fall time of the signal, which is a secondary

parameter in order of importance.
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Figure 5.14: Distributions of the measured RQ (left) and VBD (right) values for the FBK SiPMs at room

temperature. The RQ distribution shows three main peaks around 63Ω, 58Ω and 54Ω and two smaller

peaks below 50Ω. The VBD distribution show a main peak around 32.45V and two smaller peaks at

32.25V and 32.70V.

Figure 5.15: Distributions of the measured RQ (left) and VBD (right) values for the FBK SiPMs at LN2

temperature. The RQ distribution shows two main peaks around 385Ω and 345Ω and two smaller

peaks below 310Ω. The VBD distribution show a main peak around 26,85V and two smaller peaks at

26.68V and 27.5V, the related positions and heights are similar to the room temperature case.

As visible in the VBD distribution, the VBD values of SiPMs inside the same array are consistent

with each other, and the arrays can be classified in four categories based on their mean VBD value.

These differences could stem from slightly different fabrication procedures or involved materials, but

as stated before all the SiPMs fulfill the DUNE specifications on VBD and RQ.

The overall analysis of IV curve results included also the differences ∆RQ, ∆VBD between the pa-

rameters measured at the third immersion and the ones measured at the first immersion. The ∆RQ

and ∆VBD distributions are reported in figure 5.17, they should both be consistent with zero since RQ

and VBD were already measured before and after 20 immersions in the single unit characterization

phase showing negligible variations.

Considering the conservative errors of 6% and 0.25% in the RQ and VBD measurements respec-
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Figure 5.16: Breakdown voltage distributions within the single SiPMs strips of the FBK model, at LN2

temperature. For each array ID the plot shows the mean value and the maximum-minimum range of

the VBD values. The colors are divided per load: each load contains 30 SiPM arrays and is related to a

single measurement session.

Figure 5.17: Left: distribution of the differences between the RQ values measured at the third LN2

immersion and at the first LN2 immersion for the FBK model. Right: same distribution for the VBD

value. Both the distributions are compatible with ∆= 0.

tively, both the differences ∆RQ and ∆VBD are compatible with 0 as expected.

The overall results of the DCR measurements are reported in figure 5.18. From these distributions

is visible that the results are within the DUNE specifications for all the tested SiPMs.

5.4.2 HPK model

The results relative to the HPK SiPMs are reported in figures 5.19 and 5.20.
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Figure 5.18: Distribution of the measured DCR values for the FBK model. This distribution has a mean

value of 10.27mHz/mm2.

Figure 5.19: Distribution of the measured quenching resistance (left) and breakdown voltage (right)

for the HPK SiPMs at room temperature. The RQ distribution shows two peaks around 81Ω, 89Ω,

while the VBD distribution show two peaks around 50.95V and 50.5V.

The VBD distribution at room temperature shows two peaks, as visible in figure 5.19 (right), and

the RQ distribution (figure 5.19, left) shows a similar profile. These could be related to a subgroup of

SiPMs with different characteristics.

The distributions of the results for the IV curve characterization at LN2 temperature are reported

in figure 5.20 and they do not show the secondary peaks. The multiplicity vanishes at liquid nitrogen

temperature in both the cases, but the VBD distribution shows an asymmetry on the right part w.r.t.

the center.
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Figure 5.20: Distribution of the measured quenching resistance (left) and breakdown voltage (right)

for the HPK SiPMs at LN2 temperature. The RQ distribution shows a single peak around 390Ω and

has a larger spread w.r.t. the room temperature case, while the VBD distribution show a single peak

around 41.3V that is not symmetric with respect to the centre.
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Figure 5.21: Breakdown voltage distributions within the single SiPMs arrays of the HPK model, at LN2

temperature. For each array ID the plot shows the mean value and the maximum-minimum range of

the VBD values. The colors are divided per load, which is the single measurement session described

in section 5.3. Each load is related to 30 different SiPM arrays.

As for the FBK case, the team studied the spread of values within single array of SiPMs, to have

a better understand of this behaviour and possibly identify the out-of-trend arrays, even if all the

sensors are within the DUNE specifications. The resulting distributions are visible in figure 5.21. As

visible in the single array distributions, the parameters of the SiPMs inside the same array are consis-

tent with each other, except for a single array which spread almost covers the extrema of the whole

distribution.
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Figure 5.22: Left: distribution of the differences between the RQ values measured at the third LN2

immersion and at the first LN2 immersion for the HPK model. Right: same distribution for the VBD

value. These distributions are both compatible with ∆= 0.

Unlike the FBK case, these arrays cannot be classified in categories, but there is an almost linear

relation between the VBD value and the array ID which covers almost 1V range, with an abrupt change

in correspondence of the array with large VBD spread.

The last analysis on the IV results involved the distributions of the differences ∆RQ and ∆VBD as

they were defined for the FBK case. These distributions are reported in figure 5.22.

Both the differences ∆RQ and ∆VBD are compatible with zero, considering the conservative errors

of 6% and 0.25% in the RQ and VBD measurements, respectively.

For what concerns the DCR measurements, the distribution of the results is reported in fig 5.23.

The measured DCR values are all within the DUNE specifications for the tested SiPM arrays, but the

one with high VBD spread (array ID: 382) must be discarded since it contains SiPMs that cannot be all

biased at the same over-voltage in a common cathode configuration.
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Figure 5.23: Distribution of the measured DCR values for the HPK model. The mean value of this

distribution is 31.50mHz/mm2.



Conclusions

The main topic of this thesis is the characterization of silicon photomultipliers (SiPM) detectors

for the DUNE experiment, in particular for the ProtoDUNE-HD and DUNE-FD1 modules, and the

development of novel experimental setups and techniques to perform this task.

The DUNE PDS consortium, responsible for the DUNE and ProtoDUNE PDS design and develop-

ment, has launched a 3-phase test campaign to down-select and test SiPMs for both the ProtoDUNE-

HD and DUNE-FD1, starting from a pool of FBK and HPK SiPM models previously chosen for low-

noise properties and cryogenic operation reliability. The main phases are:

• the full characterization of the single SiPM devices (as described in chapter 4);

• the quality assurance test of a large number of SiPMs for the entire ProtoDUNE2-HD and DUNE-

FD1 productions (as described in chapter 5).

The first phase ended in 2019 with the down-selection of one model per vendor, starting from a

first batch of sensors for the pre-production phase, more precisely 2 models for FBK and 4 models

for HPK developed with different initial guess technologies, and divided in 6 splits of 25 sensors for

each SiPM model. The characterizations performed in this phase showed that all the tested SiPMs

were within the DUNE and ProtoDUNE specifications, in terms of quenching resistance, breakdown

voltage, gain and SNR, DCR, AP and CT rates, so the choice felt to the most performing ones in terms

of noise and gain.

As mentioned in section 4.4, during the dark noise measurements at LN2 temperature, the group

found an unexpected phenomenon on all the tested SiPMs: the burst phenomenon. These bursts

of fast, correlated events are characterized by a higher frequency with respect to the "standard" dark

events, and have the net effect of rising the DCR of the device, which still remains within the DUNE

specifications, nevertheless, a series of ad hoc tests has been developed to study this phenomenon,

involving also other members of the PDS Consortium and the two vendors. Neither the cause nor

the mechanism of this behaviour are currently understood, but further investigations are currently

going on, and the related studies has been shared with the scientific community in talks, posters and

a related article [74].

The down-selection led to the choice of two SiPM models as final choice for the DUNE-FD1 and

ProtoDUNE-SP2 photon detection systems, selecting one HPK model and one FBK model, together

with an ideal working point (VOV value) for both3. For the HPK case, the chosen SiPM model is the

one with 75µm pitch, high RQ, which presents higher Gain and SNR values with respect to the others,

3VOV = 4.5V for the FBK model, VOV = 3V for HPK
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while for FBK the chosen model is the triple trench, which presents lower CT and AP percentages with

respect to the standard one. This phase ended up in 2020, and was followed by a series of ganging test

of 6-unit SiPM arrays (or strips), done by measuring the output of 250 sensors at board level.

The second phase is a massive SiPM test campaign to validate the expected behavior of all the

detectors belonging to both the ProtoDUNE and the DUNE productions. The beginning of this phase

featured the development of a custom apparatus (CACTUS) to perform fast and automatized char-

acterizations (2021-2022), which was then used for the ProtoDUNE2-HD SiPM characterization cam-

paign (6000 sensors, ended in September 2022) and is currently operating for the DUNEFD1-HD SiPM

characterization campaign (288000 sensors).

The results for the ProtoDUNE2-HD SiPM characterization campaign are within the DUNE spec-

ifications for almost all the tested sensors, with failure rate below the 0.05% level. More precisely, only

two of the 6000 tested sensors showed out-of-specs VBD values, and the spread of the VBV inside sin-

gle SiPM strips are all below the 100mV threshold dictated by the DUNE specifications for the HPK

model, with the exception of a single strip. This high spread is probably caused by a change in the

silicon wafer used as bulk material for the sensors in the strip.

To give a brief estimation of the time gained by the choice of the CACTUS apparatus over tradi-

tional characterization techniques, we can estimate 3 minutes to perform an IV curve measurement

with a standard source meter (considering both forward and reverse polarization). Such devices have

high performances in terms of precision and speed, so the time involved in the measurement is dom-

inated by the human intervention (mount the SiPM, plug the connectors and start the acquisitions).

The measurement time duration can be eventually reduced by processing groups of SiPMs with a sin-

gle algorithm, and in this scenario the results cannot checked after the single IV curve acquisitions.

We consider 3 measurements to be done for each SiPM, the first at room temperature, the second

at LN2 temperature and the third still at LN2 temperature but after the thermal cycles. The thermal

cycles could be performed in parallel for all the sensors so they will be not taken into account, even if

this would require a parallel of 120 cold-warm connections for the LN2 temperature measurements.

This estimation leads to a total of 18 hours to perform 3 IV curve measurements on 120 SiPMs in

series. In contrast, the CACTUS apparatus can perform a parallel IV curve characterization of 120

SiPMs in around 3 minutes in forward polarization and 5 minutes in reverse polarization (for a total

of 8 minutes for the set of 3 IV curve measurements), featuring run-time analysis and immediate dis-

play of all the results after each characterization. The same logic can be applied to the DCR system,

which also works with 120 parallel channels, for these measurements the time duration corresponds

roughly to the time window selected for the measurements (120s in our case).

The CACTUS system is currently installed in two different sites (Bologna and Ferrara Universities),

and identical apparatuses are planned to be installed also at the Milano Bicocca, Granada and Prague

Universities. These will join the Ferrara and Bologna sites in the DUNEFD1-HD SiPM characterization

campaign in 2023.

The CACTUS apparatus is also open for some upgrades: the automatic control of the sensor il-

lumination (LED system), and the FPGA counter, that can be modified to perform multi-threshold

analysis (series of acquisitions varying the charge threshold) in relatively short times, together enable

the study of the amplitude distribution of events and so the estimation of the SiPM gain and the SNR.



Appendix A

ALIS project

This appendix describes the activities that I carried on during the first year of my PhD course, in

parallel with the SiPM characterization mentioned in chapter 4.

These activities are related to the so-called Advanced Laser Inspection System (ALIS): an experi-

mental apparatus for fast, non-invasive monitoring of oxygen concentration in pharmaceutical pack-

ages (glass vials) of different sizes and shapes. The ALIS system is designed for manufacturers of con-

trolled atmosphere packages, and is meant to be installed at the end of the production line in order

to check the O2 concentration inside each vial through near infrared (NIR) absorption spectroscopy.

The requirements on speed, precision and cost, combined with constraints due to the system

geometry, pose a number of technical limitations to the usage of traditional spectroscopy techniques.

The technique used to detect the O2 concentration is called Tunable Diode Lased Absorption Spec-

troscopy (TDLAS) and it is based on scanning the wavelength of the emitted light across one of the

O2 absorption peaks, by means of a triangular wave [76]. The resulting profile of the transmitted light

intensity versus time reflects the spectrum of the absorption peak, and it can be used to study the

peak amplitude (after previous calibration), in order to estimate the oxygen concentration inside the

sample.

This method have some limitations, the main ones being the distortions due to optical interfer-

ence (etalon) of the surfaces across the optical path, the noise due to the variation in the transmission

of the glass for the different vials, the electrical noise and the 1/ f noise in general.

To overcome these issues, the system adopts the Wavelength Modulation Spectroscopy (WMS)

technique, which is a different version of TDLAS (often called TDLAS-WMS)[77]. The procedure is

the same as described above, but the triangular wave governing the laser wavelength of the incident

light is now added to a fast, sinusoidal modulation. The typical frequency values for the triangular

scanner wave are of the order of tens of Hz, while the sinusoidal modulation fs lies in the kHz range.

The procedure then foresees a demodulation of the measured signals at both fs and 2 fs, to get the so-

called first and second harmonics ( f1 and f2) through lock-in amplification techniques or fast Fourier

transformations.

The amplitude of f1 mainly depends on the absorbed light intensity, so it suffers from variation

in the transmission of the optical path, while f2 mainly depends on the product of oxygen concen-

tration and light intensity. For these reasons, the f2/ f1 ratio of these two quantities gives a (virtually)
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Figure A.1: Example of signals involved in the TDLAS technique. From the left: absorption peak, tri-

angular wave and PD signal. The PD signal shows the absorption peak superimposed to the triangular

wave, due to second order effects.

calibration-free estimator of the O2 concentration in the optical path, which depends on the trans-

mission of the sample only at a second order approximation.

The experimental setup developed for these measurements consists in a Distributed FeedBack

(DFB) laser1, controlled by a Laser Driver and Temperature Controller (LDTC) module2, to generate

the coherent radiation, a system of optical fiber and lenses to collimate the light beam and point it

toward the sample, and a photodiode3 with integrated front-end electronics to measure the transmit-

ted light. The laser has typically a 2° to 5° vertical (negative) tilt in order to reduce interference effects

with the PD window and/or the glass surfaces. The front-end electronic board was designed ad hoc

for the apparatus, it contains a trans-impedance amplifier with feedback resistor Rf = 6.8kΩ and a

high-pass (Butterworth) filter of cutting frequency fcut = 1kHz.

The LDTC module permits to set and stabilize a fixed temperature value to tune the laser wave-

length λ at the 760.9nm absorption peak (chosen for its high amplitude) with ∼ nm level resolution,

the LDTC also and governs the driving current I of the laser to change λ at the the level of tens of pm.

The first coarse λ tuning is meant to be done before the measurements by setting the laser temper-

ature (because the diode takes some time to stabilize), which remain fixed through all the measure-

ment session, while the driving current signal I (t ) is used to change λ(t ) = λ(I (t )) reproducing the

sum of triangular and sinusoidal waves mentioned before. The laser output is highly responsive to

the piloting current I (t ), introducing negligible delay for the time scales of ALIS.

It is worth mentioning that also the DFB laser light intensity is influenced by the driving current

I (t ), this effect introduces non-linearities on the measured PD signal that can compromise the mea-

surements results. For this reason, the dependence of the O2 concentration estimator on the light

intensity is problematic also in absence of variations in the transmission of the optical path. This

reinforces the choice of the f2/ f1 ratio as the estimator of O2 concentration for the ALIS system.

The LDTC is controlled by a PC interface running a LabVIEW vi, the digital-to-analog conversion

is done by a standard input/output board (PCIe6374). The board is also used to retrieve the signal

1Model EYP-DFB-0760-00010-1500-BFY02-0002.
2Model LDTC0520.
3Model ILX LDC-3724 C (PD)
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from the photodiode, digitize it and send it to the LabVIEW vi for the run-time analysis.

Figure A.2: Sketch of the ALIS experimental setup.

The LabVIEW interface governs all the parameters involved in the measurements and performs

the run-time data analysis, which consists of initial signal filtering and demodulation (through digital

lock-in techniques), and peak amplitude estimation for the f2/ f1 function [78]. The actual analy-

sis, which is the result of a series of performance tests, is more complex and takes into account the

average of f1, the integral of | f2| and the peak-to-peak value of f1.

The ALIS setup undergone a series of long-term stability tests to check its operations in the indus-

trial environment, finding some drifts in the measured O2 concentration that introduce systematic

errors after few hours of operation. Part of the tests were performed in a climatic chamber to eval-

uate the role of ambient temperature and humidity in these drifts, finding that the relative standard

deviation over 12h runs drops from 1.5% for the laboratory case to 1.2% in the climate chamber. The

long-term stability measurements also show a minimum on the Allan variance for integration times

of the order of 10s, as visible in figure A.3, although the speed requirements impose a maximum in-

tegration time of 330ms.

Figure A.3: Example of the Allan variance profile for a 35mm diameter vial, with single measurement

integration time of 40ms, inside the climatic chamber. The plot shows a minimum around 8s, which

corresponds to the average of 200 measurements.

To reduce these drifts, a correction function was added to the algorithm in order to detect and

counter the slow changes in the output signal that are related to the laser temperature variations.

Other tests included laser diode characterization, which was studied to check the linearity of the re-
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sponse in the range of interest of the driving current, and a number of minor changes in the electron-

ics, optics and analysis algorithm to increase the ALIS performance in terms of speed and precision.

Lastly, is worth mentioning the long test campaign performed in parallel with the development

of the final design, aimed to a fine-tuning of the parameters involved in the measurements, and the

series of calibration tests that followed the realization of the ALIS final design.

The final version of the ALIS apparatus can reach 9σ discrimination between 0% and 4% O2 con-

centration in a single measurement, and up to 2.5σ discrimination on 1% variation in best cases.

Figure A.4: Plot reporting an example of the ALIS performances for an integration time of 280ms,

measurements on a 35mm diameter glass vial. The single points are the mean values of a population

of 125 samples and the error bars are the related standard deviation (on the sample).

These results are obtained with an integration time of 280ms in 35mm diameter glass vials (spec

furnished by the company), and a total optical path of ∼ 13cm.
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