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Chapter 1

Introduction

1.1 What is the thesis about?

This thesis deals with condition monitoring and diagnostics in heavy-duty
wheels by means of vibration signature techniques and numerical modelling.

Different questions are posed:

• Is it possible to experimentally detect the presence of missing adherence
defects and rust in the tread-hub interface?

• Is it possible to diagnose the nature of the defect?

• How can these defects cause a variation in the vibratory level?

• Do the wheel dynamics influence the measured response?

• Which are the characteristics of a multibody model able to reproduce a
faulty wheel vibratory level?

The main thesis objectives are:

• defining a monitoring and diagnostics algorithm to be used in a work sta-
tion at the end of the production line;

• realizing a multibody model for diagnostics purposes able to give a physi-
cal explanation of the defect effects.
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1.2 Background

The thesis deals with the design of a monitoring and diagnostics algorithm
based on vibrational signal to be applied at the end of the production line on
wheels used for material handling in civil and industrial area, defined in the
following as “heavy duty wheels”. These wheels are produced by the company
Tellure Rota S.p.a in Formigine, Modena, Italy [1].

The company production philosophy is based on the “Lean production” ap-
proach, i.e. on an industrial philosophy inspired to Toyota production system,
whose core concept is the production of a flow of activities originated by the
Customer. The only activities to enforce are those closely related to accomplish
what the customer requires at a specific time. In accordance with these princi-
ples, Tellure Rota production system is based on constant flows to be graduated,
depending on Customers requirements, to always guarantee the quickest lead
time.

The achievement of these objectives is accompanied by the proper control of
the product quality made primarily through various highly automated produc-
tion stages. This approach significantly reduces the presence of anomalies or
the occurrence of defects due to operator actions not correct or simply not re-
peatable and controllable. However, due the wide variety of components pro-
duced, it may happen that certain stages of production can only be realized
through an operator. Indeed, various wheel topology in terms of material, size
and support are produced. Each produced wheel consists of the following com-
ponents: the tread, the covering, the center, the bore and the rolling action,
as depicted in Figure 1.1. Depending on the construction method and on the
material, different processing phases are adopted.

The heavy duty wheel object of the analysis is a wheel composed by a
polyurethane tread and a cast iron hub. For this product, the most delicate pro-
duction phase is represented by the manual handling of the wheel component
for the application of the adhesive layer, required to create a solid connection
between tread and hub. A pollution of the interface or the presence of anoma-
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lies in the hub such as rust, can cause a separation of the tread during working
phase, with unpleasant consequences for the operator.

In order to avoid the selling of components presenting this kind of defects, a
monitoring and diagnostics algorithm is required.

The algorithm has to :

- be applied in a test bench at the end of the the production line;

- give threshold pass-fail barriers, obtained through adapt processing tech-
niques (monitoring skill);

- be able to recognize the type of anomaly (diagnostics skill);

- be consistent;

- be fast, i.e. it has to be applied to the maximum number of components
without increasing significantly the production times.

Condition monitoring and fault detection are generally referred to as the eval-
uation of the state of a system through the selection of measurable parameters,
which will change as the state of health of the system. On the other hand,
fault diagnosis is a more rigorous action which requires the identification of the
component that causes the deviation from the normal state [2–6].

Condition monitoring and diagnostics can be achieved by using different
kinds of data as input (e.g. pressure, temperature, torque), nevertheless the
vibration analysis can be considered extremely widespread due to the fact that
mechanical faults in machines often show their presence through abnormal vi-
bration signals. As a consequence, the purpose of condition monitoring is to
use information extracted from the system signature in order to detect faults or
to define its state of health: a change in the vibration signature not only indi-
cates a change in the system conditions, but also directly points to the source
of the signal alteration. Generally speaking, fault detection and diagnosis in
mechanical systems can be carried out by using different strategies: processing
experimental signals associated with system dynamic models.
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Figure 1.1: Heavy duty wheel: main structure [A] and components [B]

1.2.1 Monitoring and diagnostics based on signal processing
techniques

The most used strategy is to adopt signal processing techniques on experimen-
tal data in order to obtain values, features or maps that can be used to detect
the presence of defects. Many researchers have proposed the application of dif-
ferent vibration analysis techniques [2–6].

In general, a condition monitoring process based on experimental data is
achieved by different steps: firstly a relevant number of healthy and faulty com-
ponents are realized and analyzed in order to detect the most suitable sensor,
the optimal position and the operational test able to emphasize the component
changes. The subsequent step consists of measuring experimental data. Gener-
ally, the acquired signals need to be processed through appropriate techniques
in order to extract the maximum number of information.

Eventually well suited indicators/coefficients are applied to the processed sig-
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nal, objectifying the anomaly presences and defining pass-fail reference values.
In this work, Synchronous Average (SA), Cyclostationary analysis and time-
frequency distribution techniques have been applied. Concerning the time-
domain analysis, the Synchronous Average of the vibration signal allows to
attenuate the periodic events not synchronous with the rotating component of
interest and to reduce the background noise [7, 8]. The resulting signal aver-
age is the ensemble average of the angle domain signal, synchronously sampled
with respect to the component rotation. The main advantage of SA is to extract
from a complex vibration signal, its deterministic part, i.e. the event that is
repeated periodically with the rotation of interest.

A further advanced tool adopted for investigating the relationships between
spectral components is the cyclostationary theory [6, 9]. More specifically, a sig-
nal is cyclostationary if some of its statistics present periodicities. As previously
described, averaging can make it possible to extract the deterministic part of
the signal. If the signal obtained after subtracting this deterministic part from
the synchronized signal does not exhibit cyclostationarity, the signal is said to
be cyclostationary at an order ‘1’. In general terms, a signal is cyclostationary
at an order ‘n’ if its statistical properties at order ‘n’ are periodic.

If local faults produce impacts the signals have to be considered as non-
stationary and characterized by a transient vibration signal. Time-frequency
analysis such as continuous wavelet transform (CWT) [10–12] has been used
for the characterization of short-duration transient events and to detect local-
ized defects. This processing technique has the property of detecting sudden
changes or transients in non-stationary signals through the application of vari-
able time windows, in order to achieve fine time resolution at high frequencies
and fine frequency resolution at low frequencies.

Due to the relative low computational effort needed by these processing tech-
niques, it is possible to conceive a monitoring-diagnosis algorithm based on in-
dicators extracted from these techniques.
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1.2.2 Using system models in monitoring and diagnostics

In the context of monitoring and diagnostics, system modelling is generally re-
alized in order to:

- estimate the influence of different component dimensions and materials
on the vibration response [13];

- evaluate the defect nature and its effect on the vibration response (diag-
nostics purposes) [14, 15];

- produce simulation models, in which faults can be implemented under
different operating conditions rather than waiting for these to occur nat-
urally, or alternatively having them realized in a laboratory. Such fault
simulation can be very valuable in machine diagnostics and prognostics
in order to produce signals with well-defined characteristics [16, 17].

Generally, models have to be based on parameters estimated through dedicated
experimental tests and have to present reasonable computation costs.

Different modelling approaches can be adopted:

- analytical model [16–19];

- finite element model [20, 21];

- multibody model [22, 23]

Each model has to be validated by fitting the numerical results with data col-
lected experimentally. This information mainly regards the system frequency
response function, i.e. natural frequencies and mode shapes. Indeed, in complex
components a good understanding of the transfer functions between vibration
sources and transducers can be complicated. Generally, vibration is picked up
from the machine casing while the vibration sources originate from the mov-
ing mechanism, whose dynamic behaviour is the result of the interaction of
numerous factors: kinematic and dynamic properties of the mechanism itself,
external forces, parametric excitations, friction, backlash effects in joints and
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faults, etc... Forces are then transmitted to the casing and excite the support
structure, whose response is affected by its own dynamic properties too. The
effect of the transfer function between mechanism components and casing may
be very important [2].

Experimental identification of structural dynamics is usually based on the
modal analysis approach, i.e. considering the measured response as the super-
position of the system natural modes, differently excited by the input force that
acts on the system. In the classical modal parameter estimation, known as Ex-
perimental modal analysis (EMA), the baseline data which are processed are
frequency response functions measured under laboratory conditions [24, 25].

However, in many applications, the real operating conditions may differ sig-
nificantly from those applied during the modal test. To this purpose, a system
identification technique has been developed which is able to identify the modal
model from the structure under operational conditions using output-only data.
This technique, referred to as operational modal analysis (OMA) or output-only
modal analysis, takes advantage of ambient excitation. This allows the identi-
fication of more realistic modal models for in-operation structures [26, 27].

If the system under analysis shows linear behaviour in both laboratory and
operational conditions, it is possible to determine its dynamic properties using
the previously described modal analysis techniques. However, linearity is an
exception in real systems and non-linearity is the normality [28]. Totally unex-
pected phenomena sometimes occur, phenomena that are not predicted or even
hinted at by linear theory. Typical sources of nonlinearities are:

- geometric nonlinearity when a structure undergoes displacement and
arises from potential energy;

- inertia nonlinearity taking its source in the kinetic energy of the system;

- nonlinear material behaviour observed when constitutive laws relating
stresses and strains are nonlinear (hysteretic effect);

- boundary conditions or certain non linear body forces.
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In this thesis, characterized by the presence of a wheel tread composed of
polyurethane viscoelastic material, non-linear material behaviour will be an-
alyzed in detail [29, 30].

Young’s Modulus and damping properties in the case of viscoelastic materials
are dependent on different factors, such as static load, temperature, deforma-
tion amplitude and frequency [31–34, 34–38]. This multiple dependency in-
evitably affects the modal analysis results. Nevertheless, since non-linearity
is still largely non understood, the tendency is to study the system under the
linearity hypothesis. In order to assume this hypothesis without introducing
several inaccuracies in the results, it is necessary to have previously studied
the material non-linearity level. The material has to be studied, statically and
dynamically, extracting information about both elastic and damping properties
at different conditions of preload, temperature, frequency and deformation. The
result of this analysis consists of the evaluation of the so defined “material char-
acterization matrix”, i.e. a matrix containing the material complex moduli, at a
various preload and dynamic amplitudes.

The complex modulus concept is a powerful, widely used tool for character-
ising the dynamic elastic and damping properties in the frequency domain.
Knowledge of the complex moduli, their components (the dynamic modulus, the
loss modulus and the loss factor) and their frequency dependencies have been
of interest to scientists and engineers for a long time [34, 37].

1.3 Research objectives

The first part of the research aims at defining a monitoring and diagnostics
algorithm able to recognize possible anomalies on heavy-duty wheels at the end
of the production line. The algorithm has to be fast and efficient in order to be
applied to a large number of components.

This work presents the application of different signal processing techniques
on experimental data coming from a large number of components realized ad
hoc with different known defects. Moreover, the most appropriate sensor, its
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position and the operational conditions that best highlights the defect presence
needs to be determined.

The second part of the research concerns the realization of a multibody model
of the component in rotation on a moving drum. The model aims at reproducing
the phenomena that cause a variation of the vibratory level in case of defect,
representing a powerful instrument for monitoring and diagnostics purposes.
Different analyses have to be covered to reach this goal. First of all, wheel
dynamic characterization is required in order to determine its dynamic effect
on the measured response. Due to the viscoelastic nature of the tread material,
this activity needs accurate research. Subsequently, a complete explanation
of the defect manifestation and of the operational condition influences on the
acquired signal is reported.

The main objective of this second activity phase is the use of the multibody
model in order to give a detailed explanation of the different technique efficien-
cies through a review of the experimental campaign results.

1.4 Overview of the thesis

Chapter 2 introduces the essential signal processing theoretical background uti-
lized to detect faults from experimental data. Synchronous average, cyclosta-
tionarity and wavelet time-frequency techniques are explained as are statistical
coefficient and cyclostationary indicators. Moreover the method adopted to de-
fine pass-fail value decisions, called Tukey’s method, based on a non-statistical
approach, is explained.

Chapter 3 presents the application of the different processing techniques to
the heavy-duty wheel case. The set up is described and the sensor which is
best able to detect the fault presence in the initial operating phases is deter-
mined. Concerning the experimental condition monitoring phase, synchronous
average is calculated over the wheel rotation in order to highlight the phenom-
ena that have wheel rotation as periodicity (e.g. the contact between defect
and test bench drum). Moreover, Kurtosis and Root Mean Square parameters
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are utilized as statistical coefficients in order to define the state of health of a
wheel and to obtain upper thresholds for the pass/fail decision. Successively, cy-
clostationary theory is applied to extract information from the frequency/order
domain of the processed signal. Then, the Continuous Wavelet Technique is
applied over one wheel revolution obtaining spectral results in terms of wheel
orders, which are useful for the diagnostics. Finally, a monitoring-diagnostic
algorithm is proposed, ready to be implemented in a work station at the end of
the production line.

Chapter 4 presents the dynamic characterization of the heavy-duty wheel,
based on experimental modal analysis and numerical finite element models.
Due to the viscoelastic nature of the wheel tread, the effect of static preload, dy-
namic load amplitude and frequency are taken into account through a dedicated
material test campaign.

Afterwards in Chapter 5, the phenomena behind the measured anomaly vi-
bratory level in case of tread/hub connection defects are described, modifying
the ‘Brush model’ formulated by Pacejka. This approach enables an explana-
tion of the operational conditions and defect size influences on the vibration
signal to be given.

A heavy-duty wheel multibody model is described. The contact algorithm
utilised, based on non linear Hertzian theory is reported. Furthermore, the
missing adherence defect is simulated and the obtained acceleration signals
are compared with the experimental data. In conclusion, in Chapter 6, a review
of the experimental campaign results is presented, giving an explanation of the
various technique efficiencies, based on the diagnostics information given by the
model results. In Appendix 1, a multibody model of a ball bearing is reported,
comparing the same contact algorithm adopted in the wheel model with other
contact techniques.



Chapter 2

Signal processing techniques

2.1 What is the chapter about?

This chapter gives a theoretical background concerning essential signal pro-
cessing techniques adopted for the determination of anomalies in rotating me-
chanical components. In particular this chapter focuses on:

• classification between stationary and non stationary signal;

• time domain analysis techniques: Synchronous average and statistical pa-
rameters;

• frequency domain analysis techniques;

• cyclostationary techniques and relative parameters;

• time-frequency techniques: Continuous wavelet transform.

The reader is referred to [39, 40] for more detailed theoretical background.

2.2 Introduction

The major challenge of condition monitoring is to find the technique that is able
to emphasize the defect presence considering a reasonable computation time.
As a matter of fact, the type of signal to be analyzed has an influence on the
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type of analysis to be carried out, and also on the choice of analysis parameters.
That is why it is a pivotal step to examine the various types of signals that are
encountered in practice. The typical classification of signals considers [41, 42]:

- Stationary signals;

- Non stationary signals

The stationary signals are characterized by time-invariant averaged proper-
ties and thus independent of the particular sample record used to determine
them. This applies to both deterministic and random signals. In particular, a
random signal x(t) is called wide-sense stationary if the first order (i.e. mean)
and second order (i.e. covariance) statistics of its PDF (i.e. Probability Density
Function) are time-independent. If all moments (or cumulants) of the PDF are
time-independent, then the random signal x(t) is strict-sense stationary.

Since a non-stationary random signal is a signal the statistical structure
of which changes as a function of time, it can be defined as a signal which sat-
isfies a non-property, the property of non-stationarity. Non-stationary signals
may be divided into continuous non-stationary signals and transient signals
which may be defined as those which start and finish at zero. It is interest-
ing to look at another particular class of non-stationary signals that includes
the so-called cyclostationary signals, recently investigated by Antoni in the
area of condition monitoring of rotating machinery [6, 9]. Analysis of stationary
signals has largely been based on time domain techniques and on the Fourier
Transform, which identifies the constituent frequency components within the
signals. Sections 2.3 and 2.4 treat some concepts concerning the time and fre-
quency domain analysis respectively.

Although the Fourier Transform can be used in analysing signals with peri-
odic impulses (giving rise to uniformly spaced harmonics and sidebands), the
time-averaging approach adopted in the Fourier Transform is ineffective in
evaluating the time-dependent behaviour of the frequency components.

In contrast, time-frequency techniques decompose a one-dimensional time-
series signal into a two-dimensional plane by exposing the time-dependent
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variations of characteristic frequencies within the signal, thus presenting a
valid and more effective tool for non-stationary signal analysis than the Fourier
Transform. In this work the Continuous Wavelet Transform (CWT) is described,
being adopted in the diagnostics methodology. The capabilities and the draw-
backs of this techniques are explained in Section 2.5. Eventually, the properties
of the cyclostationary techniques are exploited in Section 2.6.

2.3 Time domain analysis

2.3.1 Time-domain statistical parameters

The time series of a signal can yield a big amount of information. A visual
inspection of the portions of the time domain waveform can reveal the nature of
the signal (i.e. stationary or non-stationary) and the presence of some intrinsic
periodicities. Simple signal metrics applied to the measured time domain signal
can give some useful information which cannot be extracted from other domain
analyses. Moreover, time domain metrics are cheap and simple to implement
and they can be determined through the Probability Density Function (PDF). It
is worth noting that they cannot be used to directly indicate the locations of the
defect. Hence, for fault detection purposes, we can refer to:

- energy parameters;

- peakedness parameters.

The Root Mean Square value (RMS) is an energy dimensional parameter re-
flecting the overall level of the signal while the Kurtosis parameter is a non-
dimensional parameter that indicates the peakedness of a signal.

The Kurtosis is a measure of the peakedness of the PDF of a real-valued
random variable. The kurtosis value is useful in identifying transients and
spontaneous events within vibration signals and it is typically normalized by
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the square of the second moment as follows:

K =
1

N

N∑
i=1

(s(i)− s̄)4

σ4
(2.1)

where s(i) is the instantaneous amplitude of the vibration signal, s̄ is the aver-
age amplitude, σ2 is the variance of the signal and N is the number of samples.
The K value is constant irrespective of the signal amplitude or frequency. As
depicted in defining A the amplitude of a peak and B the amplitude of the uni-
formly distributed background noise, the higher is the ratio A/B the larger is
the K value. Increasing the number of such peaks introduced in the signal,
while keeping the ratio A/B constant, reduces the kurtosis value.

2.3.2 Synchronous Average

The Synchronous Average mx(ϑ) of a measured signal x(ϑ), synchronized with
the rotational element in the angle domain ϑ, is evaluated as the ensemble
average over a number of rotationsM , each corresponding to one angular period
Θ, as follows:

mx(ϑ) =
1

M

∑M−1

l=0
x(ϑ+ lΘ), with 0 ≤ ϑ < Θ (2.2)

where MΘ is the whole length of the signal. Synchronous Averaging (SA) is a
well adopted signal processing technique which enables periodic waveforms to
be extracted from noisy signals.

Synchronous Averaging is a rather common method for the early detection
of failure in rotational elements as gears, bearings and wheels and is basically
obtained by synchronizing the samplings of the measured signal with the ro-
tational element of interest and evaluating the ensemble average over many
revolutions [7, 8]. Hence, a Synchronous Average contains only the components
synchronized with the revolution of the rotational element being studied. If
sufficient averages are taken, the Synchronous Average closely approximates
a truly periodic signal with periodicity corresponding to one revolution of the
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selected rotational element [2, 3]. This process strongly reduces the effects of
all the vibration sources non-synchronous with the reference, including other
rotational elements and the background noise. Classically, this has been ac-
complished using a tachometer signal which delivers one pulse per revolution
[43, 44]. However an optical encoder (with multiple pulses per revolution) can
also be used for a better angular resolution.

Particular techniques have also been proposed for angular resampling of the
vibration signal without the need of a speed sensor [7]. This method is carried
out by means of a keyphasor signal that is typically a once per shaft revolution
event. This signal is used to measure the shaft speed and represents the
reference for measuring the vibration phase angle. To determine the resample
times, normally it is assumed that the rotating component is undergoing
constant angular acceleration. The corresponding amplitudes are calculated
by interpolating between the sampled data using a linear interpolation method.

2.4 Frequency domain analysis

The theoretical frequency spectrum of a signal x(t) is usually described by its
Fourier Transform given by:

X(f) =

+∞∫
−∞

x(t)e−j2πftdt (2.3)

with f is the frequency variable. When implemented by DSP, the Fourier spec-
trum is usually approximated by the Discrete Fourier Transform (DFT). The
differences from the theoretical definition expressed by the Equation 2.3 are
the following:

- the use of time-discrete sampled signals;

- the observation and summation over a finite time interval;
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- the discrete nature of the frequency spectrum.

The FFT [45] is the fast algorithm for calculating the DFT of a block g(n)
of N samples of data giving a spectrum G(k) of N frequency lines, using the
formula:

G(k) = 1/N
N−1∑
n=0

g(n) exp(−j2πkn/N) (2.4)

Equation 2.4 assumes that g(n) is one period of a periodic signal, so that the
spectrum is that of the corresponding Fourier series. The sample index number
n represents the time n∆t, where ∆t is the reciprocal of the sampling frequency
fs. Similarly, the frequency index k represents the frequency k∆f , where ∆f is
the spectral line spacing, the reciprocal of the record length (= N∆t).

Because the time signal is sampled, the spectrum G(k) is also periodic, with
a period equal to the sampling frequency fs. When the signal g(n) is real,
the negative frequency components are the complex conjugates of the posi-
tive frequency components, and there are thus only N/2 independent complex
spectrum values. Because of the periodicity of the spectrum, the second half
(from fs/2 to fs) represents the negative frequency components (from −fs/2
to zero). This explains why all frequencies in the original signal outside this
range (−fs/2 to fs/2) must be removed by a low pass filter before digitization,
as they would otherwise mix with the true components within this range caus-
ing “ aliasing”. As reported by Randall in [45] the FFT is a powerful tool when
it is used with a harmonic and sidebands cursor in order to evaluate some am-
plitude/phase modulation effects.

2.5 Time-frequency analysis

As said before the problem of analysing measured signals in the frequency do-
main is solved by applying a DFT on the signals. The main characteristics of
this approach are that:
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- only spectral results, which are an average for the duration T of the ob-
servation interval, are obtained;

- the frequency resolution ∆f of the signal is limited by the length of the
observation window.

When the nature of the signal is varying with time, a repeated Fourier anal-
ysis for consequent time segments tries to describe the temporal variation of
the signal spectrum. This well known technique is called Short Time Fourier
Transform (STFT). The principal limitations of this approach are:

- for each analysed time segment, only average results are obtained, requir-
ing short analysis segments for a good time resolution;

- the shorter the analysed time segment is, the coarser the resulting fre-
quency resolution will be.

A more rigorous explanation of the latter is the Uncertainty Principle or
Bandwidth-Time product that is easily proved in [46] using the Parseval theo-
rem and the Schwartz’s inequality . This principle states that:

∆f ·∆t ≥ 1

4π
(2.5)

where ∆f is the frequency resolution expressed in Hertz and ∆t is the time res-
olution expressed in seconds. It is not so difficult to understand that Equation
2.5 points out a limitations of the STFT analysis methods: a fine resolution in
both time and frequency domains at the same time cannot be obtained.

Several techniques have been developed [47, 48] to overcome this problem
and to analyse different types of non-stationary signals. As well reported in
[48], one can distinguish three important classes of non-stationary signals:

- Evolutionary Harmonic Signals related to a periodic phenomenon (i.e. ro-
tation) of varying frequency;

- Evolutionary Broadband Signals with a broadband spectrum but with
spectral content evolving with time (i.e. road noise);
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- Transient Signals which show a very short time segment totally evolving
in nature (i.e. door-slam acoustic response and diesel engine irregularity
inside one combustion cycle).

Since this work deals with Transient and Cyclostationary signals, Continuous
Wavelet analysis has been proposed as proper analysis tools.

2.5.1 Continuous Wavelet Transform (CWT)

When referring to the definition of the Fourier Transform (Equation 2.3), it
can be seen that this formulation describes the signal x(t) by means of a set
of functions ejωt forming a basis for signal expansion. These functions are con-
tinuous and of infinite duration. The spectrum corresponds to the expansion
coefficients.

An alternative approach consists of decomposing the data in time-localized
waveforms. Such waveforms are usually referred to as wavelets. In the last
decades the theoretical background of the wavelet transform has been exten-
sively reported [10, 49, 50]. The Continuous Wavelet Transform (CWT ) of the
time signal x(t) is defined as:

CWT (a, b) =
1√
a

+∞∫
−∞

x(t)ψ∗
(
t− b
a

)
dt (2.6)

with

a ∈ R+ − {0} , b ∈ R (2.7)

and with

ψ∗
(
t− b
a

)
(2.8)

called ′mother (analyzing) wavelet′.
This is a linear transformation decomposing the original signal into elemen-
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tary functions ψa,b:

ψa,b(t) =
1√
a
ψ

(
t− b
a

)
(2.9)

which are determined by the translation (parameter b) and the dilation (pa-
rameter a) of a ′mother wavelet′ ψ(t). The translation parameter b describes
the time localization of the wavelet, while the dilation a determines the width
or scale of the wavelet. It is worth noting that, by decreasing the scale parame-
ter a, the oscillation frequency of the wavelet increases, but the duration of the
oscillation decreases, so it can be noted that exactly the same number of cycles
is contained within each wavelet. Therefore, an important difference with clas-
sical Fourier Analysis, in which the time window remains constant, is that the
time and frequency resolution now becomes dependent on the scale factor a. For
the CWT , in fact, the width of the window in the time domain is proportional to
a, while the bandwidth in the frequency domain is proportional to 1/a. Thus, in
the frequency domain, the CWT has a good resolution for low frequencies and,
in the time domain, good resolution for high frequencies; the latter property
makes the CWT suitable for the detection of transient signals. One of the most
interesting forms of wavelets is the Morlet wavelet defined as:

ψ(t)morlet =
1

π−1/4
e−t

2/2ej2πf0t (2.10)

wheref0 is the central frequency of the mother wavelet. The term 1/π−1/4 is a
normalization factor which ensures that the wavelet has unit energy; the Gaus-
sian envelope e−t2/2 modulates the complex sinusoidal waveform. In this work
the impulse mother wavelet is used. The impulse mother wavelet is defined as
follows:

ψ(t)impulse =
√

2πe2πjf0t−|2πt| (2.11)

where f0 is the central frequency of the mother wavelet and j throughout is the
imaginary unit. Since both Morlet and Impulse wavelets are complex mother
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wavelets, we can separate the phase and amplitude components within any sig-
nal. Usually, the result of the CWT is graphically represented in the time-scale
plane or in the time-frequency domain, using the relationship f = f0/a between
the central frequency of the analyzing wavelet f0 and the scale a. Moreover,
when complex analyzing wavelets have been used, only the amplitude will be
considered and represented using a linear scale. Concerning the CWT imple-
mentation, the algorithm proposed by Wang and McFadden [11] has been ap-
plied taking the advantages of the FFT algorithm.

Figure 2.1 plots the Morlet and Impulse mother wavelets for different values
of the scale parameter a. The values of f0 are taken from [51], equal to 0.8125
Hz for Morlet mother wavelet and 20 Hz for Impulse one. The figure highlights
the different qualities of the two mother wavelets: a remarkable feature of the
Morlet wavelet is that its Fourier spectrum is Gaussian, whilst the Impulse
one is taken into account due to its capability for the analysis of impulses in
vibration signals.

Figure 2.2, taken from [40] and [39], depicts an illustrative example in order
to show the effectiveness of the two mother wavelets. The simulated signal
simulates typical machine signals containing sinusoids and impulse responses.
Comparing the Morlet and Impulses wavelet capabilities, the superiority of the
latter in distinguishing close frequency components it is clear. Moreover the
Impulse wavelet is able to detect continuous frequency components as well as
transient components.

2.6 Cyclostationary analysis and indicators

A signal is cyclostationary if some of its statistics present periodicities. Averag-
ing can make it possible to extract the deterministic part of the signal. If the
signal obtained after subtracting this deterministic part from the synchronized
signal does not exhibit cyclostationarity, the signal is said to be cyclostationary
at an order ‘1’. In general terms, a signal is cyclostationary at an order ‘n’ if its
statistical properties at order ‘n’ are periodic . It has to be noted that if local
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Figure 2.1: Comparison of Morlet and Impulse mother wavelet
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Figure 2.2: Comparison of two different CWT obtained through Morlet mother
wavelet (B) and Impulse mother wavelet (C) in case of a simulated signal (A).
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faults produce impacts the signals have to be considered as non-stationary and
characterized by a transient vibration signal.
The cyclostationary approach has been used for the estimation of indicators of
(nth-order) cyclostationarity (ICSnx). The reader is referred to [6, 9] for a full
explanation and definition of cyclostationarity. Hereafter a brief overview of the
used indicators is given. In order to define ICSnx, two possible approaches can
be used, based on moments or cumulants, respectively. According to [9], the
use of cumulants is more advantageous, as the nth-order cumulant provides
only new information, which is not included in lower-order cumulants. The
first order cyclostationarity content has been computed as the Discrete Fourier
Transform (DFT) of the sampled signal x[n], called the first order cyclic cumu-
lant (Ĉα1x), Equation 2.12. The second order cyclostationarity content of the
signal has been evaluated through the second order cyclic cumulant (Ĉα2x) esti-
mated as the Discrete Fourier Transform of the squared residual signal r2[n] as
in Equation 2.13.

Ĉα1x = N−1DFT {x [n]} (α) (2.12)

Ĉα2x(ϕ = 0) = N−1DFT
{
r2 [n]

}
(α) (2.13)

Where DFT {z [n]} (α) refers to the Discrete Fourier Transform of the generic
sampled signal z[n] of length N calculated at an order α. Moreover, the first and
second order cyclic cumulants can be conveniently used to summarize the infor-
mation related to first- and second-order cyclostationary contents by defining
the following indicators of cyclostationarity:

ICS1x =

∑
α 6=0

∣∣∣Ĉα1x∣∣∣2∣∣∣Ĉ0
2x(0)

∣∣∣ (2.14)
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ICS2x =

∑
α 6=0

∣∣∣Ĉα2x(0)
∣∣∣2∣∣∣Ĉ0

2x(0)
∣∣∣2 (2.15)

Equations 2.14 and 2.15 are consistent estimators of the cyclic cumulants at the
zero angle lag (ϕ = 0) for a sampled signal. It is worth noting that indicators
ICS1x and ICS2x are without dimension, as they are normalized by the energy
of the residual signal Ĉ0

2x (0);

2.7 Definition of pass-fail decision value: Tukey’s
method

The pass/fail thresholds are generally defined starting from the analysis of a
large group of healthy components applying statistical techniques with the a-
priori knowledge of the real data distribution. However, in case of a small num-
ber of samples, it is advisable to use non statistical techniques. This is the case
adopted in this research activity in which Tukey’s non statistical method has
been applied to a group of 15 healthy wheels.

The Tukey’s method [52] is a simple but effective procedure for the identifi-
cation of anomalies in a distribution of data. Unlike common statistical proce-
dures,Tukey’s method is a non-parametric technique that does not consider any
distributional assumptions about the statistical behavior of the data.

Let x1, x2, ..., xn be a series of observations such as statistical parameter val-
ues or cyclostatonarity indicators. These data are arranged in ascending order
and then ordered into four quarters. The boundary of each quarter is defined
by Q1, Q2 and Q3, called the 1st quartile, 2ndquartile and 3rd quartile, respec-
tively. The difference |Q3 −Q1|is called the inter-quartile range. The Tukey’s
threshold for anomalies is defined at Q3 + 3 |Q3 −Q1|. Observations falling be-
yond this limit are called serious anomalies and any observations xi such that
Q3 + 1.5 |Q3 −Q1| ≤ xi ≤ Q3 + 3 |Q3 −Q1| are called possible anomalies. Figure
2.3 reports a schematic representation of Tukey’s method procedure.
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Figure 2.3: Simplified representation of Tukey’s procedure
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Chapter 3

Heavy-duty wheel monitoring and
diagnostics analysis

3.1 What is the chapter about?

This chapter aims at formulating a monitoring and diagnostics algorithm able
to detect fault presence in a heavy-duty wheel after a limited testing time. In
this chapter, the questions that have to be solved are:

• Is it possible to detect a fault presence in the wheel after a limited testing
time?

• Which is the best sensor and the best operational condition able to detect
anomalies?

• Is the rust causing an anomalous vibratory level?

• Is it possible to determine the defect nature from the signal signature?

3.2 Introduction

Heavy-duty wheels are components mainly used in applications as automatic
vehicles and motor trucks mainly.

In the wheels object of analysis, the polyurethane coating is made from
an elastomer obtained exclusively from raw materials for synthesis. The
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polyurethanes are chemical compounds obtained by a polymerization reaction
that is triggered and takes place with the mixing of two components belong-
ing to two different families of compounds, previously heated to temperatures
such as to keep them in the liquid state and with relatively low viscosity. The
reactive mixture is cast or injected into molds heated in which are housed the
metallic cores previously cleaned using special chemical processes. The temper-
ature of the mold allows the completion of the polymerization reaction inside
of the polyurethane and the chemical anchoring of the polyurethane adhesive
possibly present on the surface of the core.

The cleaning is a very important phase in the production process of the
wheels, since the impurities that remain on the surface of the core, such as
sand casting or other substances, can interfere with bonding of the adhesive
and the polyurethane. On the hub, after cleaning, it is sprayed an adhesive in
the form of thin films. The hub of the wheel must be subjected to machining
of ”roughing surface” in order to remove the sand from the foundry process or
the surface oxides which can be formed. If this processing phase is not done
properly some problems can arise:

- non-uniform adhesion of the adhesive on the metal surface;

- no complete wettability of the metal surface;

- extended defect.

Moreover the thickness of the film of adhesive must not exceed 10-20 microns
thick in order to not affect the mechanical characteristics. The wheels in their fi-
nal form can not be immediately packaged and delivered to the customers since
the polyurethane requires a certain period of time to acquire the desired proper-
ties. Compared to the cleaning phases, in which the hub is not moved manually,
in the subsequent operations of application of the adhesive and the positioning
of the mold, the manipulation of the pieces by an operator is present. The op-
erator has to be particularly careful to not touch the surface of the adhesive in
order to prevent contamination with impurities that would lead a failure of the
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polyurethane-hub adherence. In this activity, different experimental tests have
been carried out in order to identify defects that can occur during the manufac-
turing process. Results are presented for numerous defects in a large variety of
operational conditions.
The main goal activity is the identification of adapt processing techniques based
on vibration signal able to identify a missing adherence anomaly at the end of
the production line. For this purpose different test configurations (speed and
load) have been evaluated trying to highlight at the best the fault presence.
Concerning the condition monitoring phase, the Synchronous Average has been
calculated over the wheel rotation (namely SAw) in order to highlight the phe-
nomena that have the wheel rotation as periodicity (e.g. the contact between
defect and drum of the test bench). Moreover, the Kurtosis and Root Mean
Square (RMS) parameters applied on the SAw have been utilized as statistical
coefficients in order to define the state of health of a wheel and to obtain upper
thresholds for the pass/fail decision. In the mean time, the cyclostationarity the-
ory has been applied for the extraction of information from the frequency/order
domain of the processed signal. Eventually, the Continuous Wavelet Technique
(CWT ) has been applied over one wheel revolution obtaining spectral results in
terms of wheel orders, useful for the diagnosis phase.
The originality of this activity consists of the attempt to study the presence
of anomalies in a heavy-duty wheel comparing the detection and diagnostic
capability of different processing techniques as Synchronous Average and cy-
clostationarity using well-suited indicators. Furthermore, these indicators are
adopted to determine threshold pass/fail decision values through the Tukey’s
non statistical method. As the authors are aware, it is the first time this com-
ponent is considered from a monitoring- diagnosis standpoint.
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3.3 Test set up

3.3.1 Faulty wheel types

The wheels being studied are composed of a polyurethane tread and a cast iron
hub, with 100 mm radius, 50 mm of width and 1200 kg of maximum load.
Wheels with different types of faults have been manufactured “ad hoc”with
anomalies similar to real ones. Such anomalies consist of incorrectly adher-
ence zones between tread and hub and localized and distributed rust presences
in the hub surface. Figure 3.1 depicts the artificial faults’ dimension in the
tangential direction (B) and in the horizontal direction (L).

In this work, localized faults of:

- missing adherence (namely MA) of about 0.3 cm dimensions in the hori-
zontal and tangential directions;

- localized rust (namely LR) of about 5 cm dimension in horizontal and 2
cm in tangential direction and distributed rust on the entire hub (namely
DR)

have been analyzed.
Furthermore, four kinds of extended missing adherence localized faults have

been considered:

- A1 (B=1cm and L=5cm);

- A2 (B=2cm and L=5cm);

- A3 (B=1cm and L=2 cm);

- A4 (B=2cm and L=2cm).

The main objective is to verify the effectiveness of the processing techniques
and to study operational condition and size defect influences on the measured
signals. Every kind of defect has been reproduced on three different wheels in
order to have a good repeatability of the results.
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Eventually, a set of 15 wheels without any defect has been analyzed for the
estimation of a reliable reference pattern representative of the normal condi-
tion. The vibration parameters relative to these 15 wheels are referred to the
following as healthy wheels (HW)

Figure 3.1: Defect dimensions

3.3.2 Experimental apparatus and test conditions

A wide experimental investigation is carried out on heavy-duty wheels in a test
bench available at the company’s laboratory. The test bench consists of a bottom
support, including a drum driven by an electric motor controlled by an inverter
and an upper part composed by two hydraulic pistons that apply the load to the
wheel under test, as depicted in Figure 3.2.

Tests are carried out at two different drum speeds (4 and 10 km/h) and three
different loads (350, 700 and 1000 kg), representing the real range of opera-
tional conditions. The results in terms of raw time data and frequency analysis
have shown that the operational condition of 4 km/h and 1000 kg is the best
compromise (referred hereafter as “best” condition) of rotational speed and ap-
plied load in order to give a clear and meaningful response signal.

During tests, the vibration signal is acquired by means of a piezoelectric tri-
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axial accelerometer (PCB 356A01, frequency range 1-10000Hz), as shown in
Figure 3.2 (position A) and a condenser microphone (1/2” prepolarized) is uti-
lized to measure the sound emission (C). Moreover an acoustic emission (AE)
sensor has been used in order to capture the transient elastic waves generated
from a rapid release of strain energy caused by a deformation or damage (B).
In particular since the acoustic emission sensor is specifically manufactured for
measuring the elastic waves - having high frequency content - such a sensor is
negligibly affected by mechanical components - having a low frequency content,
less than 20 kHz [53, 54]. Finally four load cells (LAUMAS FTO Kg 5000) have
been used to measure the global force in the vertical direction (D).

The signals are acquired with a sample frequency of 12800 Hz for a duration
of about 23s by using LMS hardware and software instrumentation [55]. Simul-
taneously with the acquisition at constant sample frequency, an on-line order
tracking analysis has been also performed since the number of time samples
varies every rotation of the wheel due to fluctuation of instantaneous speed.
This technique requires the measurement of a “trigger” signal, i.e. a signal
phase-locked with the angular position of one rotating element in the system,
that gives a synchronized signal with the wheel and a synchronized signal
with the drum revolution. For these reasons two optical tachometer sensors
(KEYENCE- LVS series) both positioned near the wheel-drum contact are used
in order to produce one pulse per revolution of the wheel and the driving drum
(E). This kind of tachometer gives a pulse when a reflecting strip crosses the
optical sensor of the tachometer.
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Figure 3.2: Test bench: A) accelerometer ; B) acoustic emission sensor; C) mi-
crophone; D) load cells; E) optical tachometer sensor



Chapter 3. Heavy-duty wheel monitoring and diagnostics analysis 34

3.3.3 Synchronous average procedure

The Synchronous Average technique has been applied on the measured signals
in order to highlight the phenomena that are linked to the presence of faulty
wheels.

Two different Synchronous Averages have been computed. Firstly, the Syn-
chronous Average of the acceleration signal over the drum revolution (called
SAd) has been performed starting from the synchronized acceleration signal, by
using the tachometer signal of the drum as a reference. Then, the “purified sig-
nal” has been calculated as the difference between the synchronized signal and
the SAd , obtaining a new signal with reduced periodicities related to the driv-
ing drum and increased information concerning the manufactured faults linked
to the wheel periodicities. Consequently, the “purified signal” has been syn-
chronized (by using the tachometer of the wheel) and averaged over the wheel
rotation obtaining the Synchronous Average of the acceleration signal over the
wheel revolution (namely SAw). Eventually, the residual signal was determined
as the difference between the above purified signal and SAw.

As an example of the result of such a procedure, Figure 3.3 depicts the raw
acceleration signal measured at the operational condition of 4km/h (speed) and
1000 kg (load) in the case of a missing adherence localized defect and the further
processing phases. This purification process gives a strong reduction of the
components related to the driving drum rotation and the possibility of analyzing
the residual signal depurated from all the known periodicities of the system.
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Figure 3.3: Processing procedure: a) raw acceleration signal, b) SAd, c) purified
signal, d) SAw and e) residual signal at the operational condition of 4km/h and
1000kg
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3.3.4 Determination of the best sensor device

Subsequently, analyses have been carried out in order to detect which sensor
among those used is best able to identify the non-stationary phenomena related
to the presence of the defect.

Figure 3.4 shows the SAw for all the sensors at the same test condition (the
“best” condition) and for the same defect type. This comparison leads to the
conclusion that the accelerometer signal is the best compromise between sim-
plicity in the mounting and clear response to an impulsive event. In fact, the
acceleration signal consists of impulsive events linked to the wheel rotation and
which occur when the artificial fault of the wheel comes into contact with the
drum.

On the other hand, the load cells embedded in the test bench have a very
slow dynamic response to an impulsive event and they are not able to precisely
capture the presence of the defect.

Concerning the acoustic emission it exhibits quite good signals allowing a
clear defect localization. The acoustic emission (AE) transducer adopted during
the measurement campaign is a resonant type transducer. It means that ev-
ery time the system realises elastic waves, the AE transducer is excited at its
resonance frequency, generating a signal composed of a carrier component char-
acterized by the resonance frequency, modulated by the physical phenomenon
that causes the elastic waves, called the amplitude modulation component. The
latter is the meaningful part of the AE signal because the carrier component
contains only the information of the sensor resonance frequency. The demodu-
lated signal is obtained purifying the signal of the AE sensor from the carrier
component in order to analyse only the amplitude modulation. The demodu-
lated AE signal has a frequency content in the field of the common frequencies
of the mechanical phenomena, and so it can be analyzed with a traditional sig-
nal analyzer. The main drawbacks linked to the use of this transducer are that
it requires a continuous control of the silicon grease, essential to realize good
adherence between sensor and measured surface, and the high sensitivity to
electrical interferences.
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Microphone signals are not suitable for this kind of measurement due to the
high environmental noise in the laboratory. In the following, only the results
obtained by the accelerometer are shown.

During the entire test campaign, the wheel being tested has been subjected
to a warm up procedure: it has been found that 30 seconds are enough in or-
der to stabilize the tread temperature and to avoid the effect of localized tread
deformation that can rise during the mounting phase. Figure 3.5 depicts the
Synchronous Average of the acceleration signal for the A3 type of defect in the
first minute of acquisition (black line) and in the second minute of acquisition
(red line). As it can be noted the local deformation of the tread causes the pres-
ence of a peak in the SAw that vanished after the warm up procedure.
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Figure 3.4: Synchronous Average of a) accelerometer signal, b) AE signal, c)
microphone signal, d) load cell signal for the same defect type A2 at the “best”
test condition
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Figure 3.5: Synchronous Average of the acceleration signal for A3 defect in the
first minute acquisition (black line) and in the second minute acquisition (red
line).

3.4 Condition monitoring

The condition monitoring phase consists of the application of different tech-
niques able to identify the presence of possible anomalies in the component. In
the mean time the different processing techniques have to be objectified through
well suited indicators, i.e. quantitative values able to estimate the healthiness
level of a component.

3.4.1 Synchronous average: Kurtosis and RMS statistical pa-
rameter

The Kurtosis parameter, as previously described in Chapter 2, can be consid-
ered as a monitoring feature for faults producing impulsive excitations and it
can be used to obtain a reliable upper threshold. To this purpose, Table 3.1 puts
in evidence the Kurtosis values for the A1, A2, A3 and A4 defect types evalu-
ated at the operational condition of 4 km/h and 1000 kg (the ı̀bestı̂ condition).
The values in the table represent the mean values over the three tested wheels
having the same fault. As one can clearly see, the Kurtosis parameter assumes
the highest values for the faulty wheels, whilst for healthy wheels it presents
small values, less than 4.

Test conditions have a large influence on Kurtosis values, in fact in Table 3.2
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the Kurtosis parameters at the test condition of 10 km/h and 350 kg (low load)
present a smaller value with respect to those at 4 km/h and 1000 kg (high load),
collected in Table 1. Furthermore, at the test condition considered in Table 3.2
the faulty wheels can not be clearly identified by using the Kurtosis parameter
only (defect A3 exhibits a Kurtosis value smaller than the healthy wheels).

Table 3.3 shows the Kurtosis values evaluated for the same faulty wheel (type
A2) at different test conditions. Again the test condition at 4 km/h and 1000 kg
presents the highest Kurtosis values due to the presence in the signal of high
amplitude peaks in the zone where the defect exists and very low elsewhere, see
Figure 3.6. Furthermore the Kurtosis parameter has been applied to the SAw
of the above mentioned 15 healthy wheels (Table 3.4 second column) and to 8
wheels with defect of MA, LR and DR type (Table 3.6, second column). Although
this parameter is well suited for the recognition of extended missing adherence
localized faults (A1, A2, A3 and A4), it is not really sensitive to small localized
defect (MA) and to rust presence (LR and DR), as it shows almost the same
value as healthy wheels.

As a consequence, a further statistical parameter, the root mean square
(RMS) has been considered and compared to the previous one. The RMS is
a statistical measure able to recognize the degree of irregularities of a signal
and for this reason it appears well-suited for the recognition of defects such as
rust or small localized defect that do not produce significant localized peaks.
The RMS values computed on the SAw for the group of 15 healthy wheels and
for the group of 8 faulty wheels are collected in the third column of Table 3.4
and Table 3.6, respectively.

Eventually, Tukey’s method has been applied to the Kurtosis and RMS pa-
rameters evaluated for the group of healthy wheels (Table 3.4) in order to iden-
tify the pass/fail threshold value. With this approach the threshold value that
discriminates healthy wheel from a possible faulty wheel has Kurtosis of 4.55
and RMS of 0.033 m/s2 (accordingly to the method). The thresholds that give
the certainty of faultiness are 5.48 and 0.039 for the Kurtosis and the RMS,
respectively, as reported in Table 3.5. The comparison of the pass/fail thresh-
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old value (Table 3.5) with the results reported in Table 3.6 enable to draw the
following conclusions, as highlighted in Figure 3.7:

- the Kurtosis parameter was able to certainly identify only a wheel with
LR fault (LR1) and a wheel with DR fault (DR3) as a possible fault. This
low monitoring skill can be ascribed to the fact that the SAw signals do
not contain high localized peaks, in case of MA, LR and DR defects.

- The RMS parameter was able to certainly identify two wheels with LR
fault (LR1, LR2) and the three wheels with DR fault (DR2, DR3, DR4).
Moreover, one wheel with MA fault (MA2) was recognized as possibly
faulty. As result the RMS can be considered as a good monitoring parame-
ter due to the fact that it is sensitive to missing adherence localized defect
or localized-distributed rust. Nevertheless this parameter is not able to
recognize all the defects giving the possibility of undesirable alarms.

Table 3.1: Kurtosis values at the operational condition of 4 km/h and 1000 kg
for A1, A2, A3 and A4 defect types and for the healthy wheels (HW)

A1 A2 A3 A4 HW
Kurtosis 16.01 13.17 12.01 13.26 3.27

Table 3.2: Kurtosis values at the test condition of 10 km/h and 350 kg for A1,
A2, A3 and A4 defect types and for the healthy wheels (HW).

A1 A2 A3 A4 HW
Kurtosis 6.03 7.12 3.25 4.12 3.27
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Table 3.3: Kurtosis values for different test conditions concerning the A2 defect
type.

350 kg 700 kg 1000 kg
4km/h 9.76 13.03 13.07

10km/h 7.12 6.53 7.83

Table 3.4: Kurtosis and RMS values for the group of 15 healthy wheels at the
“best” test conditions

Healthy wheels (HW) Kurtosis RMS[m/s2]

HW1 3.12 0.02
HW2 3.15 0.027
HW3 3.08 0.023
HW4 3.67 0.03
HW5 2.96 0.026
HW6 3.57 0.024
HW7 2.56 0.017
HW8 3 0.033
HW9 3.31 0.026

HW10 3.33 0.027
HW11 2.89 0.022
HW12 3.17 0.024
HW13 3.62 0.026
HW14 3.81 0.025
HW15 4.03 0.025
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Table 3.5: Kurtosis and RMS threshold values obtained using the Tukey’s
method at the “best” test conditions

Healthy wheels (HW) Kurtosis RMS[m/s2]

Q1 3 0.23
Q2 3.17 0.025
Q3 3.62 0.027

Q3 + 1.5|Q3−Q1| 4.55 0.033
Q3 + 3|Q3−Q1| 5.48 0.039

Table 3.6: Kurtosis and RMS values for the group of 8 different faulty wheels
at the “best” test conditions.

Faulty wheels Kurtosis RMS[m/s2]

MA1 3.31 0.03
MA2 2.91 0.033
LR1 6.4 0.12
LR2 3.32 0.059
LR3 2.95 0.025
DR1 4.12 0.057
DR2 4.93 0.062
DR3 3.54 0.041
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Figure 3.6: Synchronous Average of the acceleration signal for A1, A2, A3 and
A4 defects at the “best” test condition
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Figure 3.7: Kurtosis and RMS pass-fail distributions in case of MA, LR and DR
defects
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3.4.2 Application of Cyclostationarity: first and second order
indicators

Since the processing techniques described above do not give a sufficient con-
fidence in the identification of the faulty wheels, a further investigation has
been carried out based on the study of the cyclostationarity properties of the
signal. The first order cyclostationarity content has been computed as the Dis-
crete Fourier Transform (DFT) of the sampled purified signal synchronized with
the wheel rotation x[n], called first order cyclic cumulant (Ĉα1x):

Ĉα1x = N−1DFT {x [n]} (α) (3.1)

The second order cyclostationarity content of the signal has been evaluated
through the second order cyclic cumulant (Ĉα2x) estimated as the Discrete
Fourier Transform of the squared residual signal r2[n]:

Ĉα2x(ϕ = 0) = N−1DFT
{
r2 [n]

}
(α) (3.2)

It has to be noted that Equations 3.1 and 3.2 are consistent estimators of the
cyclic cumulants at the zero angle lag (ϕ = 0) for a sampled signal. Moreover,
the first and second order cyclic cumulants can be conveniently used to summa-
rize the information related to first- and second-order cyclostationary contents
by defining the following indicators of cyclostationarity:

ICS1x =

∑
α 6=0

∣∣∣Ĉα1x∣∣∣2∣∣∣Ĉ0
2x(0)

∣∣∣ (3.3)

ICS2x =

∑
α 6=0

∣∣∣Ĉα2x(0)
∣∣∣2∣∣∣Ĉ0

2x(0)
∣∣∣2 (3.4)
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where α ∈ Ā and A is the set of wheel orders α presenting non-zero Fourier
series coefficients. It is worth noting that indicators ICS1x and ICS2x are with-
out dimension, as they are normalized by the energy of residual signal Ĉ0

2x (0);
they quantify the presence of first and second-order cyclostationary components
within the signal, respectively. In the particular case α has been considered in
the range 1st - 100th order since the higher spectrum amplitudes lie in this
order range.

Figure 3.8: Ĉα1x and Ĉα2x of depurated acceleration signal in case of Healthy
wheel at 10 km/h for a load condition of 1000kg

Figure 3.8 reports the first and second order cyclic cumulants in case of
healthy wheels while Figure 3.9 for a MA faulty wheel. Moreover Figure 3.10
reports the first and second order cyclic cumulants for a LR faulty wheel and
Figure 3.11 for a DR faulty wheel. For each figure a zoom in the first 10 orders
is also given representing the most significant signal contents range. Moreover,
Tables 3.7 and 3.9 report the cyclostationarity indicator values in the case of
healthy and faulty wheels, respectively.

Regarding the first cyclic order cumulant, it is interesting to note the pres-
ence of a high first order component and subsequent harmonics in the case of
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Figure 3.9: Ĉα1x and Ĉα2x of depurated acceleration signal in case of MA faulty
wheel at 10 km/h for a load condition of 1000kg

Figure 3.10: Ĉα1x and Ĉα2x of depurated acceleration signal in case of LR faulty
wheel at 10 km/h for a load condition of 1000kg
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Figure 3.11: Ĉα1x and Ĉα2x of depurated acceleration signal in case DR faulty
wheel at 10 km/h for a load condition of 1000kg.

a localized defect of missing adherence (MA) with respect to the healthy con-
dition. In the case of localized and distributed rust defects (LR and DR) the
main differences from the healthy case are registered in both the first and in
the second order cyclic cumulant. First-order cyclostationary components char-
acterise the deterministic behaviour of a system which are usually linked with
macro-phenomena that perfectly repeat themselves on a cyclic basis. This is
typically the case of vibrations due to unbalance, misalignment, eccentricity,
run-out, meshing, etc.

On the other hand, pure second-order cyclostationarity components charac-
terise the random behaviour of a system which are usually linked with hardly
predictable micro-phenomena. This is typically the case of vibrations due to
fluid flows, frictions, rubs, etc. It will be possible to understand in detailed the
reason of the second order ciclostationary nature of the signal in Chapter 5,
through the modelling diagnostics support.

As done for the statistical parameters, the Tukey’s method has been applied
to the ICS1x and ICS2x metrics evaluated for the group of 15 healthy wheels
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(Table 3.8) in order to identify the threshold pass/fail values. Possible faults can
occur for values between 0.0893 and 0.1226 in the case of ICS1x and for values
between 0.0167 and 0.208 for ICS2xmetrics. Moreover assured faults can occur
for values exceeding to 0.1226 and 0.0208 for ICS1x and ICS2x, respectively.
The comparison between the results in Tables 3.9 and 3.8 leads the following
remarks, highlighted in Figure 3.12:

- the ICS1x parameter is able to detect only two certain faults (LR1 and
DR2). Nevertheless this low monitoring skill is not really representative
for the real differences between healthy and faulty wheels, as it clearly
appears looking at the first order cumulants of Figures 3.9, 3.10 and 3.11.
The main reason of this apparent discrepancy between the monitoring
capability of the first cyclic order cumulant and its indicator is due to the
large value of dispersion characterizing the healthy wheel, which causes
a large increase of the threshold level.

- the ICS2x is able to recognize the presence of anomalies or of possible
anomalies for all the known faulty wheels, in the case of both missing ad-
herence and rust defect. In case of healthy components, the ICS2x values
do not present this dispersion effect so, as a result, the ICS2x monitoring
skill is particularly sensitive to fault recognition.
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Table 3.7: ICS1x and ICS2x values for the 15 healthy wheels at the “best” test
conditions

Healthy wheels (HW) ICS1x ICS2x

HW1 0.0282 0.0105
HW2 0.054 0.01
HW3 0.047 0.0123
HW4 0.0338 0.0044
HW5 0.054 0.0092
HW6 0.0382 0.0072
HW7 0.027 0.0127
HW8 0.1 0.0126
HW9 0.062 0.0135

HW10 0.048 0.014
HW11 0.0328 0.015
HW12 0.0557 0.0103
HW13 0.062 0.012
HW14 0.056 0.01
HW15 0.046 0.0122

Table 3.8: ICS1x and ICS2x threshold values obtained using the Tukey method
at the “best” test conditions

Healthy wheels (HW) ICS2x ICS2x

Q1 0.0338 0.01
Q2 0.0480 0.012
Q3 0.056 0.0127

Q3 + 1.5|Q3−Q1| 0.0893 0.0167
Q3 + 3|Q3−Q1| 0.1226 0.0208
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Figure 3.12: Ĉα1x and Ĉα2x pass-fail distributions in case of MA, LR and DR de-
fects
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Table 3.9: ICS1x and ICS2x values for a group of 8 different faulty wheels at
the “best” test conditions.

Faulty wheels ICS1x ICS2x

MA1 0.076 0.017
MA2 0.0884 0.0178
LR1 1.175 0.04
LR2 0.0257 0.3088
LR3 0.052 0.0173
DR1 0.0869 0.026
DR2 0.168 0.671
DR3 0.083 0.16

3.5 Diagnostics

The CWT has been applied to signal SAw(θ) in the angle domain, where θ = tfr

with the wheel rotation frequency fr. Thus the CWT is computed as:

CWT (a, b) =
1√
a

+∞∫
−∞

SAw(tfr)ψ
∗
(
t− b
a

)
dt (3.5)

In this work the impulse mother wavelet is used due to the impulsive peculiarity
of the signal:

ψ(t)impulse =
√

2πe2πjf0t−|2πt| (3.6)

where f0, the central frequency of the mother wavelet, is taken equal to 20 Hz.
The result of the CWT is graphically represented in the time-scale plane, while
in this thesis the maps have been displayed in the rotation angle-order domain,
using the relationship ord = f0/(afr) between the central frequency of the ana-
lyzing wavelet f0, the scale a and the rotational frequency fr; the rotation angle
is equal to bfr. Moreover, when complex analyzing wavelets have been used,
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only the amplitude will be considered and represented using a linear scale Fig-
ure 3.13 reports the Wavelet Transform for each faulty wheel type (MR, LR and
DR) and for an healthy wheel at the “best” test condition. This latter does not
exhibit any particular order contents in the order range of interest. On the
contrary, the localized defect of missing adherence produces peaks mainly char-
acterized by an order contents between 10 and 20 depending on the dimension
of the defect. Localized and distributed rust are characterized by a further order
contents between 45 and 80 orders. The reason for the different order contents
depending on the defect type will be described in Chapter 5 through the model
diagnostics support.
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Figure 3.13: Wavelet Transform of acceleration signal at the “best” test condi-
tion for a) Healthy wheel, b) MA faulty wheel, c) LR faulty wheel and d) DR
faulty wheel
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3.6 Proposed algorithm for on-line monitoring and
diagnostics

A schematic algorithm of a possible procedure to be implemented in a condition
monitoring and diagnostics station at the end of the production line is here
presented and discussed.

The proposed algorithm (see Figure 3.14) takes advantage of the monitoring
capacity of the different metrics, the threshold values estimated by the Tukey’s
method and the dagnostics skill of the wavelet technique. In particular, starting
from a raw acceleration signal, firstly the Kurtosis parameter of the SAw is
estimated and compared with the threshold values of Tukey’s method in order
to recognize the presence of defects with large dimensions. It has been discussed
in Section 3.4 that only quite large defects can be found by such a comparison.
The RMS values of the SAw signal and the relative thresholds should be used
in order to detect other defects.

If both the Kurtosis and RMS values are smaller than the relative threshold
values, then the second order cumulant of the residual signal and its indicator
should be introduced. If the ICS2x values are lower than the thresholds, the
wheel can be considered definitely healthy.

The proposed algorithms is able to detect all the adherence anomalies due
to missing glue or rust presences of the tested wheel. However, before imple-
menting the algorithm in a test station, it will be validate on additional wheels,
extracted directly from the production lines.

If during the monitoring phase, a defect is detected, the defect type is recog-
nized through the analysis of the wavelet calculated on the SAw signal, in the
diagnosis phase. The presence in the wavelets of order contents of about 10-20
orders is addressed to localized missing adherence defects, while for rust defects
there should be a further order contents around 60-80.

In Chapter 6, the reason for the different techniques’s efficiency will be de-
scribed more in detail.
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Figure 3.14: Proposed monitoring and diagnostic algorithm for heavy-duty
wheel
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3.7 Intermediate results

This activity has brought to draw the following conclusions:

• the acceleration signal gives the clearest response in case of anomalies
localized in the tread-hub interface;

• the operational test condition of 4km/h (low speed) and 1000kg (high load)
best highlights the fault presence;

• the Kurtosis and RMS coefficients estimated on the SAw, in cooperation
with ICS1x and ICS2x indicators applied to the residual signal are useful
metrics for the definition of the state of health of the wheel, i.e. detection
of missing adherence and localized-distributed rust defects;

• The Continuous Wavelet Transform makes it possible to identify common
order contents for similar defect types.



Chapter 4

System dynamic characterization

4.1 What is the chapter about?

This chapter aims at evaluating the effect of the wheel dynamics on the mea-
sured acceleration signal.

It has been found that all the acceleration signals analyzed in Chapter 3
present a main spectrum content in the frequency range between 0-100 Hz.
Figure 4.1 reports the case of a typical missing adherence defect spectrum.

Figure 4.1: Acceleration spectrum in the case of missing adherence defect
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The main question that needs to be solved is:

• Can a heavy-duty wheel be considered as a rigid body in this frequency
range?

4.2 Introduction

The knowledge of the system dynamic characteristics in the real operating con-
dition represents a fundamental but in the main complicated task: the most
popular approach adopted under the hypothesis of system linear behavior is
given by the modal analysis theory. The linearity assumption entails that the
frequency response functions should be independent of the excitation level. This
is normally true for low energy excitations. As a result, the system dynamics
can be described by a set of linear, second order differential equations. How-
ever, linear analysis can be insufficient to describe the behavior of the physical
system since totally unexpected phenomena sometimes occur, phenomena that
are not predicted or even hinted at linear theory [31]. In structural dynamics a
classical source of non linearity is represented by non-linear material behavior:
viscoelastic material is a typical example [56–58].

Young’s Modulus and damping properties in the case of viscoelastic materials
are dependent on several factors such static load, temperature, deformation
amplitude and frequency. Consequently, the dynamics of a component made of
viscoelastic material can vary depending on the applied operational conditions.

The pertinence of the linearity hypothesis has to be established through a
characterization of the material linearity level. This analysis consists of the
measurement of the material complex moduli (the dynamic modulus, the loss
modulus and the loss factor, frequency dependent) through a so called “Direct
method” [34, 38] .

The complex modulus concept is a powerful, widely used tool for character-
izing the dynamic elastic and damping properties in the frequency domain
[31, 33–35] . In case the test campaign highlights a slight material non lin-
earity in the operational condition range, it is possible to adopt modal analysis
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techniques for the system dynamic characterization.

Furthermore, the material test campaign allows to determine the well suited
material model to be adopted in system modelling.

In section 4.3, a theoretical procedure to dynamically characterize a mechani-
cal component made of viscoelastic material is described. Moreover, an overview
of the theory behind the experimental techniques adopted in the material dy-
namic characterization is presented. Furthermore in section 4.4 the different
phases related to the heavy-duty wheel dynamic characterization are described.

4.3 A procedure to dynamically characterize a vis-
coelastic material component

In general, viscoelastic material properties are mainly dependent on frequency,
static load, dynamic deformation and temperature. In order to establish the
material dependency on these factors, it is necessary to experimentally ana-
lyze a material sample through laboratory tests. As a result, it is possible to
evaluate the material characteristics, obtaining a so-called “material character-
ization matrix”.
Each matrix element is composed of the complex modulus, (the dynamic mod-
ulus, the loss modulus and the loss factor, frequency variable), evaluated at
a well-defined static load and deformation amplitude. These values can be
adopted in different viscoelastic material models, able to represent the mate-
rial behavior. Indeed, for a successful prediction of the dynamic behavior of a
component made of viscoelastic material, it is important to have an accurate
mathematical model of the material itself. The “Kelvin-Voigt model” [36] which
is a spring and damper in parallel, frequency dependent, is often used for mod-
elling viscoelastic components, defined as follows:

σ = E′ · ε+ E′′ · d
dt

(ε) (4.1)
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where E’ is the Young’s modulus and E” is the complex modulus representing
the viscoelastic material damping properties. The frequency-dependent com-
plex modulus model is an approach which allows the complex modulus to vary
as a function of the excitation frequency.

First of all the sample is tested statically: the different load-deformation
ranges expressed by a constant stiffness value are defined. Afterwards, the
sample is tested dynamically, imposing different static preloads and applying
defined deformations, at variable frequencies. The final goal is to obtain a ma-
trix able to cover the deformation range reached by the material component in
the normal operational conditions. However, most of the times, due to limita-
tions on the set-up, the entries of the “material characterization matrix” cannot
be estimated exactly. Information given by the “material characterization ma-
trix” can be used to:

- verify the material linear behavior at the system operational conditions;

- determine an appropriate material model to be applied in a component
finite element model.

If the linearity hypothesis is assured, the finite element model can be verified
though modal analysis techniques. Figure 4.2 describes the different steps that
should be ideally followed to dynamically characterize a system composed of
viscoelastic material, referring to [59].
A first characterization of the static material properties is needed in order to

establish the linear deformation ranges [31]. This information will be taken as
a reference during the dynamic test in order to avoid the application of static
and dynamic load in the thresholds of these ranges. The static methods are
normally based on tensile, compression, shear, torsion or indentation tests. A
convenient sample is loaded with a prescribed force or deformation, the load
(F)/deformation (l) ratio is called stiffness k while the corresponding modulus is
yielded by multiplying the stiffness with the ratio of the specimen height h to
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Figure 4.2: Procedure to dynamically characterize a system made of viscoelastic
material
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its loaded area A:

Ea =
σ

ε
=
F/A

l/h
= k

h

A
(4.2)

However these values, although used in technical applications, are only mutu-
ally consistent when introducing empirical factors for boundary conditions and
shape.

In general, the limited dimensions of the samples and the clamping adhesion
along the anvils can contribute to introduce further uncertainties. The true
modulus is defined as [31]:

E
′
t =

σt
εt

=
σ

ε
· (1 + ε)

ln (1 + ε)
= Ea ·

(1 + ε)

ln (1 + ε)
(4.3)

The shape factor is the ratio between the loaded surface and the surface which
is free to deform:

S =
πr2

2πrh
=

r

2h
(4.4)

Many authors have theoretically shown that the ratio between the apparent
Young’s modulus E′g measured with end faces glued on the anvils and measured
with free gliding and faces E′f is a function of the shape factor S:

E
′
g = E

′
f

(
1 + 2S2

)
(4.5)

Once the linearity load-deformation ranges are detected, it is possible to dynam-
ically characterize the viscoelastic material: the methodology adopted to study
the characteristic of a test sample in laboratory environment is called ’Direct
method’ [32–34, 34–38]. This technique needs the knowledge of the input force
(given by an electro/hydraulic shaker or an hammer) and of the output response
given by an accelerometer positioned close to the element under study. In par-
ticular, measuring the force Fu(ω) transmitted over the element for an input
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deformation xi(ω) at a certain frequency, the transfer function is:

Fu (ω)

xi (ω)
= (k + jcω) (4.6)

From this following equalities results:

k = Re

[
Fu (ω)

xi (ω)

]
(4.7)

cw = Im

[
Fu (ω)

xi (ω)

]
(4.8)

where Re and Im represent respectively the real and the imaginary component
of the transfer function . In case the tests are conducted on a material sample
of simple geometry of height h and section A, it is possible to directly detect the
complex dynamic modulus of the material defined as:

E∗ = E′ + jE′′ (4.9)

where E’ is the Young’s modulus defined as:

E′ =
σ

ε
=

F�A
x�h

=
F

x

h

A
= k

h

A
(4.10)

while the loss modulus E” is defined as:

E′′ = cw
h

A
(4.11)

Generally, the experimental accelerometer signal is used as the response. As
a consequence the complex stiffness and the complex modulus are obtained
through the frequency response function ẍ(w)

F (w) as:

(
E′ (w) + jE′′ (w)

)
=
h · w2

A

 1(
ẍ(w)
F (w)

) +m

 (4.12)
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Where w is the radial frequency and m is the dynamic mass of the impedance
head sensor adopted to measure the acceleration and the force applied.

Once the static and dynamic material properties are detected, it is possible
to define an appropriate material model to be used, for example, in a finite ele-
ment model of the component. The model gives information concerning natural
frequencies and mode shapes in free-free and constrained conditions.

A further outcome of material dynamic characterization is the possibility of
evaluating the material linearity and consequently its effect on the whole com-
ponent linearity, at different working conditions. If material linearity is as-
sured, it is possible to experimentally validate the finite element model of the
component through modal analysis techniques.

4.4 Heavy-duty wheel dynamic analysis

The heavy-duty wheel, previously analyzed focusing on the diagnostics in
Chapter 3, has been dynamically studied. This activity aims at detecting the
possible presence of wheel natural frequencies in the frequency range between
0-100 Hz. The obtained results will be used for modelling purposes.
The adopted procedure is summarized in Figure 4.3.

Stage 1
First of all, the polyurethane of the wheel’s tread has been statically analyzed.
During the test, an oil film has been applied on the sample surfaces in order
to reduce the clamping adhesion effect. Different material samples have been
statically analyzed, obtaining various load-strain hysteretic curves. Figure 4.4
reports the result of a cylindric sample of 9 mm height and 20 mm diameter. The
linearity deformation ranges have been detected, as reported in Tables 4.1 and
Table 4.2. These data represent the basis of the successive dynamic material
analyses: the preload and deformation amplitudes have been set referring to
these linearity ranges.
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Figure 4.3: Procedure to dynamically characterize the heavy-duty wheel

Stage 2
Once the static characteristic of the material and in particular the linear de-
formation ranges are determined, test samples have been dynamically ana-
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lyzed. The objective is the material complex moduli evaluation at different
static preload and dynamic deformations. Two different setups have been used:
Figure 4.5 and Figure 4.8.

The first measurement campaign has been conducted at KUL department us-
ing a set up already adopted in a previous work [59]. This set up is not able
to apply significant preload on the sample. It consists of an electro-dynamic
shaker and an impedance head on which the elastomer sample is mounted. The
other end of the elastomer sample is clamped to the ground. It is placed as a
vertical (hollow) cylinder between the two place holders. The electro-dynamic
shaker gives a swept-sine signal varying continuously the frequency in an es-
tablished range. Acceleration as well as force are processed by means of a Fast
Fourier transform while the transfer function is computed through a so called
harmonic estimator [60].

Since the impedance sensor is mounted on the shaker, the dynamic mass of
the impedance sensor should be compensated for in the force measurement. A
test in which no sample is mounted yields the dynamic mass of the impedance
sensor. The dynamic mass of the impedance sensor mdyn is measured at 6.10

10−3 kg. Figures 4.6 and 4.7 report the Young’s modulus and the loss modu-
lus values for a small preload and different dynamic deformations amplitude,
obtained through equation 4.12. The measured curves do not cover the same
frequency range. The upper frequency for each excitation level is constrained
due to the limited power of the shaker. The higher the vibration amplitude,
the more power is needed at the same frequency. The lower frequency limit is
related to the sensitivity of the impedance sensor. There is a lower limit for the
acceleration and force measurement below which the signal to noise ratio be-
comes too low. These considerations can be simply verified variating the values
of A and of ẍ(w)

F (w) in Equation 4.12.

A further set up composed of an electro hydraulic shaker has been used, as
shown in Figure 4.8. This force actuator can give a dynamic load and a defined
static load. The maximum static load reachable by the test set-up is 160 kg
while the maximum displacement is 55 mm peak to peak. Different material
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Figure 4.4: Loading-Unloading curve of the sample static test

Table 4.1: Load/deformation discrete curve points

n dn[mm] fn [N]
0 9 0
1 10.6 3500
2 11.36 5500
3 12.05 7500

Table 4.2: Variable stiffness

n δn (mm) δf (N) K (N/mm) E (MPa)
1 1.6 3500 2187 8.57
2 0.75 2000 2631 10.31
3 0.69 2000 2898 11.36
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Figure 4.5: Test set up used to dynamically characterize the material be-
haviour:limited static preload

Figure 4.6: Young’s modulus for different dynamic deformation amplitudes at a
constant small preload
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Figure 4.7: Loss modulus for different dynamic deformation amplitudes at a
constant small preload

samples have been tested at different preloads, reaching a maximum dynamic
deformation of 0.5 mm peak to peak at 200 Hz for a static preload of 590 N.

The results are similar to the ones obtained with the first test set-up, with
Young’s modulus values varying between 10 and 15 MPa. As highlighted in
Figure 4.6, in the case of limited deformations and static loads, the material
shows a slight dependency on frequency, preload and deformation amplitude. At
these conditions the polyurethane material can be represented through a linear
isotropic material model, with a Young’s modulus of 12.5 MPa and a Poisson
coefficient of 0.49.

Stage 3
Finite element models of the hub and of the complete heavy-duty wheel have
been realized, using commercial software. The goal of this stage is the deter-
mination of the natural frequency and normal modes of the system in free-free
conditions. First of all, a model of the hub has been realized, adopting cast iron
property values given by the company. This modelling activity was needed in
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Figure 4.8: Test set up used to dynamically characterize the material behaviour:
maximum static preload of 600 N

Table 4.3: Cast iron hub and polyurethane characteristics of the element in
free-free conditions

Material Young’s Modulus Poisson Density
[MPa] coefficient [m/s2]

Hub Cast iron 210000 0.25 7200
Heavy-duty wheel Polyurethane 12.5 0.49 1220

order to reduce the presence of inaccuracies in the whole wheel model. Results
are sketched in Figure 4.9. Afterwards, a complete wheel model has been real-
ized. The model is composed of the hub attached rigidly to the tread element.
The polyurethane properties evaluated in Stages 2 and 3 have been introduced
in the finite element model, as reported in Table 4.3. Results are sketched in
Figure 4.10 concerning the three first natural frequencies and normal modes.

Stage 4
The finite element models have been validated experimentally through modal

analysis. Experimental modal analysis of the hub and of the wheel in free-free
condition has been conducted. The components have been suspended by using
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Figure 4.9: Numerical normal modes and natural frequencies of the hub

Figure 4.10: Numerical normal modes and natural frequencies of the heavy-
duty wheel
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Figure 4.11: Experimental normal modes and natural frequencies of the hub
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Figure 4.12: Experimental normal modes and natural frequencies of the heavy-
duty wheel
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Figure 4.13: Experimental modal analysis setups

Table 4.4: Comparison between FEM and EMA natural frequencies for the Hub
case.

Hub 1st [Hz] 2nd [Hz] 3rd [Hz]
Model 1500 2340 3200
EMA 1508 2369 3180

elastic wires. Three accelerometers have been positioned in different points
of the structures while two different excitation instruments have been used,
as shown in Figure 4.13. Roving hammer impact and shaker tests have been
conducted, giving similar results. As highlighted in Figures 4.11 and 4.12 and
resumed in Tables 4.4 and 4.5, the numerical results fit quite well with the
experimental data.

Stage 5

The finite element model of the wheel in constrained condition (connected to
the shaft and in contact with the drum) has been realized, as depicted in Figure
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Table 4.5: Comparison between FEM and EMA natural frequencies for the
heavy-duty wheel case

Heavy-duty wheel 1st [Hz] 2nd [Hz] 3rd [Hz]
Model 1100 2102 2939
EMA 1082 2162 3028

Figure 4.14: Finite element model of the wheel in constrained condition
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4.14. Due to the material properties being unknown at the loading operational
condition of 1000 kg forces, as first attempt, the same polyurethane properties of
the free-free case, i.e. Young’s modulus of 12.5 MPa and 0.49 Poisson coefficient.
The obtained data are reported in Table 4.6.

In order to verify the level of imprecision given by the previous assumption,
the finite element model results have been compared to experimental data. A
different approach to the traditional OMA technique has been adopted.

Two different wheels have been considered: a first wheel, namely “yellow
wheel”, i.e. the wheel analyzed in chapter 3 and whose static and dynamic mate-
rial properties are known from the previous analysis (Figure 4.4 and Figure 4.6)
and a second wheel, namely “green wheel”, made of a different polyurethane
material but with the same mass.

The signal coming from an accelerometer positioned on the wheel supports
has been taken as reference. The two wheels have been tested on the same test
set-up and at the same operational conditions of 4km/h and 100kg. Moreover,
a cleat obstacle has been fixed on the drum surface, giving a strong excitation,
when impacting against the wheel. A comparison of the acceleration spectra at
two different frequency ranges is depicted in Figure 4.15. It can be noted that
the spectra are almost similar up to 200 Hz, showing peaks at the same fre-
quencies. On the contrary around 800-900 Hz, the spectra appear to be shifted
with approximately 50 Hz. The “yellow wheel” shows a spectrum peak around
850 Hz while the green wheel around 900 Hz. Since the unique system differ-
ence is related to the tread material, it is possible to consider the two shifted
peaks in the spectra as the corresponding wheel natural frequencies.

Consequently, the finite element model of the wheel has been updated in or-
der to obtain a first natural frequency around 850 Hz. The Young’s modulus
value that enables to fit numerical and experimental data is 18 MPa, as sum-
marised in Table 4.7. This approach will be verified in the future realizing a
traditional OMA, after having experimentally verified the material linearity at
higher loads.

In conclusion, the numerical and experimental results gave significant infor-
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mation about the absence of wheel dynamic effect in the frequency range of
interest, i.e. the frequency range up to 100 Hz, as it clearly appears in Figure
4.15. This is confirmed by the two acceleration signals of the different tested
wheels that show the same frequency contents up to 100 Hz in case of impact
against a cleat obstacle.

Table 4.6: FEM results for the heavy-duty wheel case in constrained condition
considering a Young’s modulus of 12.5 MPa

Clamped heavy-duty wheel 1st [Hz] 2nd [Hz] 3rd [Hz]
Model 660 760 765

Table 4.7: FEM results for the heavy-duty wheel case in constrained condition
considering a Young’s modulus of 18 MPa

Clamped heavy-duty wheel 1st [Hz] 2nd [Hz] 3rd [Hz]
Model 850 1120 1280
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Figure 4.15: Spectrum comparison of the yellow and green wheel impacting
against a cleat obstacle at the test conditions of 4km/h and 1000kg
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4.5 Intermediate results

In this chapter, the heavy-duty wheel was dynamically studied. First of all,
a procedure for dynamically characterizing a component made of viscoelastic
material is reported, highlighting the main problems that can be encountered.
Concerning the heavy-duty wheel, its dynamic response was analyzed in differ-
ent stages:

• analysis of a material tread sample through static and dynamic tests: de-
termination of material characteristics (material characterization matrix)
such as Young’s modulus and damping, at limited preloads and deforma-
tion amplitudes;

• in the case of limited deformations and static loads, the material shows a
slight dependency on frequency, preload and deformation amplitudes: in
these conditions the polyurethane material behavior can be represented
as a linear isotropic material model;

• the linear isotropic material properties were inserted in a finite element
model, representing the wheel in free-free condition;

• the model results were compared with the data obtained by experimental
modal analysis conducted on the hub and on the complete wheel: good
correspondence between numerical and experimental results were regis-
tered;

• the material characteristics in real operational conditions were obtained
updating the finite element model with data coming from the experimen-
tal data. Two wheels with the same mass but different tread material
were tested in the same set up and test conditions. The acceleration spec-
trum due to the impact against a cleat obstacle highlights a first peak
approximately around 850 Hz, corresponding to the first wheel natural
frequency.
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• The wheel can be considered as a rigid body up to around 800 Hz. In fact,
the peaks that are presented in the spectrum up to 200 Hz are not to the
flexible modes of the wheels, but they are due to the rigid modes of the
testing machine components to which the wheel is mounted. These latter
modes will be shown in the following chapter by using a rigid multibody
model.
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Heavy-duty wheel multibody model

5.1 What is the chapter about?

This chapter aims at describing the effect of a missing adherence anomaly via
analytical and multibody approaches.

The questions that have to be solved are:

• is it possible to give a physical explanation of the vibratory level measured
in the case of a missing adherence defect?

• is the measured signal influenced by operational conditions and defect
size?

• is it possible to reproduce the missing adherence signal through a multi-
body rigid model?

• does the model enable understanding of the experimental monitoring and
diagnostics results?

5.2 Introduction

A simplified representation of the contact patch section is proposed, in the cases
of both healthy and faulty components, based on the “Brush model” developed
by “Pacejka” [61].
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Subsequently, a multibody model of the heavy-duty wheel is presented: this
model considers the tread as rigid and the yielding part is focused in the con-
tact patch. The value of stiffness and damping are experimentally investigated
through static tests conducted on the wheel. The model is validated, comparing
numerical and experimental signals in the case of wheel impact against a cleat
obstacle. Then the effect of a missing adherence defect is evaluated.

In section 5.3 a preliminary description of the phenomena that are presented
in the tyre contact patch are described. Subsequently, in section 5.4 and 5.5 this
modelling approach is applied to the heavy-duty wheel in both cases of healthy
and faulty components.

In sections 5.6 and 5.7, considerations about operational condition effects
(speed and load) and defect size on the measured signal in both time and fre-
quency domains are reported.

Subsequently in sections 5.8 and 5.9, a multibody model, representing the
heavy-duty wheel rotating on a circular drum, is described such as the main
multibody modelling basis. Simulated acceleration and experimental signals
are compared to highlight the adequacy of the diagnostics model.

Finally, considerations about possible developments needed to improve the
model’s potential are reported.

5.3 The “Brush model”

The “brush model” or “elastic foundation model”, proposed by Pacejka in [61],
describes the forces and relative displacements between tread/carcass surfaces
in the contact patch. The tread deforms due to the normal load and makes con-
tact on the ground over a non-zero footprint area, namely the “contact patch”.
The tread has been considered as composed of different elements modelled as a
series of independent springs that undergo longitudinal deformations and resist
with a constant longitudinal stiffness.

In the following the case of the tyre rotating on a moving drum under a certain
applied load is explained in detail.
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Figure 5.1 depicts the tyre structure and in particular the positions of points A
(part of the tread in contact with the ground) and point B (part of the tread in
contact with the carcass).

When the tyre rolls on the ground, the portion of the tread that passes in
correspondence of the contact patch is subjected to a deformation. In this area,
normal and tangential forces are generated, as simplified in Figure 5.2.

Pacejka analyzes each single tread element behaviour. In order to simplify
the comprehension, Figure 5.3 and Figure 5.4 depict simplified sketches of an
element i at the two instants before and during the insertion in the contact
patch.

When point A (point of the i -element on the tread surface) comes in the con-
tact patch area, the presence of a contact patch region can be supposed where
the tread elements do not slide with respect to the drum (called “static region”).
As the wheel rotates and the tread element enters the contact patch, its tip
(Point A) in contact with the ground must have Vx velocity (the velocity of the
drum), as described by the equation:

VA = Vx = RA · Ω (5.1)

In the mean time, the i -element tip in contact with the carcass surface (B point)
has VB velocity defined as:

VB = RB · Ω (5.2)

Assuming that the brush element i comes in contact with the drum at time t=0,
point A and B positions can be defined either by the element upper point (XB,
attached to the carcass) or by its lower point (XA, the contact to the road), as
clearly shown in Figure 5.4 :

xA = a−
t∫

0

ΩRBdt (5.3)
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xB = a−
t∫

0

Vxdt (5.4)

Due to the different velocities of points A and B, a deformation of the element
is expected, defined as (5.5):

δi = xA − xB =

t∫
0

Vx − ΩRBdt =

t∫
0

Vsxdt (5.5)

If constant velocities are assumed, equation (5.5) together with equations (5.3)
or (5.4) give:

δi =
Vsx

ΩRB
(a− xB) =

Vsx
Vx

(a− xA) (5.6)

where Vsx/Ω is the longitudinal slip denoted σx.
Rubber does not necessarily deform linearly, but if approximated in that way,
the force needed to achieve the amount of deformation given in (5.5) is then:

Ft = ktδi (5.7)

where kt represents the “material longitudinal stiffness”.
The element deformation is limited by the friction between tyre and road. As a
result, the maximum force acting on the brush element is given by:

Ft,max = µFzi (5.8)

where µ can be further defined as

µ =
b

R
(5.9)

and where b is the distance of the reaction normal force from the centre of the
contact patch while R is the rolling radius, as depicted in Figure 5.2.
Considering equation (5.7) and (5.8) together, the maximal deformation δi,max
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Figure 5.1: Tyre elements

can be expressed as:

δi,max =
µFzi
kt

(5.10)

The same formulation can be obtained starting from the concept of “rolling re-
sistance moment”. In order to maintain the tyre in rotation, it is necessary to
overcome a moment, called “rolling resistance moment”, defined as:

MR = Ft ·RA (5.11)

Some fore and aft deformations occur in the tyre tread because of the pres-
ence of hysteresis in the tyre that generates a rolling resistance moment MR.
Through this, a rolling resistance force arises Ft = MR/RA which necessarily is
accompanied by tangential deformations.
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Figure 5.2: Normal and tangential forces acting on the tyre

Figure 5.3: Sketch of the brush element
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Figure 5.4: Sketch of the brush elements in the contact patch

5.4 “Modified brush model” in case of healthy heavy-
duty wheel

An approach, similar to the brush model description, has been adopted in order
to describe phenomena that occur in the heavy-duty wheel contact patch, named
as “Modified brush model”.

With respect to the tyre case, an additional stiffness has been considered:
namely “gluing stiffness”. This acts in series with “material longitudinal stiff-
ness”, obtaining an equivalent stiffness, defined as:

keq =
1

1
kt

+ 1
kg

(5.12)

Generally, kg assumes really high value, representing the strong adhesion inter-
face between the tread and the hub given by the glue presence. As consequence,
the point Bt of the tread is rigidly connected with the hub at Bh point: the two
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Figure 5.5: Sketch of the “modified” brush element

points can be considered as a common point B, whose position is mainly gov-
erned by “material longitudinal stiffness”. A representation of kg and kt stiff-
nesses is depicted in Figure 5.6.

5.5 “Modified brush model” in case of faulty heavy-
duty wheel

The missing adherence defect, located in the interface between tread and hub,
can be represented as a “gluing stiffness” variation, or generally as an “equiv-
alent stiffness” variation. It is due to the fact that points Bt and Bh are not
rigidly connected anymore: point Bt is delayed by a distance δ, as depicted in
Figure 5.6.
It has been measured experimentally that the delay δ between hub and tread
causes a vibratory effect mainly in the horizontal and in the vertical directions,
as depicted in Figure 5.7.

In case of missing adherence connection or more in general of an anomaly
connection, the “equivalent stiffness” is expected to vary over time with a well
defined trend, as depicted in Figures 5.8.
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Figure 5.6: Sketch of the “modified” brush model in the contact patch in case of
missing adherence defect

Figure 5.7: Acceleration in the case of a missing adherence defect in the three
directions
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keq reaches the lowest value when the defect is completely entered in the contact
patch, giving a maximum delay δmax of the hub with respect to the wheel rota-
tion. δmax is maintained constant when the defect passes in the contact patch
(the delay between hub and tread is not modified). Eventually it increases when
the defect starts to leave the contact patch up to the initial value when the de-
fect completely comes out from the contact patch .

As depicted, the time extension and the peakedness of these three phases can
vary, depending on the defect types and on the operational conditions.

The two keq variation stages generate two separate excitations. After the first
excitation, the system response tends to decrease exponentially depending on
the system damping. However, this damping phase is interrupted by a new
excitation of opposite amplitude.
Experimentally, system responses give rise to signals as depicted in Figures 3.3,
3.4, 3.5, 3.6, in case of missing adherence defects.

In order to better understand this phenomenon, the response of a 1 DOF
damped system has been analytically reproduced. The system, characterized
by a natural frequency at 40 Hz, has been modelled as excited by two impulses
of opposite amplitudes and shifted over a certain ∆t time. Figure 5.9 and Figure
5.10 depicts the cases of excitations separated by two different ∆t, respectively
of 0.025 and 0.05 seconds. The resulting signals, in both time and frequency do-
main, appear quite different. In particular it is interesting to note the different
spectra modulations. This modulation effect can be associated with what gen-
erally happen in case of accidental double-tap during EMA analysis evaluated
with an instrumented hummer. The double impulses give rise to a double sys-
tem excitation that is characterized by a spectrum modulated in frequency by
the reciprocal of the delay between impulses. Indeed in the simulated case, the
modulation frequencies are respectively of 40 Hz and 20 Hz, i.e. the reciprocal
of 0.025 and 0.05 seconds.



93 Chapter 5. Heavy-duty wheel multibody model

Figure 5.8: Representation of the equivalent stiffness variation trend in case of
missing adherence defect
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Figure 5.9: Simulated response signal in case of two impulses shifted of a dis-
tance time ∆t in both time and frequency domain
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Figure 5.10: Simulated response signal in case of two impulses shifted of a
greater distance time ∆t in both time and frequency domain
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5.6 Operational condition and defect size influences
on time signal signature

As introduced in the foregoing section, the “equivalent stiffness” variation is
dependent on various factors such as:

- operational speed;

- operational load;

- defect size.

Heavy-duty wheels under operational condition are normally characterized by
variable loads and speeds: loads can vary between 350-1000 kg while speeds
between 4km/h and 10 km/h. In the following, a physical explanation of the
measured vibratory signal in the case of different localized missing adherence
defects at various operational conditions has been proposed. The vertical accel-
eration will be analyzed in detail.

5.6.1 Speed effect

The vibration signal is highly influenced by test speed. In particular, if the
wheel rotates at higher speed, it is clear that the time needed by the defect
to enter in the contact patch is reduced, giving a sharper keq variation, and
consequently, a higher system excitation. Figure 5.11 reports the SAw in case
of an A1 defect at two different speeds (4km/h and 10 km/h) and 1000 kg. The
system appears to be significantly more excited at higher velocity.
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Figure 5.11: Speed effect on the Synchronous average signature in case of A1
defect at 4 km/h and 10 km/h and 1000 kg of load

5.6.2 Load effect

Load conditions produce a different influence on signal behaviour. Figure 5.12
sketches the variation of the contact area between wheel and drum at different
load conditions, giving rise to different peak extensions in term of angle range.
Points A, B and C highlight the variation of the contact point at different loads.
In particular, point A represents the test at low load for which less contact
surface and wheel angle is involved in the contact.

On the other hand, point C represents the high load condition that determines
larger contact area and larger wheel angle involved. Figure 5.13 shows the
vibration signal obtained for defects A2 at three different loads (350 kg, 700
kg and 1000 kg). It is clearly confirmed that peaks have a larger extension in
the angle domain when the load increases. The first contact point between the
wheel and the drum is advanced (keq starts to vary earlier) as the load increases
while the last contact point is delayed (keq returns to the initial value later).
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Figure 5.12: Changing of the contact patch extension at different applied loads

Figure 5.13: Load effect on the synchronous average signature
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5.6.3 Defect size effect

Defect size influence can also be explained through the “modified Brush model”.
Different considerations have to be made in the case of horizontal (L) and
tangential (B) defect size influences.

- a missing adherence defect, not completely extended in the tread-hub in-
terface width (L), gives rise to a reduced keq variation, and as consequence,
to a reduced system excitation. The horizontal defect extension influences
the keq variation amplitude.

- the different tangential length of the missing adherence defect influences
the slope of the keq variation steps. The stiffness variation trend is similar
to a square wave in case of small tangential extension. On the contrary, in
case of defects with a greater tangential dimension, the stiffness variation
trend appears smoother, as highlighted in Figure 5.8.

Hereafter, synchronous average (SAw) evaluated in the case of various miss-
ing adherence defect sizes have been compared, see Figure 5.14, at the same
test condition. It can be noted that the horizontal dimension of the defect
(L) strongly influences the acceleration signal. On the contrary, the defect di-
mension in the tangential direction slightly influences the response amplitude.
The evaluation of a unique parameter (equivalent stiffness) able to represent
the effect of different phenomena (defect dimension and operational conditions)
represents a useful instrument for diagnostic purposes. In the following para-
graphs, this skill is replied in a multibody model, referring to the rolling resis-
tance variation instead of the equivalent stiffness variation.
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Figure 5.14: Defect dimension effect on the synchronous average signature
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5.7 Operational condition and defect size influences
on frequency signal signature

The influence of the operational conditions and defect size is clearly visible in
the signal spectra. Figure 5.15 reports the spectrum for A1 and A2 defects at
the same operational conditions of 4 km/h and 1000kg (a and b) and for A2 in
case of 10 km/h and 1000 kg (c). This figure shows several peaks and valleys in
the frequency range up to 100 Hz. This modulation of the spectrum is given by
the particular system excitations, i.e. by the two consecutive impulses related
to the entrance and exit of the defect from the contact patch.

It has been justified through the “modified Brush model” that the time occur-
ring between the two system excitations depends on the operational conditions
(load and speed) while the excitation level is due to the defect size.

The same “modulation effect” has been obtained by the numerical signal de-
scribed here before and highlited in Figures 5.9 and 5.10. Figure 5.16 reports
the analytical signal response of a 1 d.o.f system subjected to a periodic double
excitation.

Figure 5.15: Effect of the defect dimension on the signal spectrum in case of a)
A1 defect at 4km/h and 1000 kg, b) A2 defect at 4km/h and 1000 kg, c) A2 defect
in case of 10km/h and 1000kg
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Figure 5.16: Simulated response signals in case of periodic impulses shifted of
different distance times ∆(t) in both time and frequency domain

5.8 Multibody modelling: background

Before describing the heavy-duty wheel multibody model, a short introduction
to multibody modelling is presented [22, 23, 62, 63].

Nowadays, the term multibody system is related to a large number of engi-
neering fields of research, especially in robotics and vehicle dynamics. Basically,
the motion of bodies is described by their kinematic behavior. The dynamic be-
havior results from the equilibrium of applied forces and the rate of change of
momentum.

A body is usually considered to be a rigid or flexible part of a mechanical sys-
tem. A link is the connection of two or more bodies, or a body with the ground.
The link is defined by certain kinematic constraints that restrict the relative
motion of the bodies. There are two important terms in multibody systems:
degree of freedom and constraint condition.
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The degrees of freedom denote the number of independent kinematic possi-
bilities to move as the minimum number of variables required to define the
position of an entity completely in a space.

A constraint condition implies a restriction in the kinematic degrees of free-
dom of one or more bodies. The classical constraint is usually an algebraic
equation that defines the relative translation or rotation between two bodies.

The equations of motion are used to describe the dynamic behavior of a multi-
body system. Each multibody system formulation may lead to a different math-
ematical appearance of the equations of motion while the underlying physics is
the same. The motion of the constrained bodies is described by means of equa-
tions that result basically from Newton’s second law. The equations are written
for general motion of the single bodies with the addition of constraint conditions.
Usually the equations of motions are derived from the Newton-Euler equations
or Lagrange’s equations. The motion of rigid bodies is described by means of:

M (q) q̈ −Qv + CTq λ = F (5.13)

C (q, q̇) = 0 (5.14)

This form of the equations of motion is based on so-called redundant coordi-
nates, because the equations use more coordinates than degrees of freedom of
the underlying system. The generalized coordinates are denoted by q, the mass
matrix is represented by M (q) which may depend on the generalized coordi-
nates. C represents the constraint conditions and the matrix Cq (sometimes
termed the Jacobian) is the derivation of the constraint conditions with respect
to the coordinates. This matrix is used to apply constraint forces λ to the cor-
responding equations of the bodies. The components of the vector λ are also
denoted as Lagrange multipliers. In a rigid body, possible coordinates could be
split into two parts,

q = [u ψ]T (5.15)
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where u represents translations and ψ describes the rotations.

5.9 Heavy-duty wheel multibody modelling

A multibody model of the heavy-duty wheel rotating on a moving drum is pre-
sented. The model is realized for diagnostics purposes in order to give a physi-
cal explanation of the defect effects. The worthiness of the “ modified Pacejka’s
approach” is evaluated, verifying the effect of defect sizes and operational con-
ditions on the numerical system response.

The wheel has been simplified as a rigid ring component. This assumption
is supported by the results of the wheel dynamic characterization reported in
Chapter 4, in which it has been attested that the acceleration response in the
case of a missing adherence defect is not influenced by the wheel natural fre-
quencies.

The yielding part has been focused in the contact patch, considering a non-
linear elastic contact algorithm: the contact force and the system responses are
governed by a vertical stiffness and a damping value. This information has
been experimentally obtained though static tests conducted on the wheel.

The model has been validated comparing the acceleration numerical results
with the experimental data in the case of an impact against an obstacle.

Concerning the representation of the anomalous connection defects, an ap-
proach based on the ’modified brush model’ has been adopted. The equivalent
stiffness, i.e. the tangential material stiffness and the gluing stiffness, is not
modelled. Consequently, the defect effect has been introduced in the model
through a rolling resistance moment variation over time.

The effects of speed, load and defect size have been represented in the model
modifying the rolling resistance moment over time. In the following only the
vertical system response will be considered.
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5.9.1 Non linear Hertzian force contact algorithm

In the multibody model, only the static material properties have been consid-
ered, due to the rigid assumption.

System responses and transmitted forces have been evaluated through a non-
linear Hertzian contact algorithm, since the following assumptions were ful-
filled:

- the material deforms only elastically;

- the load points normally to the contacting surfaces;

- the dimensions of the contact area are small compared to the radii of cur-
vature of the contacting bodies;

- the deformations of the contacting bodies are small compared to the di-
mensions of the contact area.

The adopted contact model is called “polygonal contact model” (PCM). [63–66].
This technique is based on the representation of the body surfaces by polygon
meshes and contact force determination by the elastic foundation model. The
contact is examined using an areal discretization of the contact patch. It can be
regarded as a compromise between the simple contact approach and the costly
FEA.

Polygonal surfaces consist of vertices and faces. A vertex is defined by its
position coordinates in the Euclidean space. A face is defined by pointers to
the vertices of a polygon. The totality of its faces represents the topology of a
polygonal surface.

The PCM task consists of three steps. First a collision detection algorithm de-
termines if the contact pair is in touch. If no collision is detected, the program
returns zero force and torque and the analysis is finished. Otherwise PCM con-
structs the intersecting areas of the surfaces and discretises the corresponding
contact patches in the second step. Finally the contact force of each contact el-
ement is determined and the contact force and torque resulting of all contact
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elements are calculated. This technique has been used by the author in a fur-
ther activity related to the modelling of a deep groove ball bearing, reported in
Appendix 1, where it is compared to other contact algorithms.

PCM appears to be an efficient contact tool and its computational cost de-
pends on the discretization level of the surfaces.
A simplified representation of the parameters involved in the PCM algorithm
is reported in Figure 5.17.
The force can be expressed as:

Ftot =

N∑
i=1

Fi (5.16)

where n is the number of embedded vertices. The force due to embedded vertices
i is applied in equal and opposite directions to both the face and the embedded
vertex:

Fi =

[
F vertexi

F facei

]
=

[
F contacti

−F contacti

]
(5.17)

The contact force generated by vertex i has normal and tangential components:

F contacti = Fn,i + Ft,i (5.18)

The normal component of contact force arises from stiffness and damping and
is given by:

Fn,i = max [kge + c (DMAX) ġ] (5.19)

where

- n is the normal to the triangle,

- k is the user-specified stiffness,

- g is the current amount of penetration of the vertex into the triangle
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- e is a user-specified exponent,

- c is the user-specified damping constant.

- ġ is the current relative penetration velocity,

- DMAX is the penetration at which the damping force is scaled to cġ with a
cubic step function.

The normal force is limited so that it does not exhibit adhesive properties while
the damping factor smoothly increases by a cubic function from zero to the user-
specified value c as penetration increases from 0 to the depth DMAX . As DMAX

approaches zero, this transition becomes more abrupt which can cause simula-
tion efficiency to suffer. As DMAX is increased, the effect of damping may be
lessened. The tangential component of the contact force (the friction force) is
given by:

Ft,i = [fnµ]n⊥ (5.20)

where:

- fn is the magnitude of the normal force, given by 5.19;

- µ is the friction coefficient function of sliding velocity;

- n⊥is a unit vector along the direction of the sliding velocity.



Chapter 5. Heavy-duty wheel multibody model 108

Figure 5.17: Simplified representation of the contact between vertex and trian-
gle

5.9.2 Main model components and joints

Different components are represented in the multibody model, as depicted in
Figure 5.18. In particular:

- fixed traverse;

- moving traverse at which a force given by a pneumatic actuator is applied;

- wheel support;

- shaft;

- hub;

- tread;

- drum.

have been sketched, inserting the respective material densities. The LMS Vir-
tual Lab program provides the component inertia properties. Eventually, the
different components are connected adopting the following joints:
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- Bracket joint between hub and tread

- Bracket joint between hub and shaft

- Revolute joint between support and shaft

- Bracket joint between moving traverse and support

- Revolute joint between moving traverse and fix traverse.

Figure 5.18: Multibody model: main components

A force is applied between the fixed and the moving traverse, representing the
pneumatic actuator force.

5.9.3 Experimental evaluation of stiffness and structural damp-
ing

The stiffness inserted in the contact modelling has been evaluated through
static tests conducted on the heavy-duty wheel, obtaining a loading-unloading
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curve cycle, see Figure 5.19. Only the loading curve has been considered for the
stiffness evaluation, due to the slight difference between loading and unloading
curve. This curve has been fitted considering a constant stiffness value and a
well-adapt exponent:

- k = 4000N/(mme)

- e = 1.58

The hysteric damping ratio has been evaluated, measuring the area between
the loading and unloading curves, obtaining a 3.4 % damping value. However,
since the model requires the knowledge of the a damping constant c, this value
has been obtained as:

c = 2ξ
√
km (5.21)

where:

- m is the system mass (wheel, support, moving traverse);

- k is the mean value of the wheel vertical stiffness, see Equation 5.19;

- ξ is the damping ratio

obtaining a damping coefficient of 800 kg/s.
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Figure 5.19: Static load-strain curve of the heavy-duty wheel

5.10 Model results in case of cleat impact and local-
ized defect

5.10.1 Cleat impact modelling

First of all, the model has been validated comparing simulated and experimen-
tal acceleration signals in the case of a wheel impact against a cleat positioned
on the hub surface.
Figure 5.20 shows the acceleration spectrum of the wheel support in case of
wheel impacting against a cleat obstacle at the two different speeds of 2km/h
and 4km/h. At higher speed, the impact excites a broader spectrum range, in-
cluding the frequencies related to the wheel dynamics. Since the model consid-
ers the wheel as rigid, a test has been conducted at a limited speed of 2 km/h.
A good correspondence between experimental and acceleration data has been
found, as highlighted in Figure 5.21 and 5.22 in both time and frequency do-
main.
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Figure 5.20: Experimental acceleration spectrum in the case of a cleat impact
at two different speeds
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Figure 5.21: Experimental and numerical acceleration in the case of a cleat
impact



Chapter 5. Heavy-duty wheel multibody model 114

Figure 5.22: Experimental and numerical acceleration spectrum in case of cleat
impact
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5.10.2 Missing adherence defect modelling

Having verified the model capability on simulating the response in the case of
a obstacle assuming:

- rigid bodies and yielding contact patch;

- non linear elastic material behavior;

the effect of a missing adherence defect has been simulated in the model. The
defect presence has been introduced by modifying the “rolling resistance mo-
ment” instead of tangential and gluing stiffness (that are not present in the
model). This modelling assumption is justified by Equations 5.7 and 5.11, that
can be rewritten as:

δi =
Ft
keq

=
MR�RA

keq
(5.22)

The MR variation follows the over time trend of 1/keq, i.e. the reciprocal ampli-
tude trend of the one depicted in Figure 5.8, i.e.:

- MR reaches the highest value when the defect is completely entered in
the contact patch, giving a maximum delay δmax of the hub respect to the
wheel rotation;

- δmax is maintained constant when the defect passes in the contact patch
(the delay between hub and tread is not modified);

- MR decreases when the defect starts to leave the contact patch up to the
initial value when the defect completely comes out from the contact patch.

Different MR over time variation signals have been introduced in the model,
Figure 5.23. In particular three different “rolling resistance moment” varia-
tions are proposed (indicated with A, B and C letters), obtaining different wheel
support acceleration responses, depicted in Figure 5.24. The double system ex-
citations, originated in the MR variation steps, gives rise to a response signal
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Figure 5.23: Different numerical rolling resistance moment variations

similar to the ones experimentally detected, as depicted in Figures 3.3, 3.4, 3.5,
3.6. The “rolling resistance moment” over time variations confirms the same
assumptions of the “brush modal approach” about the defect and operational
condition influences:

- the step related to the MR increment gives rise to a first system excitation;

- the step related to the MR decrement gives rise to a second system excita-
tion;

- it is possible to represent the operational conditions and the defect size by
varying the slope and the distance of the MR over time variation.

5.11 Future development

Further model developments will regard:



117 Chapter 5. Heavy-duty wheel multibody model

Figure 5.24: Numerical acceleration response in the case of three different
torque variation trends
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- insertion in the model of a longitudinal tread stiffness;

- insertion in the model of a gluing stiffness, variable with the rotation and
the component width;

in order to obtain the real vibratory signal, in terms of amplitude and angular
extension.

5.12 Intermediate results

In this chapter a simplified approach to understanding the phenomena related
to the missing adherence defect was proposed, based on the “modified brush
model”.
In particular it was found that:

• a connection anomaly located between the hub-tread interface causes a
variation of the “equivalent stiffness”;

• the “equivalent stiffness” varies over time depending on the operational
conditions and on the defect size;

• the particular signal signature in the case of a localized missing adherence
defect was characterized by two double peaks. These system responses are
due to excitation given by the defect upon entering and leaving the contact
patch;

• the multibody model represents the defect through a variation of the
“rolling resistance moment”. The obtained results confirm the worthiness
of the “modified brush model” assumptions.



Chapter 6

Model-based discussion of monitoring and
diagnostics results

6.1 What is the chapter about?

The monitoring and diagnostics campaign, described in Chapter 3, gave indica-
tion concerning the different fault detection capabilities of the adopted process-
ing techniques.
Subsequently, Chapter 5 reported the application of the “modified brush model”
on the multibody wheel model, giving an explanation of different signal signa-
tures.
This chapter aims at answering the following question:

• What is the reason for the differing level of technique efficiencies?

6.2 Comprehension of the different experimental
technique efficiencies

In Chapter 5, an anomaly in the tread-hub connection has been represented
as a variation of the so called “equivalent stiffness ” while in the multibody
model as a variation of the so called “rolling resistance moment”. This over
time variation can be subdivided in three main stages, as sketched in Figures
5.8 and 5.23:
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1) the defect enters in the contact patch;

2) the entire defect crosses the contact area;

3) the defect leaves the contact patch.

The incoming and leaving phases generate a variation of the relative displace-
ment between tread and hub. The result is a double system excitation, shifted
by a time ∆t and of opposite amplitudes. It has been shown that amplitude and
distance between the two excitations depend on the operational conditions and
on the defect sizes.

6.2.1 Localized missing adherence defect

In the case of a localized missing adherence defect, the measured signal
is expected to be composed of two parts: one deterministic and one non-
deterministic:

• a deterministic part, related to all the phenomena periodic with the wheel
rotation, i.e. the periodic “equivalent stiffness” variation that gives rise
when the defect enters and exits form the contact patch;

• a non-deterministic part, found to be second order cyclostationary, due to
the inevitable presence of slip phenomena originated in the contact be-
tween the polyurethane tread and drum.

If tests are conducted at constant speed and load, the “equivalent stiffness ”
variation becomes periodic with the wheel rotation, giving rise to a determin-
istic signal. The periodic system excitation turns out to be quite significant in
case of localized missing adherence defects with a horizontal extension in the
full or in the half wheel width, namely A1, A2, A3 and A4. As a consequence, a
synchronous average evaluated on the wheel rotation (SAw) is able to empha-
size the fault presence as depicted in Figures 3.3, 3.4, 3.5 and 3.6 and Kurtosis
and RMS coefficients assume high values, see Tables 3.1, 3.2, 3.3.
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However, in the case of a more localized missing adherence defect, namely MA,
the defect evaluation is not straightforward. The stiffness variation entity is
considerably smaller as is the resulting excitation. Synchronous averaging
hardly shows the defect presence and consequently the statistical coefficients
are quite inefficient, as reported in Tables 3.5, 3.6 and in Figure 6.1.
A further technique, based on the evaluation of the cyclostationary level of the
measured signal, was applied. The first order ciclostationary level of the signal
has been expressed through the first order cumulant, i.e. the Discrete Fourier
Transform (DFT) of the sampled purified signal synchronized with the wheel
rotation. In the case of a missing adherence defect, the first order cumulant
appears significantly different respect to the healthy case. This is largely ex-
pected due to the fact that the “equivalent stiffness” variation happens every
wheel rotation, giving to the signal a high deterministic content. Nevertheless
the ICS1x, as defined in Equation 3.3, was not able to detect all the tested faulty
wheels, as resumed in Figure 3.12. Indeed, it happened that some healthy
wheels, characterized by a non perfect round surface or a tread deformation
originated in the mounting phase, were presenting an high ICS1x values. As a
result, the threshold pass-fail ICS1x value was increased.
Analyzing the second order cyclostationary content of the signal, it has been
found that the MA wheel was presenting a slightly superior contribution with
respect to the healthy wheel case, due to the inevitable presence of slip effects.
This is clear comparing second order cumulants of Figures 3.8 and 3.9. Since
the healthy wheels present irrelevant ICS2x values, the respective threshold
appears really low, Table 3.8. Moreover the ICS2x values do not present the
same dispersion effect of ICS1x.The ICS2x is able to detect all the missing ad-
herence faulty wheels as possible anomalies, Figure 6.2.



Chapter 6. Model-based discussion of monitoring and diagnostics results 122

Figure 6.1: Kurtosis and RMS pass-fail distributions in case of MA defects

Figure 6.2: Ĉα1x and Ĉα2x pass-fail distributions in case of MA defects
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6.2.2 Rust defect

Wheels presenting localized or distributed rust defects gave different response
signals, as reported in Chapter 3.
Hereafter, an explanation of the high variability related to the rust defect man-
ifestation is given, based on the “equivalent stiffness” approach.
With respect to the missing adherence defect, rust defects do not cause abrupt
“equivalent stiffness” variations. The two stages related to the incoming and the
exit of the defect from the contact patch can be expected,however the “equiva-
lent stiffness” variation over time can be considered as characterized by a high
randomness.
The measured signal can be considered as composed of:

- a deterministic part, due to the periodic incoming and exit of the defect
from the contact patch;

- a higher non-deterministic part; indeed, when rust enters in the contact
patch, the “equivalent stiffness” exhibits highly casual variations, giving
rise to random system excitations and producing a high second order
cyclostationary level in the vibration response.

Kurtosis, applied to the SAw, shows a low detecting capacity. The resulting SAw
is not characterized by significant localized peaks.
On the contrary, the RMS coefficient is able to detect most of the rusty wheels.
This is due to the high signal irregularities given by the unpredictable “equiva-
lent stiffness” variations
Figures 6.3 and 6.4 highlight these different monitoring capacities in both cases
of localized (LR) and distributed (DR) rust.
Cyclostationary analysis has been applied to the LR and DR wheels. First
and second order cumulant appears considerably different with respect to the
healthy wheel ones, as clearly visible by comparing Figure 3.8 with Figures 3.10
and 3.11. This is due to the fact that the instants related to the entrance and
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the exit of the rust from the contact patch are periodic with the wheel rotation.
However, the high randomness linked to the “equivalent stiffness” variation
contributes to increasing the second order cyclostationary content of the signal.
As a consequence, the second order cyclostionary indicators ICS2x are able to
detect all the rusty wheels, as highlighted in Figures 6.5 and 6.6.

Figure 6.3: Kurtosis and RMS pass-fail distributions in case of LR defects

Figure 6.4: Kurtosis and RMS pass-fail distributions in case of DR defects
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Figure 6.5: Ĉα1x and Ĉα2x pass-fail distributions in case of LR defects

Figure 6.6: Ĉα1x and Ĉα2x pass-fail distributions in case of DR defects
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Chapter 7

Conclusions

This thesis addresses a methodology and a procedure for the condition monitor-
ing and diagnostics of heavy-duty wheels based on vibration measurements and
multibody modelling. As the author is aware, it is the first time this component
is considered from a monitoring or diagnosis standpoint.

After a brief introduction in Chapter 1, a general overview of the signal pro-
cessing techniques adopted in this thesis is presented in Chapter 2.

In Chapter 3, a number of different processing techniques are developed and
applied in order to recognize faults in heavy-duty wheels. Defects of different di-
mensions reproducing missing adherence between the polyurethane tread and
the hub are artificially created (Figure 3.1). In these defects, the adhesive was
not correctly applied due to the local absence of adhesive or due to the presence
of rust in the hub, as can happen during the manufacturing process. These
defects cause incorrect wheel rotations and fast failure. Firstly, the experimen-
tal apparatus and the operational test conditions (peripheral speed of the drum
and load applied on the wheel) are presented (Figure 3.2), highlighting the pros
and cons of different measurement transducers for monitoring and diagnosis
purpose, and determining the test condition that best shows the presence of
the faults. The synchronous average (SAw) has been evaluated and statistical
parameters for fault detection (Kurtosis and RMS) have been used. Further-
more, the cyclostationary nature of the signal has been investigated through
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the first and second order cumulants and relative indicators. A non statistical
approach (Tukey’s method) has been used in order to calculate threshold val-
ues for the sound/fault discrimination (Figures 3.7 and 3.12). The Continuous
Wavelet Transform has been applied to the SAw and used for the identification
of the defect type (Figure 3.13). A monitoring-diagnostic procedure has been
suggested suitable for a large scale control at the end of the production line
(Figure 3.14). This activity has enabled the following conclusions to be drawn:

• the acceleration signal is the most appropriate for the detection of anoma-
lies localized in the tread-hub interface;

• the operational test condition of 4 km/h (low speed) and 1000 kg (high
load) highlights at the best the fault presence;

• the Kurtosis and RMS coefficients estimated on the SAw, in cooperation
with ICS1x and ICS2x indicators applied to the residual signal, are useful
metrics for the definition of the state of health of the wheel, i.e. detection
of missing adherence and localized/distributed rust defects;

• the Continuous Wavelet Transform makes it possible to identify common
order contents for similar defect types.

In Chapter 4, a procedure for the dynamic characterization of the heavy-duty
wheel has been reported. The main objective was the evaluation of the wheel
dynamic effect on the experimental signal in case of tread-hub anomaly connec-
tions. First of all, an overview of the main background required to dynamically
study viscoelastic components has been described (Figure 4.2). Subsequently,
this procedure has been applied to the heavy-duty wheel, emphasizing the main
limitations that can be encountered in practice.

The heavy-duty wheel dynamics were analyzed in the following stages.

• Analysis of a tread material sample through static and dynamic tests (Fig-
ures 4.4 and 4.6): determination of material characteristics such as Young
modulus and damping, at limited preloads and deformation amplitudes.
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In case of limited deformations and static loads, the material shows a
slight dependency on frequency, preload and deformation amplitudes: in
these conditions the polyurethane material behavior can be represented
through a linear isotropic material model.

• The linear isotropic material properties were inserted in a finite element
model, representing the wheel in free-free condition. The model results
were compared with the data obtained by experimental modal analysis
conducted on the hub and on the complete wheel: good correspondence
between numerical and experimental results were registered.

• Tests in real operational conditions were carried out on two wheels with
the same mass but different tread material in the same set up and test
conditions. The acceleration spectrum due to the impact against a cleat
obstacle highlights a first peak shift approximately around 850 Hz, cor-
responding to the first wheel natural frequency. Thus, the wheel can be
considered as a rigid body up to around 800 Hz. The material charac-
teristics in real operational conditions were obtained updating the finite
element model using data coming from this experimental test.

In Chapter 5, a comprehension of the physical phenomena that cause the par-
ticular signal signature is given. First of all, a simplified approach aimed at
the comprehension of the phenomena related to the missing adherence defect is
proposed, based on the ’Pacejka brush model’. This approach, namely the “mod-
ified brush model” represents the connection between tread and hub via an “
equivalent stiffness ” (Figure 5.6). An anomaly in the connection is expressed
by an “equivalent stiffness” variation. In the case of a localized fault of a miss-
ing adherence, the “equivalent stiffness” is considered to vary over time with a
well defined trend, as depicted in Figures 5.8. “Equivalent stiffness” keq reaches
the lowest value when the defect is completely entered in the contact patch, giv-
ing a maximum delay δmax of the hub with respect to the wheel rotation. δmax is
maintained constant when the defect passes in the contact patch. Eventually,
keq increases when the defect starts to leave the contact patch up to the initial
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value when the defect completely comes out from the contact patch. These two
sudden stiffness variations produce two impulsive excitations of opposite ampli-
tude, shifted of a time ∆t related to the defect passing time through the contact
patch. In order to explain the signal signature dependency on defect size and on
operational conditions, these excitations are applied to a 1 d.o.f damped system,
analytically reproducing the vibration response. Figure 5.9 and Figure 5.10 de-
picts the results obtained using different ∆t: the resulting signals, in both time
and frequency domain, appear quite different, in terms of signal signature and
spectra modulations.

Finally, the “modified brush model” approach has been verified via a multi-
body model of the heavy-duty wheel (Figure 5.18). Based on Chapter 4 results,
the model considers the tread as rigid. The yielding part has been focused in
the contact patch, considering a non linear-elastic contact algorithm, namely
PCM, using the vertical stiffness and the damping value experimentally ob-
tained through static tests conducted on the wheel. The contact forces and the
vibration responses are extracted.

The model has been validated comparing the acceleration numerical results
with the experimental data in case of impact against an obstacle. Eventually,
missing adherence defects have been represented in the model. Since the equiv-
alent stiffness, given by the tangential material stiffness and the gluing stiff-
ness, is not modelled, the defect effect has been qualitatively introduced though
a “rolling resistance moment” variation over time. The model is able to repro-
duce the effect of anomalous connections between tread and hub, representing
an instrument for the interpretation of the experimental results.

In Chapter 6, the different effectiveness of the monitoring and diagnostics
techniques used in the experimental campaign have been explained, based on
the model suggestions.

In fact, in the case of a localized fault of a missing adherence,the measured
signal can be considered as composed of:

• a deterministic part, related to all the phenomena periodic with the wheel
rotation, i.e. the periodic “equivalent stiffness” variation that appears
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when the defect enters and exits form the contact patch;

• a non-deterministic part, found to be second order cyclostationary, due
to the inevitable presence of slip phenomena originating in the contact
between polyurethane tread and drum.

In the case of rust defect, the measured signal can be considered as composed
of:

- a deterministic part; due to the periodic incoming and exit of the defect
from the contact patch;

- an higher non deterministic part; indeed, when rust enters in the contact
patch, the “equivalent stiffness” exhibits highly casual variations, giving
rise to random system excitations and producing a high second order cy-
clostationary level in the vibration response.

As a consequence, Synchronous average and respective statistical coefficients,
such as Kurtosis and RMS, present a low fault detecting capacity in case of
modest or random “equivalent stiffness” variation, i.e. really localized missing
adherence defect (MA) or rust (LR and DR). In order to detect all the possible
fault types, it is necessary to analyze the residual part of the signal through the
second order cyclostationary technique. The ICS2x of the residual signal repre-
sents a very useful indicators of tread/hub connection anomalies, in both case
of missing glue or rust (Figures 6.5, 6.6, 6.2). Thus, ICS2x can be considered as
the key parameter to be adopted in a monitoring test station at the end of the
production line.

Considering the presented research activity, the main original contributions
concern:

• the application of advanced vibration processing techniques to monitoring
and diagnostics of heavy-duty wheels ;

• the assessment of the different technique effectiveness, supported by the
explanation of vibration sources and characteristics via analytical and
multibody modelling;
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• the definition of a monitoring/diagnostics procedure suitable for a large-
scale quality control at the end of the production line.
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Appendix A
Multibody model of spalled rolling bearings:
effectiveness of different contact algorithms

A.1 Introduction

Rolling element bearings represent one of the most critical components in rotat-
ing machines. In the last decades bearings have been investigated in different
experimental campaigns conducted on various kinds of test- rig realized ”ad
hoc” to emphasize the main dynamic behaviour phenomena [16, 67]. In the
mean time several simulation models have been developed in order to describe
the influence of physical characteristics and operational conditions through an
analytical approach.

The first modelling activities on rolling element bearing were conducted
by Lundberg and Palmgren [68] with the assumptions of non-linear stiffness
and time-invariant system describing radial and axial deflections. Akturk
[69] and Gupta[70] investigated the complete field of non-linearity and time-
varying characteristics describing the main non-linearity causes: Hertzian
force/deformation factors, compliance effect, clearance between rolling element
and bearing races and the effect of lubricant.

Tiwari [71] investigated the effect of ball bearing clearance on the dynamic re-
sponse of a rigid rotor. Elasto-hydrodynamic lubrication (EHL) was introduced
into the modelling in the mid-1960s by Wijnat [72] discovering that the effect
of the EHL compared to the dry contact situation was moderate for medium
loads and low rotational speeds. Fukata [73], Feng [74] (without EHL) and
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most recently Sopanen and Mikkola [14, 15] realized different models taking
into account the non-linearities, the time variant-characteristics, the EHL and
furthermore the effect of localized defects in the inner and outer surfaces.

Concerning the defects modelling, different activities have been conducted in
order to extract the main bearing defect frequencies from the simulated signals
[15, 16] and also to physically explain the vibration signal signature originating
from the passage of a rolling element over a spalled area [75–77]. For this pur-
pose the vibration signal of a localized defect has been described in literature as
composed of two main parts: the first originating from the entry of the rolling
element into the fault while the second resulting from the exit of the rolling ele-
ment while it strikes the trailing edge of the fault. The two response signals are
separated by a certain time distance called time to impact: this value has been
considered as a useful tool to extract the fault size from the measured signal.
Nevertheless in the experimental campaign conducted recently by Randall and
Sawhali [78] some results obtained at different shaft speeds put in doubt this
approach.

In this paper, which is based on a work activity conducted at the Production
engineering, Machine design and Automation (PMA) Department of Katholieke
Universiteit of Leuven, a deep groove single row ball bearing ( SKF 6302) has
been modelled as a multibody system using the commercial software LMS Vir-
tual Lab Motion [64] in order to simulate the dynamic behaviour of a bearing
inserted in a test set up under construction in the same department.

The bearing model aims to analyze the influence of the operational conditions
on the simulated vibration signals using a contact algorithm based on the non
linear Hertzian theory (also called elliptical contact conjunction ECC) already
implemented in the multibody program utilized. Furthermore the model in-
tends to extract bearing defect frequencies from the simulated signals and to
simulate the real vibration signature in case of localized faults. However due to
the particular contact algorithm utilized the last objective is not fully reached
by the bearing model since the presence of localized discontinuities contributes
to move away from the main Hertzian assumptions. In order to overcome this
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limitation a different contact algorithm is considered, called polygonal contact
method (PCM). This algorithm can be regarded as a compromise between the
simple contact approach and the costly FEA: it is more adapt to represent local-
ized physical phenomena even if it requires higher computation time.

For this reason a simplified model is realized trying to simulate the same
physical and operational conditions present in the bearing using the PCM algo-
rithm. The paper contributes to knowledge by explaining the vibration signa-
ture variations in case of faulty bearing at different shaft speeds. The article
is organized as follows: in Section 2 a brief description of the bearing model is
presented, explaining the main assumptions and the contact algorithm utilised.
Consequently kinematics and dynamics results are compared with the analyt-
ical values found in literature. Section 3 reports initially the problematic cor-
related with the experimental fault size. Afterwards a simplified model is an-
alyzed describing the influence of the shaft speed on the simulated vibration
signature in case of localized defects. The paper is concluded in Section 4.

A.2 Deep groove single row ball bearing

A.2.1 Multibody model description and assumptions

A deep groove single row ball bearing ( SKF 6302) is modeled as a multibody
system using the commercial software LMS Virtual Lab Motion [64] in order to
simulate the dynamic behaviour of a bearing inserted in a test set-up realized
in the Mechanical Department of Katholieke Universiteit of Leuven. The model
aims to analyze the influence of different operational conditions on the vibration
signals.

A further objective consists in the extraction of localized defect effects from
the vibration signal (main bearing defect frequencies) and in the simulation
of the real vibration signature. First of all a short description of the model is
necessary. The bearing model is composed of different bodies of well known
geometry dimensions as shown in Fig.A.1: outer and inner rings, seven spheres
and a shaft. Initially the different bodies are considered rigid in order to obtain
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Figure A.1: Deep groove single row ball bearing multibody model

detailed information about the dynamic behaviour of the components at low
and medium frequencies. This assumption however limits the correctness of
the observations at high frequencies. Therefore, in the future the model will
be improved by considering these bodies flexible. Furthermore, the following
assumptions are made:

- the contact stiffness between rings and rolling elements is fully determined
using the non-linear Hertzian contact deformation theory;

- outer and inner rings, spheres and shaft are rigid. The bending deformation is
assumed to be negligible and only local deformation occurs in the contact
area;

- the cage is assumed to be ideal as it maintains the balls at a fixed relative
distance through distance constrains;

- the movement of the cage is influenced by the slipping occurring between
spheres and rings;

- the centrifugal forces acting on the rolling element are negligible;
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- the damping caused by the elasto-hydrodynamic lubrication is assumed to be
negligible for the considered operational conditions.

The contact stiffness is calculated using the non-linear Hertzian contact defor-
mation theory [79] since the following assumptions are fulfilled:

- the material deforms only elastically;

- the load points normally to the contacting surfaces;

- the dimensions of the contact area are small compared to the radii of curva-
ture of the contacting bodies;

- the deformations of the contacting bodies are small compared to the dimen-
sions of the contact area.

If the roller bearings are running at high speed, the lubrication must be taken
into account. This kind of contact is called elasto-hydrodynamic (EHD) contact
[72]. Experimentally the lubrication has been found to be important at oper-
ating conditions of low load and high speed referred to the nominal operating
bearing values: the lubricant behavior in the low pressure zones results in a
contact pressure which is significantly different from the one described by the
Hertzian theory. In this work the damping caused by EHD contacts is neglected
since the simulations are conducted at relatively low speeds.

The different bodies are subjected to several constraints [63] in order to rep-
resent the real behaviour of the component inserted in the test setup and to
reduce the computation time using some well-advised simplifications as:

- distance contraints between spheres;

- revolute joint between shaft and inner ring;

- bracket joint between outer ring and shaft allowing only 2dofs (axial and ver-
tical motion of the outer ring).
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The non-linear Hertzian contact deformation algorithm also called elliptical
contact conjunction (ECC) [64, 80] is adopted in the model to represent the con-
tact between spheres and inner/outer rings. This contact tool allows to repre-
sent contact and friction forces of the elements rolling around the two raceways
through the following inputs:

- geometry (radius of curvatures);

- friction coefficient;

- material properties;

- damping coefficient;

and giving the following outputs:

- the displacements, velocities and accelerations of the different components;

- the resultant forces and torque.

Moreover the contact area is defined as elliptical when the solids are pressed
together by a force F considering both the minimum and the maximum curva-
tures at the point of contact on each body. The contact force expression for the
elliptical contact conjunction can be described as follows:

F = |δ|1.5Kst · sgn(δ) (A.1)

Where:

Kst =

√
KD

λ1.5 · Ce
(A.2)

KD =
1.5

1
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+ 1
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+ 1
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+ 1
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(A.3)

λ = fz (cos(θ)) (A.4)



147 Appendix A
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E2
(A.6)

And:
R,1,R,2 = maximum radius of body curvatures;
R1,R2 = minimum radius of body curvatures;
1/R1,1/R,1=principale curvatures of body 1;
1/R2,1/R,2=principale curvatures of body 2;
ν1,ν2= poisson ratio body 1,2;
φ=angle between the plane containing curvature 1/R1 in body 1 and the plane
containing curvature 1/R2 in body 2.

A.2.2 Kinematic validation

Initially the cage speeds obtained from the model is compared with the analyt-
ical formulas founded in literature [81]. The cage analytical speed is calculated
starting from the assumptions of no-gross slip at the rolling element-raceway
contact and considering the velocities as the mean of the inner and outer race-
way velocities:

Ωc =
Ωi

2
(1− λ cosα) (A.7)

In the particular case of the SKF 6302 deep groove ball bearing:

λ =
d

Dp
=

7.94

29.54
= 0.2782 (A.8)

Where:
Ωi=inner ring velocity;
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Table A.1: Cage analytical and simulate values

Ωi Ωc analytical Ωc model Differences
[rpm] [rpm] [rpm] [%]
994.2 358.8 358.14 -0.1859
1800.7 649.8 648 -0.2854
2504.1 903.7 900.2 -0.3906
3504.7 1264.8 1256.8 -0.6325
4270.5 1541.2 1549.2 0.5191
4971 1794 1800.7 0.3735

Ωc=cage velocity;
d= ball diameter;
Dp=bearing pitch diameter;
α = contact angle between sphere and raceway [65].

Table A.1 highlights the good correspondence between analytical and simu-
lated cage in case of different inner ring velocities and a radial force of 2000 N
applied on the outer ring.

A.2.3 Dynamic validation in case of pure static radial load

After the kinematics validation of the model, the subsequent model analyses
are focused on:

- Distribution of internal loading;

- Load zone: effect of clearance and preload;

- Effect of the axial load on the bearing loading and speeds.

The maximum load acting on a sphere during the rotation around the race-
ways is compared with the analytical formulation of Strijbeck [? ] as reported
in Eqn.A.9 in case of seven rolling elements and 2000 N of radial force applied
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on top of the outer ring:

Qmax =
4, 37 · Fr
Z · cosα

=
4, 37 · 2000N

7
= 1248N (A.9)

where:
Qmax=maximum load applied on the sphere;
Z=number of spheres;
Fr=radial force applied on the component;
α=contact angle.
Fig.A.2 represents the simulated load distribution confirming the maximum
value found analitically in Eqn.A.9. Furthermore it gives informations about
the bearing loaded zone. Theoretically three different possibilities can be eval-
uated:

- zero clearance;

- postive clearance;

- negative clearance or interference.

The load distribution of Fig.A.2 represents a typical case of no clearance and
no preload with a load angle of 96.5 degrees. Different possibilities are taken
into account in the model in order to increase the load angle as normally done
in practice:

- considering an interference between the inner ring and the shaft (radial
preload);

- applying an axial load.

Regarding the interference[81], ball and roller bearings are usually mounted
on shafts or in housing with interference fits. Press- or shrink-fitting of the
inner ring on the shafts causes the inner ring to expand slightly. Similarly,
the press-fitting of the outer ring in the housing causes the former member
to shrink slightly. The result is that the bearing’s diametral clearance tends
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to decrease. Large amounts of interference in the fitting practice can cause the
bearing clearance to vanish and even produce negative clearance or interference
in the bearing. As result clearance significantly affects ball bearing contact
angle. The radial interference is the sum of the radial deflection of each ring
due to pressure p as described by Eqn.A.10 :

p =
I/D

1
E1
·
[

(D1/D)2+1
(D1/D)2−1

+ ν1

]
+ 1

E2
·
[

(D2/D)2+1
(D2/D)2−1

+ ν2

] (A.10)

Where:
p=pressure;
I=diametral interference;
ν1,ν2=poisson ratio of body 1,2;
D=common diameter;
D1,D2= inside-outside inner and outer diameter;
E1,E2= Young modulus of bodies 1,2.
In Fig.A.3 a load distribution in case of a radial load of 2000N and 5 µm inter-
ference obtained increasing the inner ring diameter is graphed: the loaded zone
increases from 91.5◦ to 101◦.

The simultaneous application of a radial load in the central plane of the
rollers and a centric thrust load on a deep groove ball bearing has two main
effects [81]:

- variation of the contact angle between spheres and guides of the inner/outer
ring and as consequence variation of the velocity of the cage/ spheres;

- variation of the loaded zone.

The application of the combined load on the model allows to reproduce these
double effects. Considering an inner ring velocity of 1000 rpm, the axial load
application causes a motion of the outer ring in the axial direction (contact angle
> 0) increasing the cage speed from 360 rpm to 374 rpm. The results obtained
with the model are confirmed analytically, considering a contact angle of 15
degrees. As said before the application of the axial load has the additional effect
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Figure A.2: Load distribution in the contact between sphere-raceway

of increasing significantly the loaded zone passing from a load angle of 91.5◦ to
156◦ as shown in Fig.A.4.

Eventually based on the obtained results it can be established that the de-
scribed multibody bearing model is a powerful tool to represent the kinematics
and dynamics behavior of a bearing subjected to different operational condi-
tions.

A.3 Faulty bearing modelling

A.3.1 Simulated bearing defect frequencies

Defects of different sizes are inserted in the multibody model in order to obtain
the main bearing defect frequencies and to extract the defect size directly from
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Figure A.3: Load distribution in case of 5µm of interface

Figure A.4: Load distribution in case of combined radial and axial load(Fr=2000
N ans Fa =800 N)
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the information given by the simulated time vibration signal. In this article only
the outer ring case study is reported. Bearing non idealities as spall defects are
realized in the model through a modification of the race surfaces obtaining a
missing contact area of a well known dimension and position. Consequently
the time/frequency domain signals are compared with healthy bearing signals,
validating the results with the analytical formulations. As reported in litera-
ture [69] the bearing signal contains always a contribution due to a particular
frequency even in case of no anomalies or irregularities. The frequency is called
Ball Pass Frequency fe and is correlated to the particular dynamic of the compo-
nents: bearings carry load with discrete elements whose angular position, with
respect to the line of action of the load, continuosly changes with time. This
mere change of position causes the inner and outer raceways to undergo peri-
odic relative motion even if the bearing is geometrically perfect: this frequency
of vibration is therefore equal to the cage rotational frequency multiplied by the
number of balls as described in Eqn.A.11:

fe =
z · Ωi

120
(1− λ cosα) (A.11)

The time domain coming from a faulty outer ring presents the same frequency
fe but with higher harmonic contents. Fig.A.5 and Fig.A.6 reports the time
and frequency domain signals of the outer ring displacement evaluated in case
of healthy component and 1 degree circumferential extension outer ring defect.
As clearly visible the characteristic frequency fe is around 42 Hz in case of inner
ring speed of 1000 rpm, seven spheres and λ described by Eqn.A.8.

A.3.2 Spall signal signature

In a number of studies [75–77] the vibration signal originating from the passage
of the rolling element over the spalled area has been considered as composed of
two parts:

- The first originating from the entry of the rolling element into the fault (de-
stress): step response with mainly low frequency content;
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Figure A.5: Time [a] and frequency domain [b] of the outer ring displacement
in case of healthy bearing
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Figure A.6: Time[a] and frequency domain [b] of the outer ring displacement in
case of 1◦ outer ring spall defect
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- The second due to the departure of the rolling element from the fault as it
strikes the trailing edge of the fault(re-stress): impulse response with a
much broader frequency content;

Step and impulse responses have been explained by the travel path of the
rolling element. In particular it has been hypothesized that the path of the
rolling element bearing centre initially follows a circle of the same radius as
the rolling element, thus giving a step change in acceleration. As the rolling
element strikes the end of the spall (the center of the ball has moved half way
through the spall), the direction of its path changes instantaneously, giving a
step change in velocity and thus an impulse in acceleration.

Furthermore the correspondence of the fault size with the separation time has
been shown (entry and exit event): an increased fault size means an increased
separation time. As consequence the size of the fault can be estimated if the
entry and exit event can be successfully extracted from the vibration signal.

A.3.3 Experimental spall size estimation uncertainties

In order to experimentally validate these phenomena Sawhali and Randall [78]
conducted an experimental campaign on four self-aligning ball bearing inserted
in a fan test rig finding nevertheless some unexpected results: two sizes of inner
race faults (0.6 mm ad 1.1 mm) and two sizes of outer race faults (0.6 mm and
1.2 mm) were tested . Hereafter the obtained relationship between the width
of the fault l(mm) and the time to impact Ti (samples) is reported with the
main assumption that the impact event happens when the centre of the rolling
element moves half the spall width. Consequently the averaged time to impact
obtained in samples (Ti) is considered as half the actual width of the spall.

More in detail t(s) is defined as the time that the sphere needs to pass the
spall of width l0 on the outer race:

t =
l0
πD0

1

fc
(A.12)
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Where:

fc =
fr
2

(
1− d

Dp
cos(α)

)
(A.13)

D0 = Dp + d (A.14)

Substituting Eqn.A.13 (considering the load angle α equal to zero) and Eqn.A.14
on Eqn.A.12, time t(s) can be rewritten as:

t =
2l0Dp

πfr(D2
p − d2)

(A.15)

In case of acquisition sampling rate fs(Hz), the number of samples (sp) during
the time t can be expressed as:

sp =
2l0Dpfs

πfr(D2
p − d2)

(A.16)

The spall width (sp) is considered as a function of the time to impact Ti(samples)
using the following equality:

sp = 2Ti (A.17)

since the impact event has been assumed happening when the centre of the
rolling element has moved half the spall width.

Finally substituting Eqn.A.17 into Eqn.A.16 the spall length l0(mm) is de-
fined as function of the time to impact Ti(samples):

l0 =
Tiπfr(D

2
p − d2)

Dpfs
(A.18)

Where fc(Hz) is the rotational speed of the cage, fr(Hz) is the rotational speed
of the shaft, fs is the sampling frequency (Hz), D0 is the outside diameter (mm),
Dp is the pitch diameter (mm) and d is the ball diameter (mm). Table A.2
reports the experimental results obtained by Randall and Sawhali for different
spall defect sizes created in the outer rings.
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Table A.2: Outer ring size estimation for different speed

Ωi CALCULATED
SMALL DEFECT

DEVIATION FROM THE NOMI-
NAL SIZE (0.6 mm)

[rpm] [mm] [%]

800 0.5113 -14.78
1200 0.5113 -14.78
1600 0.7389 +23.152
2400 0.6818 +13.33
Ωi CALCULATED

LARGE DEFECT
DEVIATION FROM THE NOMI-
NAL SIZE (1.2 mm)

[rpm] [mm] [%]

800 1.050 -12.41
1200 1.193 -0.58
1600 1.25 +4.16
2400 1.193 -0.58

These results clearly show that the estimated fault size given by the time to
impact information changes considerably increasing the shaft speed as high-
lighted by the values of the right columns in Table A.2.

A.3.4 Spall modelling

The multibody model described in Section 2 can be only partially useful to simu-
late the real vibration signal signature originated from the passage of a rolling
element over a spalled area due to the ECC algorithm inability of represent-
ing the real force exchanged between sphere and raceway in case of localized
defects. In particular when the center of the sphere comes on top of the fault
incoming edge the force exchanged between the two bodies becomes zero and
returns to the original values only when the sphere center goes on top of the
trailing edge. This is not what happens in reality. A simple sketch to simplify
the description is reported Fig.A.7.

Due to the described ECC algorithm limitation on reproducing the real com-
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Figure A.7: Sphere trajectory in case of defect: a) Model trajectory using sphere
ECC algorithm, b) Real trajectory

ponent behavior in case of localized defect a simple model case is analyzed using
a different contact algorithm. Three spheres separated with two distance con-
strains in contact with a faulty lower fix surface and a upper healthy surface
are represented in the Multibody model of Fig.A.7, applying a particular contact
technique, called polygonal contact model (PCM), already implemented in Vir-
tual Lab environment [63–66]. This technique is based on the representation
of the body surfaces by polygon meshes and contact force determination by the
elastic foundation model. The contact is examined using an areal discretisation
of the contact patch. It can be regarded as a compromise between the simple
contact approach and the costly FEA.

The PCM task consists of three steps. First a collision detection algorithm de-
termines if the contact pair is in touch. If no collision is detected, the program
returns zero force and torque and the analysis is finished. Otherwise PCM con-
structs the intersecting areas of the surfaces and discretises the corresponding
contact patches in the second step. Finally the contact force of each contact el-
ement is determined and the contact force and torque resulting of all contact
elements are calculated.

Two different macro-defect sizes are considered (5.8mm and 1.3mm) in case
of 6mm sphere radius. The simplified model is processed at different cage
speeds (0.2m/s, 1m/s, 2m/s, 3m/s, 4m/s) and the different sphere center trajec-
tories are reported in Fig.A.9 and Fig.A.10 for both fault sizes. In the Y axis is
reported the vertical displacement of the sphere center point while in X axis the
horizontal displacement.
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Figure A.8: Simplified sphere-raceway contact model

Figure A.9: Comparison of the sphere trajectory for different cage speeds in
case of small defect size
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Figure A.10: Comparison of the sphere trajectory for different cage speeds in
case of big defect size

Table A.3: Sphere center coordinate of the minimum trajectory point for a small
defect

SPHERE
SPEED

DEFECT CENTER PERCENTAGE DIFFERENCE
(1.004 mm)

[m/s] [mm] [%]

0.2 0.9781 -2.5797
1 0.9965 -0.7470
2 0.993 -1.0956
3 0.9885 -1.5438
4 1.028 +2.3904
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Table A.4: Sphere center coordinate of the minimum trajectory point for a big
defect

SPHERE
SPEED

DEFECT
CENTER

PERCENTAGE
DIFFERENCE
(1.2095 mm)

[m/s] [mm] [%]

0.2 1.205 -0.3721
1 1.214 +0.3721
2 1.216 +0.5374
3 1.259 +4.0926
4 1.286 +6.3249

The most important information characterizing the sphere motion is the hor-
izontal coordinate that the sphere center assumes in the lowest trajectory point
as reported in the Table A.3 and Table A.4 in case of small and big defects
respectively. This values represents the sphere center position as the rolling
element impacts the spall trailing edge.

It can be noticed that the sphere trajectory changes considerably with the
speed variation since the motion path is mostly influenced by the tangential
velocity given by the cage. As consequence the time to impact Ti cannot be
considered as half the actual width of the spall for every cage speeds: Eqn.A.17
is valid without any modifications only up to a certain shaft speed in which the
cage speed allows a trajectory similar to the one predicted theoretically. This
threshold value is not simply computable since it is affected by different factors
as the bearing type, the operating condition (applied force, lubrication) and the
spall size: it can be concluded that the size estimation error increases as the
distance of the lowest trajectory point from the spall half width increases.

Eventually it has to be highlighted that the objective of this phase activity
is not the numerical comparison of the experimental/simulated percentage
divergences in absolute terms since the operational and physical conditions
are completely different in the two cases. The focus is rather on the physical
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explanation of the divergence causes.

A.3.5 Comparison of different contact algorithms

In conclusion the two contact tools (ECC and PCM algorithms) are compared in
the simplified model in order to emphasize advantages and drawbacks of both
techniques. Resuming, the PCM algorithm is characterized by the following
properties:

- the contact is examined using an areal discretisation of the contact patch;

- a collision detection algorithm determines if the contact pair is in touch;

- the contact force of each contact element is determined using the elastic foun-
dation model [77, 78];

- possibility of measuring the contact between sphere and localized raceway
fault;

- - high computation time.

On the contrary in the ECC algorithm:

- the rigid contact bodies are not discretized;

- the contact force is based on the non linear Hertzian theory;

- small computational time.

The strong reduction of the computation time effectiveness prevent the appli-
cation of the PCM contact algorithm in the complete bearing model making the
ECC algorithm the most suitable contact technique avaialable. Applying both
techniques on the simplified model as reported in Fig.A.11 it has been found
that the ECC algorithm gives the same sphere trajectory of the most accurate
contact approach except for the signal phase corresponding the contact between
sphere and missing surface. In that case the sphere center follows an unreal
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Figure A.11: Comparison of the sphere center trajectory in case of two different
contact algorithms



165 Appendix A

trajectory since the missing contact is recognized only when the sphere cen-
ter is on top of the incoming/trailing edges. However the ECC algorithm can
be considered a powerful and efficient technique to represent the faulty signal
since the extracted characteristic defect frequencies depend only on the impulse
periodicity and not on the effective sphere trajectory.

A.4 Conclusions

The described multibody bearing model is a powerful tool to represent the
kinematic and dynamic behavior of a geometric well-known bearing subjected
to different operational conditions. The rigid multibody model is mainly based
on the localized contact area deformations neglecting the elasto-hydrodinamic
lubrication. Moreover the contact stiffness between rings and rolling elements
is fully determined using the non-linear Hertzian contact deformation theory.
Furthermore the model is able to simulate the defect frequencies in faulty
signals without however reproducing the real sphere trajectory in case of
localized defects. At this purpose a different contact algorithm, called polygonal
contact method, is considered in order to thoroughly study the effect of spall
defect on the vibration signal. The low computation efficiency of this latter
technique forced to analyze the sphere trajectory on a simplified model anyhow
comparable to the bearing model regarding the operational and constraint
characteristics. The obtained results allow to explain the influence of the cage
speed on the spall size estimation giving an innovative contribution on bearing
diagnostics.
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