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1. Introduction

Image deconvolution is a useful technique for improving the image quality of many types of microscope. Unfortunately, in case of large-scale imaging problems, the deconvolution can require a too large computational time which leads to undesirable delay in the reconstruction process. This is mainly due to the slow convergence rate of the iterative deconvolution methods usually exploited on microscopy images, such as the well-known scaled gradient minimization method called Richardson-Lucy (RL) algorithm [1, 2]. To overcome this disadvantage, two strategies have been exploited in the last years: the acceleration of the deconvolution algorithms and the implementation of the algorithms on multiprocessor architectures, like the Graphics Processing Units (GPU). The combination of the benefits from these strategies allowed to achieve promising time reductions in the deconvolution process, providing stimulus for further research in these fields. In this paper we focus on an iterative deconvolution algorithm that aims at exploiting a new step-length selection strategy for gradient descent methods to improve the convergence rate of state of the art deconvolution approaches in microscopy. The considered step-length strategy has been recently proposed by R. Fletcher [3] in the context of limited-memory steepest descent methods for unconstrained minimization problems. In [3] numerical evidence has been also provided indicating remarkable gain in the convergence rate over the classical Barzilai-Borwein (BB) step-length rule [4]. Since in the last years promising image reconstruction algorithms have been designed by exploiting BB-based rules within gradient methods [5, 6, 7, 8, 9, 10, 11], it is worthwhile to investigate if useful acceleration can be achieved with the new step-length selection idea. In particular, we focus on the algorithm for image deconvolution in microscopy provided by the Scaled Gradient Projection (SGP) method recently devel-
oped in [12], that can be appropriately modified for managing the step-length rule proposed in [3]. SGP is a very general algorithm for minimization problems with simple constraints, able to exploit both scaled gradient directions and selection rules for the step-length parameter. By combining an efficient step-length selection based on the adaptive alternation of the two BB rules [13, 14] and a scaling strategy similar to that used by the RL algorithm, SGP has shown significant convergence rate improvements in comparison with RL, without excessive growth of the cost per iteration and loss of reconstruction accuracy [5]. These abilities allowed the GPU version of SGP designed in [12] to show interesting performance as real-time deconvolution algorithm. In order to efficiently equip SGP with the new step-length rule presented in [3], crucial aspects concerning with the presence of scaled gradient directions and nonnegativity constraints need to be discussed. In this work we propose how to generalize the step-length rule to the SGP framework and provide numerical evidence of the gain achievable in comparison with the BB-based step-length selection previously exploited by SGP.

The paper is organized as follows. In section 2, the optimization problem arising in image deconvolution is stated and the RL and SGP iterative regularization algorithms are recalled; in section 3, the new step-length rule for SGP is introduced and, in section 4, a computational study is presented for validating on large-scale image deconvolution test problems the SGP version equipped with the new rule. Finally, some conclusions and a discussion on possible future work are reported in section 5.

2. The SGP method for image deconvolution

We shortly introduce the optimization problem arising from the maximum likelihood approach to image deconvolution in microscopy; for a deeper discussion of the image deconvolution problem, we refer the reader to [15, 16]. Let us denote by $\mathbf{y} \in \mathbb{R}^n$ the detected blurred and noisy image and assume a linear model for describing the image acquisition process: $A\mathbf{x} + \mathbf{b}$, where $\mathbf{x} \in \mathbb{R}^n$ is the unknown object, $\mathbf{b} \in \mathbb{R}^n$ indicates the known positive background emission ($b_i > 0$) and $A$ is the $n \times n$ imaging matrix representing the blurring phenomenon. The detected values $y_i$ are nonnegative and the matrix $A$ can be considered with nonnegative entries, generally dense and such that $\sum_j A_{ij} > 0 \forall i$ and $A^T \mathbf{e} = \mathbf{e}$, where $\mathbf{e} \in \mathbb{R}^n$ is a vector whose components are all equal to one. Furthermore, we may assume that periodic boundary conditions are imposed for the discretization of the Fredholm inte-
gral equation that models the image formation process, so that the matrix $A$ is block-circulant with circulant blocks and the matrix-vector products $A\mathbf{x}$ can be done quickly, with $O(n\log n)$ complexity, by using the Fast Fourier Transform (FFT) [17]. If we assume that the detected values $y_i$ are realization of independent Poisson random variables, with unknown expected values $(A\mathbf{x} + \mathbf{b})_i$, the Maximum-Likelihood (ML) approach to the deconvolution problem leads to the minimization of a suitable data-fidelity function called generalized Kullback-Leibler (KL) divergence (or Csiszár I-divergence) [18, 19]:

$$f(\mathbf{x}) = \sum_{i=1}^{n} \left\{ y_i \ln \frac{y_i}{(A\mathbf{x} + \mathbf{b})_i} + (A\mathbf{x} + \mathbf{b})_i - y_i \right\},$$

whose gradient and hessian are given by

$$\nabla f(\mathbf{x}) = A^T \mathbf{e} - A^T Z^{-1} \mathbf{y}$$
$$\nabla^2 f(\mathbf{x}) = A^T Y Z^{-2} A,$$

where $Z = \text{diag}(A\mathbf{x} + \mathbf{b})$ is a diagonal matrix with the entries of $(A\mathbf{x} + \mathbf{b})$ on the main diagonal and $Y = \text{diag}(\mathbf{y})$. We observe that the hessian matrix is positive semidefinite in any point of the nonnegative orthant. Due to the ill-posedness of the image restoration problem [16], the matrix $A$ could be very ill-conditioned and a solution of the convex optimization problem

$$\min_{\mathbf{x} \geq 0} f(\mathbf{x})$$

does not provide sensible reconstructions of the unknown image. Two alternative strategies can be exploited to overcome this drawback. The first approach consists in looking for suited regularized reconstructions by early stopping iterative minimization methods applied to the problem (4). The second strategy requires to solve a regularized minimization problem

$$\min_{\mathbf{x} \geq 0} f(\mathbf{x}) + \beta f_R(\mathbf{x}),$$

where a regularization functional $f_R(\mathbf{x})$ is used for forcing some a priori information on the unknown image and the parameter $\beta > 0$ is used to control the trade-off between the data-fidelity term $f(\mathbf{x})$ and the regularization term. In this work we focus on the former approach, that in case of large-scale imaging problems is usually the preferred choice: it allows to check the reconstruction
quality during the iterative process, without requiring expensive computation to set a suitable regularization parameter. Within the microscopy community, the most famous iterative regularization method for the nonnegative minimization of the KL divergence is the Richardson-Lucy (RL) algorithm [1, 2] (often called Expectation Maximization (EM) algorithm), whose iteration can be stated as follows:

\[ x^{(k+1)} = X_k A^T Z_k^{-1} y = x^{(k)} - X_k \nabla f(x^{(k)}), \quad x^{(0)} > 0, \]  

(6)

where \( X_k = \text{diag}(x^{(k)}) \) and \( Z_k = \text{diag}(Ax^{(k)} + b) \). As can be observed from equation (6), the RL algorithm is a special scaled gradient method where the diagonal scaling matrix has the current iteration on the main diagonal and the variables’ nonnegativity is ensured by the assumptions on \( A, b, y \) and \( x^{(0)} \). Convergence properties of the algorithm have been proved in various situations in [20, 21, 22, 23, 24, 25, 26]. The simple and inexpensive form of the iteration makes the algorithm very attractive, but it does not yield a fast convergence: in general, several hundreds (or thousands) of iterations are needed to obtain a suitably regularized reconstruction of the unknown image. The slow convergence seriously limits the use of the RL algorithm, especially in case of large-scale imaging problems, and the design of accelerated iterative schemes have received growing interest in the last years. For microscopy images deconvolution, a very promising accelerated reconstruction approach has been recently proposed in [12], based on the general constrained minimization scheme called Scaled Gradient Projection (SGP) method introduced in [5]. The SGP scheme is a gradient method able to exploit essentially four key elements: the scaled gradient directions, a parameter for controlling the step-length along the scaled gradient directions, a projection step for generating feasible descent directions and a line search strategy for ensuring sufficient reduction of the objective function during the iterations. All together, these elements make SGP a very flexible tool that, on one hand, recovers standard constrained minimization approaches and, on the other hand, can improve them by including most effective settings currently available in literature for those key elements. To better explain how SGP improves the RL algorithm, we shortly recall its iteration for problem (4). The reader is referred to [5] for more technical details and the convergence analysis of the general scheme. Given an initial feasible \( x^{(0)} \),

\[ x^{(k+1)} = x^{(k)} + \lambda_k z^{(k)}; \quad z^{(k)} = \mathbb{P}_+(x^{(k)} - \alpha_k D_k g^{(k)}) - x^{(k)} \]  

(7)

where
\( D_k = \text{diag}(d_{1}^{(k)}, \ldots, d_{n}^{(k)}) \) is the diagonal scaling matrix satisfying
\[
\frac{1}{L} \leq d_{i}^{(k)} \leq L, \quad i = 1, \ldots, n, \quad \forall k, \quad L \geq 1;
\]
\( \alpha_k \) is the step-length parameter that must satisfy
\[
0 < \alpha_{\text{min}} \leq \alpha_k \leq \alpha_{\text{max}}, \quad \forall k;
\]
\( \mathbb{P}_+(\cdot) \) denotes the projection of a vector onto the nonnegative orthant, used in (7) to obtain the feasible descent direction \( z^{(k)} \);
\( \lambda_k \in [0, 1] \) is the line search parameter used to reduce, if necessary, the size of the step along the feasible descent direction \( z^{(k)} \), in order to guarantee a suitable improvement in the objective function; \( \lambda_k \) can be computed by means of a line search technique, such as the standard monotone Armijo rule [27] or the nonmonotone strategy introduced in [28].

The main feature of the above iterative scheme is the weakness of the conditions on both the diagonal scaling entries and the step-length parameter: they must be simply bounded below and above by positive constants. This leaves the user free to devise updating rules for these parameters, to achieve some specific goal (generally, the convergence rate improvement), while the line search step controlling the descent of the objective function ensures that every limit point of the sequence generated by SGP is a constrained stationary point of (4). When SGP is exploited for the nonnegative minimization of the KL divergence, effective selection for the scaling matrix and the step-length parameter have been proposed in [5]. For the scaling matrix, an updating rule similar to that exploited by the RL algorithm is suggested:
\[
d_{i}^{(k)} = \text{diag} \left( \min \left\{ L, \max \left\{ \frac{1}{L}, x_i^{(k)} \right\} \right\} \right), \quad i = 1, \ldots, n; \quad (8)
\]
while, for the step-length parameter, a selection strategy derived by an updating rule introduced in [14] is used (see also [13]). This step-length selection, described in great detail in [5], is based on an adaptive alternation of the two Barzilai-Borwein (BB) rules [4], which in case of scaled gradient directions are defined by
\[
\alpha_{k}^{\text{BB1}} = \frac{s^{(k-1)^T} D_k^{-2} s^{(k-1)}}{s^{(k-1)^T} D_k^{-1} w^{(k-1)}} \quad \text{and} \quad \alpha_{k}^{\text{BB2}} = \frac{s^{(k-1)^T} D_k w^{(k-1)}}{w^{(k-1)^T} D_k^2 w^{(k-1)}}
\]
where \( s^{(k-1)} = x^{(k)} - x^{(k-1)} \) and \( w^{(k-1)} = \nabla f(x^{(k)}) - \nabla f(x^{(k-1)}) \). With the above settings for the scaling matrix and the step-length parameter, SGP has been compared against the RL algorithm on many imaging problems, providing a remarkable convergence rate acceleration without losing accuracy in the reconstruction. In particular, in [12] a special SGP implementation for GPU devices has been successfully exploited, providing a step ahead toward real-time deconvolution of microscopy images. Thus, further improvements of the SGP performance can be a crucial key for developing more effective deconvolution tools. In the next section we introduce a new step-length selection strategy, that can be exploited within SGP to achieve meaningful convergence rate improvements compared with the BB-based updating rule currently implemented.

3. A limited-memory step-length selection rule for SGP

The new rule that we propose to update the parameter \( \alpha_k \) in SGP is derived from an idea recently introduced by R. Fletcher [3] for the choice of the step-length in steepest descent methods for unconstrained minimization problems. The step-length selection presented in [3] aims at capturing second order information by exploiting a limited number of back gradients. Starting from the unconstrained quadratic case

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} x^T A x
\]

where \( A \) is a symmetric positive definite matrix, a step-length selection for the steepest descent methods

\[
x^{(k+1)} = x^{(k)} - \alpha_k g^{(k)}, \quad g^{(k)} = A x^{(k)},
\]

is introduced by using special approximations of the eigenvalues of \( A \), called Ritz values [29]. Given a positive integer \( m \), on the \( k \)-th iteration, the Ritz values on which the step-length rule is based are the eigenvalues \( \theta_i, i = 1, \ldots, m \) of the \( m \times m \) symmetric tridiagonal matrix

\[
T = Q^T A Q
\]

where \( Q = [q_1, q_2, \ldots, q_m] \) is the \( n \times m \) matrix whose columns \( q_i \) are the orthonormal vectors generated by the Lanczos iterative process [30], applied to \( A \), with starting vector \( q_1 = g^{(k-m)}/\|g^{(k-m)}\| \). These \( m \) Ritz values, in
decreasing order, are then used to define the step-lengths for the next $m$ iterations:
\[ \alpha_{k+i-1} = \theta_i^{-1}, \quad i = 1, \ldots, m. \]  
(11)

To extend this idea to general non-quadratic functions and to make the selection strategy more convenient from the computational point of view, important remarks are reported in [3] that allow one to rewrite the matrix $T$ in terms of $g^{(k)}$ and the most recent $m$ back gradients,
\[ G = \begin{bmatrix} g^{(k-m)} & \ldots & g^{(k-2)} & g^{(k-1)} \end{bmatrix}. \]  
(12)

without using $Q$ and $A$. In fact, from (10) it follows that the columns of $G$ are in the Krylov sequence initiated by $g^{(k-m)}$
\[ \{ g^{(k-m)}, Ag^{(k-m)}, A^2g^{(k-m)}, \ldots, A^{m-1}g^{(k-m)} \}, \]
and, taking into account that the columns of $Q$ are special orthonormal basis vectors for the Krylov sequence, we may rewrite $G$ as
\[ G = QR \]
where $R$ is upper triangular and nonsingular, if the columns of $G$ are linearly independent. This means that we have
\[ T = Q^T A Q = R^{-T} G^T A R^{-1} \]
and since $AG = \begin{bmatrix} G & g^{(k)} \end{bmatrix} J$, where
\[ J = \begin{bmatrix} \alpha_{k-m}^{-1} & \cdots & \alpha_{k-m}^{-1} \\ -\alpha_{k-m}^{-1} & \cdots & -\alpha_{k-m}^{-1} \\ \vdots & \ddots & \vdots \\ -\alpha_{k-1}^{-1} & \cdots & -\alpha_{k-1}^{-1} \end{bmatrix}, \]
we obtain
\[ T = R^{-T} \left[ G^T G \quad G^T g^{(k)} \right] J R^{-1} = R^{-T} \left[ R^T R \quad G^T g^{(k)} \right] J R^{-1}. \]
Finally, by denoting with $r$ the vector satisfying $R^T r = G^T g^{(k)}$, the matrix $T$ can be rewritten as
\[ T = \begin{bmatrix} R & r \end{bmatrix} J R^{-1}. \]  
(13)
Equation (13) represents a clever and efficient way for generalizing the step-length selection (11) based on the Ritz values to the non-quadratic case, requiring essentially only an extra area of memory for the $n \times m$ matrix $G$ and the computation of $G^T G$ for obtaining $R$ via a Cholesky factorization. The number $m$ of back gradients is usually a very small positive integer due to practical limits such as the memory requirements and the round-off error in the computation of $R$. In the computational study reported in [3], the value $m = 5$ is suggested and in the experiments described below we found convenient even smaller values: $m = 3$ or $m = 4$. Thus, in case of large-scale problem, the operations whose computational cost depends on $m$ can be considered inexpensive.

To exploit this step-length selection within the SGP scheme (7) for the constrained optimization problem (4), some important questions must be addressed, in particular concerning with the presence of the non-quadratic objective function, the scaling matrix multiplying the gradient direction and the nonnegative constraints.

In the general non-quadratic case the matrix $T$ has an upper Hessenberg structure and, following the suggestion in [3], we construct a symmetric tridiagonal matrix $\tilde{T}$ by substituting the strict upper triangle of $T$ with the transpose of its strict lower triangle; in this way, the eigenvalues of $\tilde{T}$ works as Ritz-like values and reduce to the Ritz values in the quadratic case. Furthermore, the matrix $\tilde{T}$ can have some negative eigenvalues that we keep out from the set of available Ritz-like values, by providing SGP with $m_1 < m$ step-lengths for the next iterations. After these iterations, a set of $m_1$ gradient vectors are obtained that at first are exploited for defining step-lengths by means of an $n \times m_1$ matrix $G$, and then will be used as back gradients for filling a new matrix $G$ up to $m$ columns.

The presence of the diagonal scaling matrix can be taken into account by observing its effect in the simple unconstrained quadratic case (9). In this case, a scaled gradient step $x^{(k+1)} = x^{(k)} - \alpha_k D_k g^{(k)}$, can be viewed as a non-scaled step on a transformed problem obtained with the linear transformation of variables $y = D_k^{-1/2} x$. In fact, the transformed objective function becomes $\tilde{f}(y) = \frac{1}{2} y^T D_k^{1/2} A D_k^{1/2} y$ and for the transformed gradient vector we have $\tilde{g} = D_k^{1/2} A D_k^{1/2} y$; then, by assuming $y^{(k)} = D_k^{-1/2} x^{(k)}$, we can write

$$
\begin{align*}
    y^{(k+1)} &= y^{(k)} - \alpha_k \tilde{g}^{(k)} = D_k^{1/2} x^{(k)} - \alpha_k D_k^{1/2} A D_k^{1/2} y^{(k)} \\
    &= D_k^{-1/2} (x^{(k)} - \alpha_k D_k g^{(k)}) = D_k^{-1/2} x^{(k+1)}.
\end{align*}
$$
Thus, a natural way to extend the above step-length selection procedure to
the case of diagonally scaled gradient methods consists in defining the step-
lengths in the transformed variables, by storing in $G$ the transformed gradient
vectors $D^{1/2}_{k-i} \nabla f(x^{(k-i)})$, $i = 1, \ldots, m$, and by using $D^{1/2}_k \nabla f(x^{(k)})$ to define
the vector $r$ in (13). A similar approach is suggested in [3], by looking at the
scaling matrix as arising from the application of preconditioning techniques
to the problem (9).

Finally, we extend the step-length selection rule to the nonnegatively
constrained case by observing that in the solution $x^*$ of (4) the components of
the gradient corresponding to the free variables ($x^*_i > 0$) must be zero. This
means that, during the minimization iterative process, those components
must be reduced to zero (in a fashion similar to the unconstrained case)
and then we try to define the step-lengths by giving more importance to
those components of the gradient. We follow this idea by substituting in the
step-length rule the gradients of the objective function with the vectors

$$
\nabla_{nz} f(x^{(k-i)}) = \begin{cases} 0 & \text{if } x_j^{(k-i)} = 0 \\
(\nabla f(x^{(k-i)}))_j & \text{if } x_j^{(k-i)} > 0
\end{cases} \quad i = 0, 1, \ldots, m.
$$

In short, the matrix $G$ that we exploit to define the Ritz-like values within
SGP is the following:

$$
G = \left[ D^{1/2}_{k-m} \nabla_{nz} f(x^{(k-m)}) \quad \ldots \quad D^{1/2}_{k-2} \nabla_{nz} f(x^{(k-2)}) \quad D^{1/2}_{k-1} \nabla_{nz} f(x^{(k-1)}) \right].
$$

4. Numerical experiments

In this section we report the results of the numerical tests we performed to
assess the effectiveness of the new SGP steplength selection rule on a mean-
ingful application, namely the deconvolution of confocal microscopy images.
Given that we are interested in evaluating the advantages of the algorithm in
terms of iterations and computational time, while maintaining a sufficiently
good reconstruction (that is to say, an image/volume reconstruction hav-
ing an error level comparable to the one of other reference methods for the
application field), we use synthetic phantoms. Even if they are randomly
generated, these phantoms are properly designed to correctly simulate real-
world situations and have already been tested and validated by experts in
the field [12]. Seeking completeness, the next subsection summarizes the
generation process. The subsection 4.2 describes the numerical behaviour
of the SGP algorithm equipped with the rule based on the Ritz-like values, called SGP-Ritz, compared against the classical RL method (6) as well as the standard SGP algorithm, which has a step-length selection based on the adaptive alternation of the two BB rules described in [5, 12]. The aim of this experimentation is to highlight how the new limited-memory step-length approach presented in this work allows SGP to improve its performance in terms of convergence rate and, consequently, reconstruction time. Even if the reported results are still limited to a particular application, they provide a meaningful indication, which is also confirmed by additional experiences we performed (not reported here, because they go beyond the scope of this work). Finally, the interesting additional time reduction due to a suited GPU implementation of the iterative deconvolution algorithms is discussed in subsection 4.3.

4.1. Synthetic data sets

As it is well known, in addition to their theoretical properties, deconvolution algorithms have usually to be assessed also with respect to practical application fields where potentially they will be used. For this purpose, one should use test sets as close as possible to the realistic environment of those applications. This is a crucial issue to consider, particularly when algorithm’s robustness is concerned.

In this paper we focus our attention on microscopy imaging applications: namely, on the reconstruction of micro-tubule network inside the cell. To this end, a routine has been implemented which is able to pseudo-randomly generate phantoms which mimic the micro-tubule cytoskeleton of a real cell. This routine randomly selects the starting positions of a given and fixed number of filaments. Then, a stochastic process is used for iteratively choosing the directions of filaments’ growth. By selecting either a bi- or a three-dimensional growth one obtains 2D or 3D phantoms, respectively. Those filaments are assumed to have a tubular structure with radius of 30nm. To further improve the data realism, at each growth step of each filament we associate a value in the range $[0, 1]$, which accounts for the heterogeneity of protein concentration between different filaments. In the present case, three values are used: 0.5, 0.75 and 1. At the end of this generation process we get a clean 2D or 3D network structure that represents the cell’s inner micro-tubule network, that is to say the real object one would like to recover.

The next step is to generate the ideal object (not noisy, blurred only): we convolve the phantom $\hat{x}$ with the system’s point spread function (PSF), i.e.,
Clearly the PSF depends on the acquisition system technology. In our experiments we consider a confocal microscopy and for mimicking its spatial resolution we model the PSF by a radially symmetric Gaussian function [31]:

\[ h_{\text{CLSM}}(r, z) = \exp\left(-\frac{r^2}{2\sigma_r^2}\right) \exp\left(-\frac{z^2}{2\sigma_z^2}\right) \]

which reduces to \( h_{\text{CLSM}}(r) = \exp\left(-\frac{r^2}{2\sigma_r^2}\right) \) in the 2D case. Here, \( \sigma \) is related to the full-width at half-maximum (FWHM) by FWHM = \( 2\sigma \sqrt{2 \ln(2)} \). Estimates for both \( \sigma_r \) and \( \sigma_z \) in (14) can be recovered from real detections (see for instance [12]). In the present case we use FWHM\(_r\) = 220nm, \( \sigma_r = 93\)nm and, for the 3D cases, FWHM\(_z\) = 600nm, \( \sigma_z = 255\)nm. After the convolution, to obtain the ideal object in terms of average detected photons, the convolved object is multiplied by a number \( \tau > 0 \) which depends on several factors (the emission rate of the fluorophore, the collection efficiency of the system and the pixel dwell-time). This completes the blurring process and gives the ideal object, that is what the acquisition system would get, if no noise existed.

However, a completely un-noisy detection is far from reality. Here a reasonable assumption is that photon counting noise represents the major source of noise for the detection process, together with a constant background \( b \) that further degrades the acquired observation. Thus, the final step consists in corrupting the \( i \)-th pixel/voxel with a Poisson process with mean \( \tau(H \ast \tilde{x})_i + b_i \). This in turn makes possible to control the signal-to-noise ratio (SNR): by increasing \( \tau \), the average number of detected photons increases and hence the SNR increases. More precisely, SNR and \( \tau \) are linked as follows:

\[ \text{SNR}_{\text{dB}} = 10 \log \left( \max_i \frac{\tau(H \ast \tilde{x})_i}{\sqrt{\tau(H \ast \tilde{x})_i + b_i}} \right) \]  

At the end of this process we get the phantom, that is what would be the observed object. Notice that, even if the background \( b \) can be different at different pixels/voxels, it is most often assumed uniformly constant, that is to say \( b_i = b, \forall i \).

The degrading process just described provides us with sufficiently realistic phantoms to use as test sets for the algorithms deconvolution assessment. In particular, given that in simulation the object \( \tilde{x} \) used to generate the observed object is known, during algorithms execution we are able to quantitatively monitor at each \( k \)-th iteration the quality of the deconvolved objects.
Moreover, it is worth noticing that we deconvolved the synthetic objects by means of the very same PSFs used for their generation (it is the so-called \textit{inverse crime}). Thereby no fundamental biased affects the results due to the choice of the PSF.

\subsection*{4.2. Numerical results}

For a first intensive validation of SGP-Ritz in comparison with RL and the standard SGP, all the methods are implemented in Matlab 8.1.0 and the experiments are performed on a computer equipped with an Intel Xeon X5690 SixCore CPUs at 3.47GHz. As concerning the step-length parameters, we use the setting suggested in [5] for the standard SGP while in SGP-Ritz we fix \( m = 3 \). The parameters defining the monotone line search, chosen by both SGP and SGP-Ritz to determine \( \lambda_k \), and the constant \( L \), employed to bound the diagonal entries of \( D_k \), have been set as described in the Supplementary Informations of [12].

To evaluate the performances of the discussed algorithms, we carried out several numerical experiments on synthetic microscopy test problems with different features, generated as described in the previous subsection. For the bi-dimensional case we considered square images of increasing size \( n \), namely \( 128^2, 256^2, 512^2, 1024^2 \). For the three-dimensional case, we studied the algorithms performances on some volumes: a small (\( 128 \times 128 \times 64 \) voxels), a medium (\( 256 \times 256 \times 32 \) voxels) and a large (\( 512 \times 512 \times 64 \) voxels) test set. For each one of those data sets we took into account two different noise values: the corresponding test problems are indicated with “low noise” and “high noise”. Figure 1 shows the true object and the blurred and noisy data for the bi-dimensional test problems. We only report the corrupted images for the high noise level because the differences against the images affected by low noise are not remarkable from the visual point of view.

The methods’ effectiveness in approximating the original image has been assessed through the relative reconstruction error, defined as \( \| \tilde{x}(k) - \tilde{x} \| / \| \tilde{x} \| \), where \( \tilde{x} \) is the original image and \( x(k) \) is the reconstruction after \( k \) iterations. Tables 1 and 2 report the minimum relative reconstruction error (\textit{Opt. err.}), the number of iterations (\textit{Opt. it.}) and the computational time in seconds (\textit{Sec.}) required to get the minimum error for the bi-dimensional and the three-dimensional test problems, respectively. In Table 2, we marked with an asterisk the case where a method reached the prefixed maximum number of iterations without achieving the minimum reconstruction error and we reported the error and the computational time corresponding to that maximum
number of iterations.

We can observe from Tables 1 and 2 that both the versions of the SGP method are able to reach a minimum reconstruction error lower than the one provided by the RL algorithm. Since for the 3D test problems the Matlab implementations require a long reconstruction time, we decide to also consider the performances of SGP and SGP-Ritz in simply achieving the RL minimum error. Table 3 shows the number of iterations (It.) and the computational time (Sec.) needed by SGP and SGP-Ritz to obtain the RL accuracy (Err.).

The main conclusion that can be drawn from these experiments is that the limited-memory updating rule for the step-length selection allows the scaled gradient projection method to reach better performances, in terms of computational time and number of iterations, than the original choice of $\alpha_k$ proposed in [5], while still preserving the same reconstruction accuracy. This is shown also by Figure 2, where the relative reconstruction error and the decrease of the objective function are plotted as a function of the number of iterations. Only two data sets are profiled as an example in the figure, be-
Table 2: Numbers of iterations, reconstruction time and minimum error reached in solving the 3D deblurring problems.

<table>
<thead>
<tr>
<th></th>
<th>high noise</th>
<th></th>
<th>low noise</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>128 × 128 × 64</td>
<td>128 × 128 × 64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL</td>
<td>524</td>
<td>43.4</td>
<td>0.61</td>
<td>470</td>
</tr>
<tr>
<td>SGP</td>
<td>411</td>
<td>53.6</td>
<td>0.60</td>
<td>380</td>
</tr>
<tr>
<td>SGP-Ritz</td>
<td>207</td>
<td>31.4</td>
<td>0.60</td>
<td>218</td>
</tr>
<tr>
<td>256 × 256 × 64</td>
<td>256 × 256 × 64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL</td>
<td>868</td>
<td>311.3</td>
<td>0.52</td>
<td>837</td>
</tr>
<tr>
<td>SGP</td>
<td>446</td>
<td>280.9</td>
<td>0.51</td>
<td>617</td>
</tr>
<tr>
<td>SGP-Ritz</td>
<td>294</td>
<td>208.0</td>
<td>0.51</td>
<td>329</td>
</tr>
<tr>
<td>512 × 512 × 64</td>
<td>512 × 512 × 64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL</td>
<td>1568</td>
<td>2158.9</td>
<td>0.49</td>
<td>2500*</td>
</tr>
<tr>
<td>SGP</td>
<td>750</td>
<td>1773.1</td>
<td>0.48</td>
<td>1319</td>
</tr>
<tr>
<td>SGP-Ritz</td>
<td>372</td>
<td>1013.1</td>
<td>0.48</td>
<td>897</td>
</tr>
</tbody>
</table>

cause an analogous behavior is observed in every other test problem. In short, SGP-Ritz exhibits an improved convergence rate, without degrading neither the simplicity, nor the low computational cost per iteration of the standard SGP. Furthermore, in comparison with the RL algorithm, a remarkable gain in the reconstruction time is achieved.

For illustrative purpose, in Figures 3 and 4 we show the bi-dimensional reconstructions of the 512 × 512 and the 1024 × 1024 images returned by the different methods. Figures 5–10 report the restoration of the transversal, sagittal and coronal central sections for two 3D data sets, provided by the three methods stopped at RL minimum error. It is useful to notice in Figure 8 how different is the observed transversal slice with respect to the one of the original object. This is exactly due to the blurring effect, which thicken the filaments and makes them overflow in adjacent layers. Thus, the deblurring algorithm is successful if it is able to remove that overflow to the maximum extent. The reconstruction panels show that the overflow is greatly reduced.

4.3. **GPU implementation for real-time deconvolution**

In this subsection we describe the hardware issues and the implementation strategies that allow to greatly accelerate the computations involved by the SGP schemes described above, thus making large-scale multidimen-
Table 3: Numbers of iterations, reconstruction time and error reached in solving the 3D deblurring problems with the RL-accuracy.

<table>
<thead>
<tr>
<th></th>
<th>high noise</th>
<th></th>
<th>low noise</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>128 × 128 × 64</td>
<td></td>
<td></td>
<td>524</td>
</tr>
<tr>
<td>RL</td>
<td>323</td>
<td>41.2</td>
<td>0.61</td>
<td>177</td>
</tr>
<tr>
<td>SGP</td>
<td>140</td>
<td>20.9</td>
<td>0.61</td>
<td>132</td>
</tr>
<tr>
<td>SGP-Ritz</td>
<td>524</td>
<td>311.3</td>
<td>0.52</td>
<td>837</td>
</tr>
<tr>
<td></td>
<td>256 × 256 × 64</td>
<td></td>
<td></td>
<td>216</td>
</tr>
<tr>
<td>RL</td>
<td>1568</td>
<td>2158.9</td>
<td>0.49</td>
<td>2500*</td>
</tr>
<tr>
<td>SGP</td>
<td>351</td>
<td>839.5</td>
<td>0.49</td>
<td>526</td>
</tr>
<tr>
<td>SGP-Ritz</td>
<td>219</td>
<td>590.0</td>
<td>0.49</td>
<td>416</td>
</tr>
<tr>
<td></td>
<td>512 × 512 × 64</td>
<td></td>
<td></td>
<td>323</td>
</tr>
<tr>
<td>RL</td>
<td>170</td>
<td>120.4</td>
<td>0.52</td>
<td>153</td>
</tr>
<tr>
<td>SGP</td>
<td>219</td>
<td>590.0</td>
<td>0.49</td>
<td>416</td>
</tr>
<tr>
<td>SGP-Ritz</td>
<td>323</td>
<td>41.2</td>
<td>0.61</td>
<td>177</td>
</tr>
</tbody>
</table>

sional deconvolution problems faceable almost in real-time. We first provide the technical details of the GPU testing platform and then we report some numerical results to assess the improvements achievable thanks to the GPU implementation of an SGP-based deconvolution algorithm.

4.3.1. GPU testing platform

Nowaday GPUs are very common devices, generally targeted to graphics applications. Their computing-power range is very wide, but we limit our interest to top-powerful models.

As it is well known, modern GPUs are multicore architecture designed to perform a large number of integer/floating-point operations at the same time, following a Single-Instrucion Multiple-Threading (SIMT) parallel paradigm. This is an evolution of the classical Single-Instruction Multiple-Data (SIMD) paradigm, which adds to the latter the ability of running multiple processes at the same time on each computing core.

Last-generation Nvidia Fermi GPUs support double precision arithmetic and exploit the powerful 16x PCI-Express (PCIe) connection to the hosting board, which grants up to 16 GB/sec transfer rate.

A Fermi GPU [32] consists of up to 512 CUDA cores. These 512 cores are split across 16 Streaming Multiprocessors (SM), each SM consisting of
32 CUDA cores. The GPU has six 64-bit memory partitions supporting up to 6GB of GDDR5 DRAM memory. Each CUDA core consists of an integer arithmetic logic unit (ALU) and a floating point unit (FPU). In order to support hardware double precision, two cores are jointly used. A Multiprocessor is then equipped with 16 load/store units, thus providing resources for evaluating sixteen source and destination addresses per clock. Moreover, hardware resources are reserved for multiply-add (MAD) instruction, trigonometric function, reciprocal and square root.

Functions that will run on GPU, are both written and launched using CUDA paradigm: for clarity, such kind of functions will be denoted as kernels in the following lines. Each kernel function is executed in a grid of threads. This grid is divided into blocks also known as thread blocks and each block is further divided into threads. This two levels of parallelization are the core approach of both CUDA and any other language aiming at exploiting highly data parallel approach, see for example OpenCL. Programmers can focus on writing kernels that will be run by a single thread, while the hardware scheduler will dispatch millions of them. On the other side, little support is provided for task based parallelism.

Each kernel function, written in order to be run on the GPU, can have access to the system’s main global memory where, usually, the problem data are stored. The main memory and the cores are connected by a high-speed 144GB/sec bus. All together, these features provide over 2.5Tflops of system’s peak performance for double precision arithmetic.

Given that the GPU-to-GPU communications run through the high-speed channel, while CPU-to-GPU ones go through the PCIe bus, it’s easily seen that the latter are almost 10 times slower than the former. This is the reason why to best exploit the GPU computing power one must reduce as most as possible the CPU-to-GPU memory communications. Since 3.0 release, CUDA approach offers a way to overcome the bottleneck that may occur when implementing algorithms that need a continuous data movement between host and device. By reserving a buffer of pinned memory on the CPU, this storage can be targeted for copy to/from GPU in roughly half the time of a standard transfer. On the other side, this approach poses strong requirements on the memory handling (paging, virtual address translation, etc.) by the host OS, and then must be used carefully.

Pinned memory is also a requirement when one has to overlap memory transfer and kernel execution: boards with compute capability above 1.3 can overlap CPU-GPU data exchange and GPU kernel execution. More-
over, since kernel launch is an asynchronous operation, CUDA approach can provide up to 3 different and concurring tasks: device-host transfer, GPU elaboration, and CPU evaluation. In order to exploit these features, all code must be carefully partitioned in independent sections, and data transfer and kernel launch must be issued in different queues, called streams on Nvidia approach. This makes available to the programmer the capacity to overcome the limitations, currently present in GPU architectures, on both task based parallelism and data transfer, but the drawback is the need to manual resolve all synchronization issues that can arise.

The test platform we used for the experiments in this paper is a workstation equipped with 2 Intel Xeon SixCore CPUs at 3.47GHz, 188GB of RAM and 4 GPUs Nvidia Tesla C2070 connected through PCIe channels. The system is operated by a CentOS Linux distribution. Each one of the four GPUs is highly parallel: it embeds 14 streaming multiprocessors, for a total of 448 32-bit computing cores, or 224 double precision cores.

4.3.2. GPU tests

In order to show the remarkable advantages of exploiting the computational power of these architectures in SGP-based deconvolution algorithms, we report the results of several experiments on increasingly large 2D synthetic data sets, generated as described in subsection 4.1. The GPU implementation of the algorithms is obtained by performing on the parallel device the main computational tasks (FFT computations and vector-vector operations) of each iteration. In this way, by running the same number of iterations with the serial and the parallel versions of the deconvolution algorithms, essentially the same reconstruction accuracy is obtained [12, 33, 34]. For each image size, the results reported in Table 4 and 5 are obtained as average values of ten test problems corresponding to different noise realizations. The column denoted by $\tilde{k}$ (std) shows the average number of iterations required by the reconstruction methods to obtain the minimum of the Kullback-Leibler divergence of $x^{(k)}$ from the known image $\tilde{x}$ that is to say

$$\tilde{k} = \arg\min_{k \geq 0} D(k) = \frac{1}{n} \sum_{i=1}^{n} \left\{ \tilde{x}_i \ln \left( \frac{\tilde{x}_i}{x_i^{(k)}} \right) + x_i^{(k)} - \tilde{x}_i \right\};$$

the standard deviation is reported in brackets. The average values of the minimum Kullback-Leibler divergence and the corresponding standard deviation are shown in the column $D(\tilde{k})$ (std).
The standard SGP version, with step-length selection based on the adaptive alternation of the BB rules, and its GPU implementation presented in [12] are used for these experiments. It is easily seen from Table 4 that for SGP the speed-up $(Sp.)$ column in using the GPU version against the CPU version ranges between 3.5 and 22 times. For comparison purpose only, we report in Table 5 the results for the two versions of the RL method. In this case, due to the easier iteration exploited by RL, the time gain ranges between about 7.2 and 16.5; however, despite this fact, the absolute computational time remains considerably larger than that of the SGP method. In particular, the more the image size increases, the more the GPU version of SGP seems preferable, by making reconstructed images available in few seconds also in case of large deconvolution problems. In [12], a 3D deconvolution problem on a true test case with an acquired volume consisting of $1024 \times 1024 \times 33$ voxels is faced with the GPU-based implementation of SGP, obtaining a sensible reconstruction after just 20 iterations, running for about 35 seconds on the architecture described above. Such a result can be considered very promising, given that the collection time for this data set amounts to 180 seconds. Thus, the further convergence rate improvements arising from equipping SGP with the new step-length rule introduced in this work represent a worthwhile contribution toward an effective real-time deconvolution in microscopy. In fact, the convergence rate improvements shown in section 4.2 are obtained by means of the Ritz-like values computation with a small parameter $m$ ($m = 3$), which yields a number of operations (in particular, vector-vector operations) not significantly larger than the number of operations required in the case of the BB-based step-length rule. This is confirmed by the similar average cost per iteration provided by SGP and SGP-Ritz (see Tables 1 and 2). The similar complexity of the two rules allows one to expect that the better convergence rate ensured by the new step-length selection can be fully exploited also on the GPU architecture, for achieving a remarkable gain in the overall reconstruction time.

5. Conclusions and future work

In this paper we introduced a new version of the SGP method equipped with a step-length selection rule based on special Ritz-like values. This rule, recently suggested by R. Fletcher in the context of unconstrained optimization, is here applied in the context of a scaled gradient projection method for (simply) constrained optimization. To this end, we propose a generalization
of the step-length rule able to take into account the presence of scaled gradient directions and nonnegativity constraints. The new rule is able to exploit a clever limited-memory implementation, that allows to lower both the computational time and the storage requirements. To assess the advantages of the proposed scheme, we tested it on deconvolution problems coming from 2D and 3D microscopy imaging synthetic data. These experiments show that, compared to the classical BB-based SGP version as well as to the widely used RL method, the new SGP scheme provides meaningful benefits in terms of both number of iterations and computational time, while still getting the same (and sometimes a better) reconstruction error.

Furthermore, we additionally describe how, through a state of the art implementation on today’s widely available powerful GPU multicore architectures, the considered schemes allow to speed-up the deconvolution task for large-scale real-world 3D volumes up to very few tens of seconds, which makes the goal of real-time microscopy imaging reconstruction essentially reached.

However, further improvements are still possible from both the theoret-
ical and practical point of view. The strategy exploited in this work to adapt the step-length rule to the presence of nonnegativity constraints is efficient but other ideas can be exploited; in our opinion this topic merits further theoretical investigations and can be worthwhile also in more general constrained optimization framework [35]. From the implementation point of view, the scheme’s flexibility and the very appealing features of the new limited-memory rule leave space for additional ways to exploit the power of modern parallel architectures in terms of fast channels communications and cores’ multithreading capabilities. We are already working at these aspects, that will be the subject of future works.
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Figure 1: Left panel: original images. Right panel: blurred and noisy data (with high noise level).
Figure 2: Relative error and decrease of the objective function with respect to the number of iterations.
Figure 3: Reconstructions for the high noise level $512 \times 512$ test problem.

Figure 4: Reconstructions for the low noise level $1024 \times 1024$ test problem.
Figure 5: Transverse section reconstruction for the $128 \times 128 \times 64$ image with low noise.

Figure 6: Sagittal section reconstruction for the $128 \times 128 \times 64$ image with low noise.
Figure 7: Coronal section reconstruction for the $128 \times 128 \times 64$ image with low noise.

Figure 8: Transversal section reconstruction for the $512 \times 512 \times 64$ image with high noise.
Figure 9: Sagittal section reconstruction for the $512 \times 512 \times 64$ image with high noise.

Figure 10: Coronal section reconstruction for the $512 \times 512 \times 64$ image with high noise.